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design problem addressed to be solvable as more Lyapunov function
candidates for each subsystem are available.

There are relevant problems that need to be investigated. One of such
problems is how to generalize the result to a more general class of
switched nonlinear systems with parameter uncertainties.
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Distributed Event-Triggered Control
for Multi-Agent Systems

Dimos V. Dimarogonas, Emilio Frazzoli, and Karl H. Johansson

Abstract—Event-driven strategies for multi-agent systems are motivated
by the future use of embedded microprocessors with limited resources that
will gather information and actuate the individual agent controller updates.
The controller updates considered here are event-driven, depending on the
ratio of a certain measurement error with respect to the norm of a func-
tion of the state, and are applied to a first order agreement problem. A
centralized formulation is considered first and then its distributed counter-
part, in which agents require knowledge only of their neighbors’ states for
the controller implementation. The results are then extended to a self-trig-
gered setup, where each agent computes its next update time at the previous
one, without having to keep track of the state error that triggers the actu-
ation between two consecutive update instants. The results are illustrated
through simulation examples.

Index Terms—Self-triggered, state error.

1. INTRODUCTION

Distributed control of large scale multi-agent systems is currently fa-
cilitated by recent technological advances on computing and commu-
nication resources. Several results concerning multi-agent cooperative
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control have appeared in the recent literature [6], [7] involving agree-
ment or consensus algorithms [12], [20], [23], formation control [2],
[4], [5], [8] and distributed estimation [21], [25].

An important aspect in the implementation of distributed algorithms
is the communication and controller actuation schemes. A future design
may equip each agent with an embedded microprocessor, which will be
responsible for collecting information from neighboring nodes and ac-
tuating the controller updates according to some rules. The goal of this
technical note is to provide rules in order to reduce the number of the ac-
tuator updates when this is preferable for the application in hand. This
might be suitable, e.g., in the case of microprocessors with attached
sensors. The scheduling of the actuator updates can be done in a time-
or an event-driven fashion. The first case involves sampling at pre-spec-
ified time instances, usually separated by a fixed period. When the lim-
ited resources of embedded processors are considered, an event-trig-
gered approach seems more favorable. In addition, a proper design
should also preserve desired properties of the nominal system, such
as stability and convergence. A comparison of time- and event-driven
control for stochastic systems favoring the latter is found in [3]. Sto-
chastic event-driven strategies have appeared in [13], [22]. In this tech-
nical note, we use the deterministic event-triggered strategy introduced
in [26]. Related results on deterministic event-triggered feedback con-
trol have appeared in [1], [10], [11], [15], [18], [28], [29].

In [26], the control actuation is triggered whenever a certain error be-
comes large enough with respect to the norm of the state. It is assumed
that the nominal system is Input-to-State stable [24] with respect to
measurement errors. We first show that this framework is suitable for
a class of cooperative control algorithms, namely those that can be re-
duced to a first order agreement problem [20], which was shown to
be ISS [14]. Both the centralized and distributed cases are considered.
‘We then consider a self-triggered solution to the multi-agent agreement
problem. In particular, each agent now computes its next update time
at the previous one, without having to keep track of the error mea-
surement that triggers the actuation between two consecutive updates.
The approach is first presented in a centralized fashion, and then in
a distributed one. Self-triggered control is a natural extension of the
event-triggered approach and has been considered in [1], [18], [29]. In
addition, the self-triggered analysis provides further results regarding
the calculation of the inter-execution times in the distributed event-trig-
gered case.

The resulting model of the system can be transformed to a time-delay
system with varying delays which are different between the agent and
its neighbors. This is in contrast to the first order agreement time-de-
layed models with constant delays [16], [19], and the first order agree-
ment models with varying delays that do not consider self delay in the
agents’ state or consider equal delays between each agent and its neigh-
bors [17]. Note that in the absence of self-delays, convergence is guar-
anteed even for the case of heterogeneous delays and asynchronous up-
dates [27]. However, self delays are present in our model. In essence the
delayed model resulting from the decentralized event triggered setup is
more general than the first order agreement models with delays found
in literature. On an equally important sidenote, it should be empha-
sized that a design that provides piecewise constant control laws with an
event-triggered mechanism that is the decision maker of when the con-
trol law is updated, seems more applicable to networked multi-agent
systems than an approach that assumes delayed information with con-
tinuously varying control laws and that provides no decision mecha-
nism on when the sampling should take place.

The remainder is organized as follows: Section II presents some
background and discusses the system model treated in the technical
note. The centralized event-triggered control design is discussed in
Section III while Section IV presents the distributed counterpart. The
self-triggered formulation of the frameworks of Sections III and IV is

IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 57, NO. 5, MAY 2012

presented in Section V. Some examples are given in Section VI while
Section VIl includes a summary of the results of this technical note and
indicates further research directions.

II. BACKGROUND AND SYSTEM MODEL

A. Algebraic Graph Theory

For an undirected graph G with N vertices, the adjacency matrix
A = A(G) = (ai;) is the N x N matrix given by a;; = 1, if
(i,j) € E, where E is the set of edges, and a;; = 0, otherwise. If
there is an edge (i,j) € E, then i, j are called adjacent. A path of
length » from a vertex ¢ to a vertex j is a sequence of r 4 1 distinct ver-
tices starting with ¢ and ending with j such that consecutive vertices
are adjacent. For i = j, this path is called a cycle. If there is a path
between any two vertices of the graph G, then G is called connected.
A connected graph is called a tree if it contains no cycles. The degree
d; of vertex ¢ is defined as the number of its neighboring vertices, i.e.
d; = card{j : (i,j) € E}.Let A be the n X n diagonal matrix of d;s.
Then A is called the degree matrix of GG. The (combinatorial) Lapla-
cian of G is the symmetric positive semidefinite matrix L = A — A.
For a connected graph, the Laplacian has a single zero eigenvalue and
the corresponding eigenvector is the vector of ones, 1. We denote by
0= X(G) € X2(G) £ ... < An(G) the eigenvalues of L. If G is
connected, then A2 (G) > 0.

B. System Model

The system considered consists of [V agents, with #; € R denoting
the state of agent . Note that the results of the technical note are ex-
tendable to arbitrary dimensions. We assume that the agents’ dynamics
obey a single integrator model

#i=wu;, i€N={1,...,N} (1)
where u; denotes the control input for each agent.

Each agent is assigned a subset N; C {1,...,N} of the other
agents, called agent ¢’s communication set, that includes the agents
with which it can communicate. The undirected communication graph
G = {V,E} of the multi-agent team consists of a set of vertices
V = {1,..., N} indexed by the team members, and a set of edges,
E ={(i,j) € V x V]i € N;} containing pairs of vertices that corre-
spond to communicating agents.

The agreement control laws in [9], [20] were given by

wi=— Y (ai— ;) )

JEN;

and the closed-loop equations of the nominal system were

& = — > (vi—wj), i € {l,...,N}, so that & = —Lu,
JEN;
where = [x1,...,2n]" is the stack vector of agents’ states and

L is the Laplacian of the communication graph. We also denote by
u = [u1,...,un]" the stack vector of control inputs. For a connected
graph, all agents’ states converge to a common point, called the
“agreement point”, which coincides with the average (1/N) > ;(0)

of the initial states.

Note that the model (1), (2) has been shown to capture the behavior of
other multi-agent control problems as well. For example, it was shown
in [8] that a class of formation control problems can be reduced to a
first order agreement one with an appropriate transformation.

The above control formulation is redefined here to integrate event-
triggered strategies. Considering the system (1), both centralized and
distributed event-triggered cooperative control are treated. The control
formulation for each case is described in the following sections.

III. CENTRALIZED APPROACH

We first consider the centralized event-triggered control scheme in
the following paragraphs. The distributed case is treated in the next
section.
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For each agent i, and ¢ > 0, introduce a tlme varying error e;(t).
Denote the vector ¢() = [e1(#), ..., en(#)]”. The sequence of event-
triggered executions is denoted by: to, £1, . . .. To the sequence of events
to,t1,... corresponds a sequence of control updates u(to),u(t1),.. ..
Between control updates the value of the input w is held constant in a
zero-order hold fashion, and is equal to the last control update, i.e.

uw(t) = u(t;), Vt€E [ti,tiz1) 3)

and thus the control law is piecewise constant between the event times
to,t1,. ...

Following the above notation, the state measurement error is defined
by:

e(t)=a(t;) —x(t), i=0,1,... “)

for t € [t;,ti+1). The event-triggered design involves the choice of
appropriate ¢;. The proposed control law in the centralized case has the
form (3) and is defined as the event-triggered analog of the ideal control
law (2)

u(t) = —L(E(ti),t € [ti,t;+1). (5)
The closed loop system is then given by &(t) = —Lx(t;) =
—L(z(t) + e(t)). Denote by Z(t) = (1/N)) xi(t) the
average of the agents’ states. Given that the graplh is undi-

rected, we have ¥ = (I/N)Yw = —(1/N)X > (wi(t) —

() =(1/N) S ; (ea(f) = ¢5(1)) = 0 so that §«<?>€N— 7(0) =
x,

Jj€
(/)3 wi(0) =
candidate 1SS Lyapunov function for the closed- loop system is:
V = (1/2)2"Le. We have V. = 2" Li = —2"LL(x + ¢) =
—||L;L||2—:LTLLe,sothaﬂ < —||Lel + | L ||| L ]]e]). Enforcing
e to satisfy

, the initial average remains constant. A

[| L]

llell <o
1Ll

Q)

with o € (0,1), we get V' < (o — 1)||Lx||* which is negative for
o < land||Lzx| # 0.
Thus, the events are triggered when

2
lel] = o 121,
IZ]

The event times are thus defined by ||e(¢;)|| = o (|| Lz (¢:)||/||L]|) = 0,
fori = 0,1,.... Ateach t;, the control law is updated according to (5):
u(t;) = —La(t;), and remains constant, i.e., u(t) = —Lax(¢;) for all
t € [ti,tit1). Once the control task is executed the error is reset to
zero, since at that point we have e(t;) = w(t;) — x(t;) = 0 for the
specific event time so that (6) is enforced.

The following result regarding the convergence of the closed-loop
system is now evident:

Theorem 1: Consider system @ = u with the control law (5), (7)
and assume that the communication graph G is connected. Suppose that
0 < ¢ < 1.Then all agents are asymptotically stabilized to their initial
average, i.e., lim¢_.oc ;(t) = & = (1/N) Z 2;(0) foralli € A.

Proof: Similarly to [26], since V < (0’ — 1)||Lz||?, we have that
lim;— o Lz(t) = 0. Since G is connected the latter corresponds to the
fact that all elements of « are equal at steady state, i.e., litn, . o, x;(t) =
a™. Since the initial average remains constant we have ™ = & =
(1/N) > 2:(0) at steady state. &

Under the proposed control policy, the inter-event times are lower
bounded away from zero. This is proven in the following theorem:

Theorem 2: Consider system & = u with the control law (5), (7)
and assume that the communication graph G is connected. Suppose
that 0 < ¢ < 1. Then for any initial condition in R™ the inter-event
times {¢;,41 — ¢; } implicitly defined by the rule (7) are lower bounded
by a strictly positive time T which is given by 7 = (o /|| L||(1 + 7)).

@)
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Proof: Similarly to [26], we can show that the time derivative of

(lell/ 1Ll stisfes (/) (lell /I Z21) < (L+ LI/ Z2])2.
Denoting y = (||e]|/||Lx||), we have § < (1 + ||L||y)*, so that y
satisfies the bound y(t) < ¢(t, ¢o) where ¢(t, o) is the solutlon of
¢ = (L4 ||L||¢)* ,6(0,¢0) = ¢o. Hence the inter-event times are
bounded from below by the time 7 that satisfies ¢(7,0) = (a/||L]|).
The solution of the above differential equation is ¢(7,0) = (7/1 —

7||L||), so that 7 = (¢ /|| L||(1 4+ o)), and the proof is complete.

IV. DISTRIBUTED APPROACH

In the centralized case, all agents have to be aware of the global mea-
surement error e in order to enforce the condition (6). In this section,
we consider the distributed counterpart. In particular, each agent now
updates its own control input at event times it decides based on informa-
tion from its nelghbormg agents. The event times for each agenti € A
are denoted by ¢§, t1, . . .. The measurement error for agent i is defined
as

ei(t) = a; (ti}) —zi(t), te€ [ti,,ti,+1) : ®)
The distributed control strategy for agent ¢ is now given by
u,;(t) = - Z (I, (t;C) —; (ti’(t))) ©)]
JEN;

where k' (¢) 2 min {t — #/}. Thus for each ¢ € [t}, thesr)s

IEN:t>t]

arg

ti,,( 5 is the last event time of agent j. Hence, each agent takes into
account the last update value of each of its neighbors in its control law.
The control law for i is updated both at its own event times ¢g, t{, . . .,

as well as at the event times of its neighbors fj fj . 7’ € Ni.
Note that this definition of %’ 1mp11es x;(t k,(t)) zi(t) + e;(t).
We thus have &, (t) = — 3 (w:(t}) — x; (¢ ) == 2 (@i(t) -
JEN; JEN;
zj(t))— > (ei(t)—e;(t)),sothat&(t) = —L(a(t)+e (t)) in stack
JEN;

vector form. Hence in this case we also have & =
initial average.

0 for the agents’

A

Denote now Lz = z = [z1,..., :N]T. Note that each element of
Lz contains exactly the relative state information that is available to
each agent from its neighbors, that is

()= Y (wilt) — 2(1),

JEN;

i:l,...,]V.

Consider again V' = (1/2)«* L. Then
V=u2"Li=—2"L(Le+Le)=—z"2—:"Le.
Sy
Z|7\ |zie:i + 30 > ziej. Using

i JEN;
(a/2)2” + (1/2a)y?, for a > 0, we can

From the definition of the Laplacian matrix we get V=
> 2 zilei —ej) :_Zﬁ
i jEN,

now the inequality |xy| <

bound V' as

—27 —|—Za|N|7 +Z—|V|e —1—22

i JEN;

",,,- <

where a > 0.
Since the graph is symmetric, by interchanging the indices of

the last term we get > 3 (1/2a)e} = Y 3 (1/2a)ef

T JEN; i JEN;
ST(1/2a)|N;lef so that V' < —S(1 — al;|)27 4+ S2(1/a)|Niles.
Assume that a satisfies 0 < a < (1/|N;]) for all i € N. Then,
enforcing the condition

2 oga(l—a
€

N,; |) ~2

<——= 4 (10
| Vi
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foralli € N, we get
< Y-

which is negative definite for 0 < o; < 1.
Thus for each 7, an event is triggered when

) (L —alNi]) 2

2 gia(l—alNi)

€ = jvi i (11)

where z; = Y (w; —x;). The update rule (11) holds at the event times
JEN;
ti, corresponding to agent i: €2(t}) = (o;a(1 — a|N;|) /| N: )22 (),
with & = 0,1,...and i € . At an event time t}, we have e;(t}) =
2;(ti) — x;(t}) = 0 and thus, condition (10) is enforced.
It should be emphasized that the condition (11) is verified by agent
i only based on information of each own and neighboring agents’ in-

formation, which is encoded by the vector z; = Y (x; — z;), which
JEN;
includes only the relative state information of agent i’s neighbors, as is

the case in multi-agent control designs.

The following convergence result regarding the convergence of the
agents thus holds:

Theorem 3: Consider system # = w with the control law (9),
(11) and assume that the communication graph G is connected. Then
all agents are asymptotically stabilized to their initial average, i.e.,
limi—oo zi(t) = 2 = (1/N) Y x;(0) foralli € N.

A related result regarding the inter-event times holds in the dis-
tributed case as well:

Theorem 4: Consider system &; = u;,1 € N = {1,...,N}
with the control law (9) and update ruling (11), and assume that G is
connected. Suppose that 0 < a < (1/|N;]) and 0 < o; < 1 for all
i € N. Then for any initial condition in R", and any time ¢ > 0 there
exists at least one agent & € N for which the next inter-event interval
is strictly positive.

Proof: Assume that (11) holds for all i € A at time ¢. If it
doesn’t hold, then continuous evolution is possible since at least one
agent can still let its absolute measurement error increase without re-
setting (8). Hence assume that at ¢ all errors are reset to zero. We will
show that there exists at least one k € A such that its next inter-event
interval is bounded from below by a certain time 7p > 0. Denoting
k = arg max |z, ;| < |le]| holds for all i, we

Hze]) < (llell/N1z1]) so that (Jer| /|2 ) < Nllell/ll=]l =
N(|le|l/|Lx||). From the proof of Theorem 2 and the control update
rule (11), we deduce that the next inter-event interval of agent & is
bounded from below by a time 7p that satisfies N(7p /1 —7p||L||) =
(O'ka(l — (L|]Vk|)/|ka|) so that Tp = ((Tka(l — al]\«7k|)/f\’v|]\7k| +
||L||ora(l — a|Ni|)) and the proof is complete. &

Theorem 4 provides a lower bound on the inter-execution times of at
least one agent. An analysis of the inter-execution times for all agents
is provided at the end of the next section.

V. SELF-TRIGGERED MULTI-AGENT CONTROL

A. Self-Triggered Control-Centralized Formulation

We now present a self-triggered control design for the agreement
problem. In the event-triggered formulation, it becomes apparent that
continuous monitoring of the measurement error norm is required to
check condition (7). In the context of self-triggered control, this re-
quirement is relaxed. Specifically, the next time £;; at which control
law is updated is predetermined at the previous event time #; and no
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state or error measurement is required in between the control updates.
Such a self-triggered control design is presented in the following.

For t € [t' tiy1), 2(t) = —L(x(t) + e(t)) yields =(t)
—La(t;)(t—t;) +a(t;). Thus (6) can be rewritten as ||z(t) —z(t;)|| <
c(ILaOIAILD, or | = Latt)(t — t)ll < ol — L2a(t)(t -
ti) + La(t)|l/IIL]]) or, equivalendy [[Lz(t:)||(t — ti) <
(a/IILINN(—=(t = t:)L + I)La(t;)||. An upper bound on the
next execution time ?¢;4; is thus given by the solution # of
ILa()(t = £:) = (/I LIDI(=(t = £.)L + I)La(#,)]|. Using the
notation £ = # — t;, the latter is rewritten as || Lz(t;)[|*||L||?¢* =
eI (tlI2e +  IL2a(t)l2=2(La(t,)) T LLa(t)E), o
equivalently

z’)“z) ¢

+202 (La(t;))" LLx(t;

(NZa(tIP LI = o ||t

)€ — o | L2t = 0.

Note that (|| La(t:)|*[IZ])* cNL2t)*)> 1 -
aOILa(t)IPILN* > 0 and
A = 40* Nt
+a0® || L) - (||L;c(ti)||2 LI - o® || 22 2) > 0.
An upper bound is then given by
bt —20% (La(t;))" LLx(t;) + VA a2

2 (||L:L(z‘,)||2 L2 -

Note that as long as Lx(t;) # 0, i.e., agreement has not been reached,
t — t; is strictly positive, i.e., the inter-execution times are non-trivial.
The preceding analysis, along with Theorem 1, yield the following
result:

Theorem 5: Consider system @ = w with the control law (5) and
assume that the communication graph G is connected. Suppose that
0 < ¢ < 1. Assume that for each ¢ = 1, 2,... the next update time is
chosen such that the bound

o2 | L2a(ti)]*)

)+ VA
o2 ||L2LL(ti)|| )

—20% (La(t;))" LLx(t
2 (Lt I L1

tiyr —t; < (13)

holds. Then for any initial condition in R™ all agents asymptoti-

cally converge to their initial average, i.e., lim; .ocr,(f) = T =

(1/N) Y #i(0), Vi € N

B. Distributed Self-triggered Control

Similarly to the centralized case, continuous monitoring of the mea-
surement error norm is required to check condition (11) in the dis-
tributed case. In the self-triggered setup, the next time t}, at which
control law is updated is predetermined at the previous event time #;,
and no state or error measurement is required in between the control
updates. Such a distributed self-triggered control design is presented
below.

Define 3; = (o; (1 — a|N;|) / | V |). Then, (10) is rewritten as
[es(t) =2 (O < Bi22(1). Since n(6) = — 35 (walth)=25(£,)),
JEN;
we get ;(t) = — Z (ai(ty) — a;(t] ,))(f — ) 4 @ (t)) for t €
JEN;
[th, min{t} |, minjen, tfg,, }), where k" 2 arg  min At — 1),
leN:t] <tf

and hence min{t,, minjen, ti ;s } is the next time when the control
u; is updated. Thus (10) is equivalent to
5 () = (4)) (1)
JEN;

2

< Bz, (14
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Recalling z;(t) = Y (w:i(t) — 2;(t)), we also have x;(t) = 0.25
JEN;
- 3 (ay (t{",) — ()t - ti",) + x; (t{v,), where k" = (t) =
IEN; ) \
arg  min  {t —t},}. Denote now Y (wi(ty) — x;(t],)) = pi, 02 \
7n€N:f’2f'lm JEN; . ’ . \\\
S (w(t) = wi(tm)) = pj.and & = &(t) =t — ti, t > t.
1EN; . . . 0.15F \
Thus p;, p; are constants whereas ¢; is a function of time . We can \
now compute I [lelmax
N\ —lle®ll
5= (wilt)—x;(t)) 0.1
JEN; 5\
G P CACTOLACO N VAR N
JEN; JEN; S
=—|Ns|pi&i+|Ni|zi (fi) . o
P4 4 j 0 . e ===z -
+ Z(/’J’ (t_tka_tk,)_,rj (fk)) 0 5 10 15 20 25 30
JEN; Time
(a)
or equivalently 025
4(—( Ni IﬂL+ZpJ>£+IWIpz+Z(p]( )) ozl
JEN JEN Y
N [lelImax
where the dependence of z; on ¢ is encoded in the evolution of &; () \ lle(oll
with respect to time. Further denoting P; = —|Ni|p; + Y. p; and 0.15

JEN;

®; = |Ni|p; + Z (p;(th —t #,)), the condition (14) can be rewritten
eN;

as|pi&| < V0 |P E, + ®;| and since &; > 0, the latter is equivalent to

lpiléi < V/BilPi&i + @i- (15)
Note that this inequality always holds for £; = 0. Also note that (14)
may or may not hold for all £&; > 0, and this can be decided by agent
¢ at time ¢;,. Based on this observation, the self-triggered policy for
agent ¢ at time t;, is defined as follows: if there is a {; > 0 such
that |pi|& = +/Bi|Pi& + | then the next update time t;; takes
place at most &; time units after £}, i.e., t; 1y < t; + &. Of course if
there is an update in one of its neighbors, thus updating the control law
(9), then agent 7 rechecks the condition. Otherwise, if the inequality
lp:i|& < /3| P& + ®i| holds for all €; > 0, then agent ¢ waits until
the next update of the control law of one of its neighbors to recheck
this condition.

The self-triggered ruling for each agent ¢ is thus summarized as:

Definition 6: For each i = 1,2,... the self-triggered ruling de-
fines the next update time as follows 1f there is a & > 0 such that
lpil€: = /Bi|P:£; + ;| then the next update time ¢} w1 takes place
at most ¢; time units after ¢%, i.e., tk+1 <t & Agent ¢ also
checks this condition whenever its control law is updated due an up-
date of the error of one of its neighbors. Otherwise, if the inequality
lpil& < V/Bi| P& + ®;| holds for all & > 0, then agent i waits until
the next update of the control law of one of its neighbors to recheck
this condition.

The preceding analysis, along with Theorem 3, yield the following
result:

Theorem 7: Consider system @ = u with the control law (9) and
assume that the communication graph G is connected. Suppose that
0<a< (1/|N [)and0 < o; < 1foralli € A'. Assume that for each
i =1,2,... the next update time 1s decided according to Definition 6.
Then, for any initial condition in R™, the states of all agents converge
to their initial average, i.e., lim;_.o r'(f) =z =(1/N)> x:(0) for
all; € V.

Note that after simple calculations it is easily derived that ®; =
zi(t},). From (15), we know that the next event for agent i occurs at
a time ¢ when the equation |p;|(t — ¢},) = /Bi|Pi(t — t},) + z:(t},)|
holds. Thus a zero inter-execution time for agent ¢ can only occur when

i

0.1

0.05

10

25 30

Fig. 1. Four agents evolve under the centralized event-triggered (top plot)

and self-triggered (bottom plot) proposed framework. (a) Event-triggered case
(b) Self-triggered case

|z:(t)| = 0. By virtue of Theorem 7, the system is asymptotically
stabilized to the initial average. By the Cauchy-Schwartz in Iquality, we
have |22 = |Zel]® = |32, 3 e, (i — )< (1/2)" Lo = V.,
so that z asymptotically converges to zero. Unfortunately there is no
guarantee that no element of z will reach zero in finite time (or be equal
to zero initially), however, as shown above, the inter-execution time can
only be zero when z; = 0 for agent ¢, i.e., when agent ¢ has already
reached its control objective.

We can now make some further calculations regarding the inter-ex-
ecution times for each agent, assuming that &, = z;(¢;) # 0. By
taking the squares of both sides of |p;|&; = /Bi|Pi&i + ®i|, we
have the following calculation for the next inter-execution time: for
|pi|* = 3:P? # 0, we have & = /3:®:/(|pi| £ /B: ). So &; is the
smallest positive solution, provided that at least one of the non-zero
numbers /3 ®; /| pi| +/Bi P, /Bi®; /| p:| — /B: P is positive. Oth-
erwise the strict mequahty lpilé&; < /Bi|P:& + ®:| holds for all
& > 0.For |p;|*> — 3: P? = 0, then no solution is feasible for P, = 0
and ®; = z;(t},) # 0. For P; # 0 we have §; = (—®;/2F;) which
yields a feasible (non-negative)solution, if ®; P; > 0.

In all cases when |p;|& = v\/E|PiEi + @, has a feasible solution,
this is analogous to ®; = z;(#},), as expected. Thus the only occurrence
of zero inter-execution times can happen when z;(¢;,) = 0, i.e., when
the control objective has been achieved by agent .
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Fig. 2. Four agents evolve under the distributed event-triggered (top plot) and
self-triggered (bottom plot) proposed framework.

VI. EXAMPLES

The results of the previous Sections are illustrated through computer
simulations.

Consider a network of four agents whose Laplacian matrix is given
by

1 -1 0 0
-1 3 -1 -1
0o -1 2 -1
0O -1 -1 2

The four agents start from random initial conditions and evolve under
the control (5) in the centralized case, and the control (9) in the dis-
tributed case. We have set ¢ = 0.65, and 01 = 09 = 0.55, 035 =
o4 = 0.75 and @ = 0.2. In both cases, we consider two different cases
of actuation updates: the event-triggered and the self-triggered one.

Figure 1 shows the evolution of the error norm in the centralized
case. The top plot represents the event-triggered and the bottom the
self-triggered formulation. In the event-triggered case, the control law
is updated according to Theorem 1 and in the self-triggered according
to Theorem 5. The solid line represents the evolution of ||e(t)||. This
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stays in both plots below the specified state-dependent threshold
llellmaz = o(||Lz||/||L||) which is represented by the dotted line in
the Figure.

The next simulation depicts how the framework is realized in the dis-
tributed case for agent 1. In particular, the solid line in Figure 2 shows
the evolution of |e1 (¢)|. This stays below the specified state-dependent
threshold given by (10) |e1|max = v/o1a(l — a]N1[)/|N1]z1 which
is represented by the dotted line in the Figure. Once again, the top plot
shows the event-triggered case of Theorem 3 and the bottom plot the
self-triggered case of Theorem 7.

In both cases, it can be seen that the event-triggered case requires
fewer controller updates. On the other hand, the self triggered approach
seems more robust, since the design provides an upper bound on the
interval in which the update should be held.

VII. CONCLUSION

We considered event-driven strategies for multi-agent systems. The
actuation updates were event-driven, depending on the ratio of a cer-
tain measurement error with respect to the norm of a function of the
state. A centralized formulation of the problem was considered first and
then the results were extended to the distributed counterpart, in which
agents required knowledge only of the states of their neighbors for the
controller implementation. The results of the technical note were sup-
ported through simulated examples.

Future work will focus on the performance analysis of the frame-
work and its application to other cooperative multi-agent control tasks.
Moreover, while the event-triggered formulation of the current tech-
nical note focuses on the reduction of actuator updates, it is also inter-
esting to consider sensing limitations in this case. Finally, current re-
search also involves the case when it is the responsibility of each agent
to broadcast information to its neighbors rather than requesting infor-
mation from them, as in [30].

REFERENCES

[1] A. Anta and P. Tabuada, “To sample or not to sample: self-triggered
control for nonlinear systems,” IEEE Trans. Autom. Control, vol. 55,
no. 9, pp. 2030-2042, Sep. 2010.

[2] M. Arcak, “Passivity as a design tool for group coordination,” IEEE
Trans. Autom. Control, vol. 52, no. 8, pp. 1380-1390, Aug. 2007.

[3] K. J. Astrom and B. Bernhardsson, “Comparison of Riemann and
Lebesgue sampling for first order stochastic systems,” in Proc. 41st
IEEE Conf. Decision Control, 2002, pp. 2011-2016.

[4] M. Cao, B.D. O. Anderson, A. S. Morse, and C. Yu, “Control of acyclic
formations of mobile autonomous agents,” in Proc. 47th IEEE Conf.
Decision Control, 2008, pp. 1187-1192.

[5] L. Consolini, F. Morbidi, D. Prattichizzo, and M. Tosques, “Leader-
follower formation control of nonholonomic mobile robots with input
constraints,” Automatica, vol. 44, no. 5, pp. 1343-1349, 2008.

[6] D. V. Dimarogonas, E. Frazzoli, and K. H. Johansson, “Distributed
self-triggered control for multi-agent systems,” in Proc. 49th IEEE
Conf. Decision Control, 2010, pp. 6716-6721.

[7]1 D. V. Dimarogonas and K. H. Johansson, “Event-triggered control
for multi-agent systems,” in Proc. 48th IEEE Conf. Decision Control,
2009, pp. 7131-7136.

[8] D. V. Dimarogonas and K. J. Kyriakopoulos, “A connection between
formation infeasibility and velocity alignment kinematic multi-agent
systems,” Automatica, vol. 44, no. 10, pp. 2648-2654, 2008.

[9] J. A. Fax and R. M. Murray, “Graph Laplacians and stabilization of
vehicle formations,” in Proc. 15th IFAC World Congress, 2002, [CD
ROM].

[10] L. Griine and F. Miiller, “An algorithm for event-based optimal feed-
back control,” in Proc. 48th IEEE Conf. Decision Control, 2009, pp.
5311-5316.



IEEE TRANSACTIONS ON AUTOMATIC CONTROL, VOL. 57, NO. 5, MAY 2012

[11] W.P. M. H. Heemels, J. H. Sandee, and P. P. J. Van Den Bosch, “Anal-
ysis of event-driven controllers for linear systems,” Int. J. Control, vol.
81, no. 4, pp. 571-590, 2007.

[12] M. Ji and M. Egerstedt, “Distributed coordination control of multi-
agent systems while preserving connectedness,” IEEE Trans. Robotics,
vol. 23, no. 4, pp. 693-703, Aug. 2007.

[13] E. Johannesson, T. Henningsson, and A. Cervin, “Sporadic control of
first-order linear stochastic systems,” Hybrid Syst.: Computat. Control,
pp. 301-314, 2007.

[14] D. B. Kingston, W. Ren, and R. Beard, “Consensus algorithms
are input-to-state stable,” in Proc. Amer. Control Conf., 2005, pp.
1686-1690.

[15] D. Lehmann and J. Lunze, “Event-based control: A state feedback ap-
proach,” in Proc. Eur. Control Conf., 2009, pp. 1716-1721.

[16] P.Lin and Y. Mia, “Average consensus networks of multi-agents with
both switching topology and coupling time-delay,” Physica A, vol. 387,
pp- 303-313, 2008.

[17] X. Liu, W. Lu, and T. Chen, “Consensus of multi-agent systems with
unbounded time-varying delays,” IEEE Trans. Autom. Control, vol. 55,
no. 10, pp. 2396-2401, Oct. 2010.

[18] M. Mazo, A. Anta, and P. Tabuada, “On self-triggered control for
linear systems: Guarantees and complexity,” in Proc. Eur. Control
Conf., 2009, [CD ROM].

[19] U. Munz, A. Papachristodoulou, and F. Allgower, “Delay robustness
consensus problems,” Automatica, vol. 46, no. 8, pp. 1252-1265, 2010.

[20] R. Olfati-Saber and R. M. Murray, “Consensus problems networks of
agents with switching topology and time-delays,” IEEE Trans. Autom.
Control, vol. 49, no. 9, pp. 1520-1533, Sep. 2004.

[21] R. Olfati-Saber and J. S. Shamma, “Consensus filters for sensor net-
works and distributed sensor fusion,” in Proc. 44th IEEE Conf. Deci-
sion Control, 2005, pp. 6698-6703.

[22] M. Rabi, K. H. Johansson, and M. Johansson, “Optimal stopping for
event-triggered sensing and actuation,” in Proc. 47th IEEE Conf. De-
cision Control, 2008, pp. 3607-3612.

[23] W. Ren and E. M. Atkins, “Distributed multi-vehicle coordinated con-
trol via local information exchange,” Int. J. Robust Nonlin. Control,
vol. 17, no. 1011, pp. 1002-1033, 2007.

[24] E.D. Sontag, “On the input-to-state stability property,” Eur. J. Control,
vol. 1, pp. 24-36, 1995.

[25] A. Speranzon, C. Fischione, and K. H. Johansson, “Distributed and
collaborative estimation over wireless sensor networks,” in Proc. 45th
IEEE Conf. Decision Control, 2006, pp. 1025-1030.

[26] P. Tabuada, “Event-triggered real-time scheduling of stabilizing con-
trol tasks,” IEEE Trans. Autom. Control, vol. 52, no. 9, pp. 1680-1685,
Sep. 2007.

[27] J. N. Tsitsiklis, “Problems Decentralized Decision Making and Com-
putation,” Ph.D. dissertation, Mass. Inst. Technol., Cambridge, MA,
1984.

[28] X. Wang and M. D. Lemmon, “Event-triggered broadcasting across
distributed networked control systems,” in Proc. Amer. Control Conf.,
2008, pp. 3139-3144.

[29] X. Wang and M. D. Lemmon, “Self-triggered feedback control systems

with finite-ga L2 stability,” IEEE Trans. Autom. Control, vol. 45, no. 3,

pp. 452-467, Mar. 2009.

X. Wang and M. D. Lemmon, “Event-triggering distributed networked

control systems,” IEEE Trans. Autom. Control, vol. 56, no. 3, pp.

586-601, Mar. 2011.

[30

1297

A Nonconservative LMI Condition for Stability of
Switched Systems With Guaranteed Dwell Time

Graziano Chesi, Senior Member, IEEE,

Patrizio Colaneri, Fellow, IEEE, Jose C. Geromel, Member, IEEE,
Richard Middleton, Fellow, IEEE, and
Robert Shorten, Senior Member, IEEE

Abstract—Ensuring stability of switched linear systems with a guar-
anteed dwell time is an important problem in control systems. Several
methods have been proposed in the literature to address this problem,
but unfortunately they provide sufficient conditions only. This technical
note proposes the use of homogeneous polynomial Lyapunov functions in
the non-restrictive case where all the subsystems are Hurwitz, showing
that a sufficient condition can be provided in terms of an LMI feasibility
test by exploiting a key representation of polynomials. Several properties
are proved for this condition, in particular that it is also necessary for
a sufficiently large degree of these functions. As a result, the proposed
condition provides a sequence of upper bounds of the minimum dwell
time that approximate it arbitrarily well. Some examples illustrate the
proposed approach.

Index Terms—Dwell time, homogeneous polynomial, LMI, Lypaunov
function, switched system.

1. INTRODUCTION

An important problem in control systems consists of ensuring sta-
bility of switched linear systems under a dwell time constraint, see,
e.g., [1]-[9]. Several methods have been proposed in the literature for
addressing this problem, as in [10], [11] where a condition is provided
on the basis of the norm of the transition matrices associated with the
system matrices, and as in [12] where a condition is provided by ex-
ploiting quadratic Lyapunov functions and LMIs. Unfortunately, these
methods provide conditions that are only sufficient.

This technical note addresses this problem by using homogeneous
polynomial Lyapunov functions, which have been adopted in the study
of uncertain systems [13]—[15], in the non-restrictive case where all the
subsystems are Hurwitz. It is shown that a sufficient condition can be
provided in terms of an LMI feasibility test by using a representation
of polynomials in an extended space and the concept of sum of squares
of polynomials (SOS). Several properties are proved for this condition,
in particular that it is also necessary for a sufficiently large degree of
the Lyapunov functions. As a result, the proposed condition provides a
sequence of upper bounds of the minimum dwell time that approximate
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