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Control over wireless networks

How efficiently do closed-loop control when
sensor, actuator and controller nodes
are wireless network devices?
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Today’s wireless control systems

Industrial automation Home automation Transportation networks
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Motivating application:
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* Froth flotation process concentrates
the metal-bearing mineral in the ore
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A typical communication architecture for
industrial automation and control
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Experimental setup for
control over multi-hop network
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Control Signals

A communication or a control problem?

Approaches to control over wireless networks:

1. Communication protocol suitable for control

Control
2. Controller that compensates for Application
communication imperfections NET
3. Integrated design of control and MAC
communication layers PHY

e

Wireless network




Research challenges on
wireless control

Wireless
network

To enable wide deployment of wireless
control technology, we need to know m
* How trade-off network resources and

control performance?

¢ How handle communication
imperfections: loss, conflicts, delays?

e How move intelligence from central Controller

units to distributed devices?

Event-based control architecture

Wireless network

Astrém, 2007, Rabi and J., WICON, 2008




When to transmit?

e Medium access control-like mechanism at sensor
— E.g., fixed threshold crossing, adaptive threshold

Wireless network

e Execute control law over fixed control alphabet

How to control?

— E.g., impulse control, piecewise constant controls

Rabi et al., 2008

Example: Fixed threshold with
impulse control

* Event-detector implemented as fixed-
level threshold at sensor

* Event-based impulse control better
than periodic impulse control

Wireless network

Periodic Control Event-Based Control

5 10 15 20 0 5 10 5 20
t Astrém & Bernhardsson, /FAC, 1999




Event-based ZoH control
with adaptive sampling

Wireless network

T
How choose {U;} and {r;} to minimize v = %E/ 2% (t)dt.
0

Rabi et al., 2008

Controlled Brownian motion
with one sampling event

dxy = updt + d By

. . T 2
min J= _min E | zds

U07U1)T UO)UI)T 0
, T 2 T,
= _min Ef msds+E/ xgds
Uo,U1,7 0 T

A joint optimal control and optimal stopping problem

Rabi et al., 2008




dry = wdt + d By

. . T 2
min J= _min E [ xgds
Uo,U1,7 Uo,Ur,7 0

If 7 chosen deterministically (not depending on z;)
and zg = 0«

_3$T/2
T

Uj=0 Ut = ™ =1T/2

If T is event-driven (depending on z;:) and zg = O:

3z«
_ * T
Uo=0 U1 = _2(T—T*)

*=inf{t: =7 > V3(T —t)}

Envelope defines optimal level detector
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Optimal level detector

Dynamic level detector

Wireless network

dry = wdt + dBy

. . T 2
min J= _min E [ zZds
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Policy iteration

For =g 7= 0 and general dynamics, we have the cost function
IN (z0,{Uo, U1 }, T) 2 (x0,T) —E|[3 (x0,Up, 7, T)],

where T

a(zg, Uy, T) = / E [®7(s,0,20)] ds

J0O
3 (xo,Up,7,T) = fTT E {(I)"E_vo(s, T, T,) — (I)"E,I.U,T,T_Tj(s, T, :th)}

and &(t,,t,,z) is the solution of the system with constant control

Necessary condition for optimality

™ (xg) =esssup E[F (w0, U] (x0),7,T)],

T

Ui (xzg) = infr_,-{a- (20, U, T) —E[3 (20, U, 7" (x0) T)]}
suggests iterative search algorithm. Computationally intensive.

Rabi and J., 2009

Multiple samples

Extension to N>1 samples ¥

T
/ z2ds
J0

through nested single sample

Ju (20U A7}, ) =

xIg ‘| ——

problems © Ty T3 T
Extension to variable budget ¥ —
sampling, allowing number of
samples to depend on x. U
» = 212,03
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Multiple control loops

Event-based control often outperforms periodic control for
single control loops, e.g., [Astrom & Bernhardsson, 1999]

What if multiple loops share a contention-based medium?

What amount of packet losses can the event-based scheme
endure and still perform better than TDMA?

Actuator [ Plant — Sensor Actuator |2 Plant —> Sensor

f l f 1

Control Event Control Event

Generator Detector Generator Detector

I Y I Y

Wireless Network




Multiple control loops

* N control loops share the same wireless network

Actuator  [—>=  Plant |~ Sensor Actuator  [—=  Plant  [—= Sensor

t ' f f

Contral Event Control Event
Generator Detector Generator Detector

t ! f )

Wirgless Network

* Time division multiple access vs contention-based medium access
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TDMA and contention-based time slots

Periodic superframe of N slots

WirelessHART Standard, 2007 WART = 7

System model and performance measures
Plant dry = dW; + wdt, x(0) = x,

Samplingevents 7 = {79, 7,72,...},

) Wireless network
T

Impulse control u, =) x_d(r

n=>

Average sampling rate R. = lim sup —IE:

M =
/ Zl{ﬂ/‘lf (s — a,,}(f‘w]

n=()

1 M
Average cost J = limsup I_E [/ a2ds
M—oo Jo




Level-triggered control

Ordered set of levels £ =1{....l-2,l1,lo,l1,l2,.. .} lo="0
Multiple levels needed because we allow packet loss

Lebesgue sampling 7 = inf {T|’F > T, ar € Lo, & ;z:,_j_}

My bp
pr“ g it j%u.
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Level-triggered control

For Brownian motion, equidistant sampling is optimal
£ = {kA|k € Z}

First exit time

T, = inf {_r‘r >0, 2 (E—AE+A)  2p=¢

1

Efr] ~ &

Average sampling rate Ra =

E[[T2 z2ds A2
Average cost Ja = % - =




Comparison between periodic and control

03sF

Average distartion
°

—_—

L L
5 5 8 B 0
Average sampling rate

T = A? gives equal average sampling rate for periodic control and
event-based control

Event-based impulse control is 3 times better than periodic
impulse control

What about the influence of communication losses?

When is event-based sampling better and vice versa?

Influence of communication losses

Times when packets are successfully received p:i € {70 =0,71,72,...},

tro=0,p1,02,. .1 pi>m,

Average rate of packet reception

. 1 M 0o
R, = llmsupﬁE {A Z 1gp, <nryd (s — pn)ds} =p R,

M—oc ¥ =0

Define the times between successful packet receptions 2, a;

.
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IID losses

Proposition

If packet losses are IID, then Wireless network
equidistant Lebesque sampling gives

B A? (5p+1)
o= 6(L—p)
Corollary
Event-based control better than periodic control under IID losses if
p < 0.25

Rabi and J., 2009

Losses depending on the other loops

Suppose the loss processes across the different loops are
independent, so that the sample streams of the other sensors
only matter through their average behaviour

The likelihood that a sample generated in one loop faces at least
one competing transmission is then

L N-—-1




Scalability

Lebesgue sampling better than TDMA sampling for N < N*
log (0.75) J

log (1 — %

N*:1+{

Maximum network size permitting dominance of Lebesgue
120 : . , " : . : -

1001
80F
N 60F

40F

20F

Sensor data ACK’s

Wireless network

If controller perfectly acknowledges packets to sensor,
event detector can adjust its sampling strategy

Let A(l) = VI+1Ag

where [ > 0 number of samples lost since last successfully
transmitted packet

Gives E {7;'41 - -r?._"} independent of .
Better performance than fixed A (/) for same sampling rate:

g1 A2(1+p) - A2(1+5p) .
Po6(l-p T 6(1-p) 3




Outline

Introduction

Motivation

Architecture for event-based control

Design of event detector

Multiple control loops and contention

e Conclusions

A fundamental challenge in
wireless control

A conflict between

« time-driven, synchronous, sampled data control engineering
and

« event-driven, asynchronous, ad hoc wireless networking
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Conclusions

* Event-based control architecture in support of
asynchronous wireless network protocols

* Allows network nodes to take local decisions, but
still guarantee global system properties
— Optimal event-detector for LQ criterion
— Tradeoff between performance and network resources
— Event-based control under lossy communication

Wireless network
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CPSWEEK 2010 IN STOCKHOLM

e place to meet next year!

Stockholm has a long hist but it is also a city of change and innovation. Sweden’s
capital is an acknowledged leader in Information and Communication Technologies,
Life Sciences and Medicine. The Cyber-Physical Systems Week in Stockholm will be
able to benefit trom Sweden’s unique position in the areas of cyber-physical systems,
bringing together academia and industry at KTH Royal Institute of Technology.
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I-E-cvohferén-c-e-s on hybrid,

Five co-located ACM and IEE
networked and embedded systems:
HSCC, IPSN, RTAS, LCTES, CPSC e

downtown Stockholm.

CcPsweek 2010 will be hosted by KTH

Stockholm provides an excellent innovative center with several well known universities
(K'TH, Karolinska Institutet, Uppsala University etc.), research organizations and The banquet will be a spec}acular event ':'eld
institutes (Nobel Foundation, Royal Academy of Sciences, Swedish institute of at Stockholm City Hall which is the venue of

5 Sci = dind e 2 i S 5 ol the annual Nobel Banquet, held every year after
Computer Science etc), and industries (ABB, AstraZeneca, Ericsson, Scania, Volvo B the Nobel Prize Award Ceremony to celebrate great
etc.) In order to promote industrial interest and participation, we are planning for scientific and cultural achievements.
an exhibition and workshops specifically targeting industry.

Welcome to the CPSWeek 2010,
The Organizing Committee




