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Abstract

In distributed optimization and control, each network node performs local computation
based on its own information and information received from its neighbors through
a communication network to achieve a global objective. Although many distributed
optimization and control algorithms have been proposed, core theoretical problems with
important practical relevance remain. For example, what convergence properties can
be obtained for nonconvex problems? How to tackle time-varying cost and constraint
functions? Can these algorithms work under limited communication resources? This
thesis contributes to answering these questions by providing new algorithms with better
convergence rates under less information exchange than existing algorithms. It consists of
three parts.

In the first part, we consider distributed nonconvex optimization problems. It is hard
to solve these problems and often only stationary points can be found. We propose
distributed primal–dual optimization algorithms under different information feedback
settings. Specifically, when full-information feedback or deterministic zeroth-order oracle
feedback is available, we show that the proposed algorithms converge sublinearly to a
stationary point if each local cost function is smooth. They converge linearly to a global
optimum if the global cost function also satisfies the Polyak–Łojasiewicz condition. This
condition is weaker than strong convexity, which is a standard condition in the literature
for proving linear convergence of distributed optimization algorithms. When stochastic
gradient feedback or stochastic zeroth-order oracle feedback is available, we show that
the proposed algorithms achieve linear speedup convergence rates, meaning that the
convergence rates decrease linearly with the number of computing nodes.

In the second part, distributed online convex optimization problems are considered.
For such problems, the cost and constraint functions are revealed at the end of each time
slot. We focus on time-varying coupled inequality constraints and time-varying directed
communication networks. We propose one primal–dual dynamic mirror descent algorithm
and two bandit primal–dual algorithms. It is shown that these distributed algorithms
achieve the same sublinear regret and constraint violation bounds as existing centralized
algorithms.

In the third and final part, in order to achieve a common control objective for a
networked system, we propose distributed event-triggered algorithms to reduce the amount
of information exchanged. Specifically, we propose dynamic event-triggered control
algorithms to solve the average consensus problem for first-order systems, the global
consensus problem for systems with input saturation, and the formation control problem
with connectivity preservation for first- and second-order systems. We show that these
algorithms do not exhibit Zeno behavior and that they achieve exponential convergence
rates.





Sammanfattning

Vid distribuerad optimering och reglering utför varje nätverksnod lokala beräkningar
baserat på sin egen information och information som mottas från sina grannar via ett
kommunikationsnätverk för att uppnå ett globalt mål. Även om många distribuerade
optimerings- och regleralgoritmer har föreslagits kvarstår fundamentala teoretiska problem
av stor praktisk relevans. Till exempel, vilka konvergensegenskaper kan erhållas för icke-
konvexa problem? Hur hanterar man tidsvarierande kostnadsfunktioner och bivillkor? Kan
dessa algoritmer fungera under begränsade kommunikationsresurser? Denna avhandling
bidrar till att svara på dessa frågor genom att ge nya algoritmer med bättre konvergensegen-
skaper med mindre informationsutbyte än befintliga algoritmer. Avhandlingen består av tre
delar.

I den första delen studerar vi distribuerade icke-konvexa optimeringsproblem. Det
är svårt att lösa dessa problem och ofta kan bara stationära punkter hittas. Vi föreslår
distribuerade primal-duala optimeringsalgoritmer under olika förutsättningar för återkop-
pling av information. När återkoppling av fullständig information eller återkoppling
med hjälp av ett deterministiskt nollte ordningens orakel är tillgänglig, visar vi att de
föreslagna algoritmerna konvergerar sublinjärt till en stationär punkt om varje lokal
kostnadsfunktion är slät. De konvergerar linjärt till ett globalt optimum om den globala
kostnadsfunktionen också uppfyller Polyak- Lojasiewicz-villkoret. Detta villkor är svagare
än stark konvexitet, vilket är ett standardvillkor i litteraturen som används för att bevisa
linjär konvergens av distribuerade optimeringsalgoritmer. När återkoppling baserad på
stokastisk gradientinformation eller ett stokastiskt nollte ordningens orakel är tillgänglig
visar vi att de föreslagna algoritmerna uppnår linjära konvergenshastigheter, vilket innebär
att konvergenshastigheterna minskar linjärt med antalet beräkningsnoder.

I den andra delen av avhandlingen studerar vi distribuerad konvex optimering som
utförs i realtid (online). För sådana optimeringsproblem ges kostnadsfunktionen och bivil-
lkoren i slutet av varje tidsperiod. Vi fokuserar på tidsvarierande kommunikationsnätverk
med tidsvarierande kopplade bivillkor angivna som olikheter. Vi föreslår en primal-dual
dynamisk gradientalgoritm och två primal-duala banditalgoritmer. Vår analys visar att
dessa distribuerade algoritmer uppnår samma sublinjära gränser för ånger (eng: regret)
och överträdelse av bivillkor som befintliga centraliserade algoritmer.

I den tredje och sista delen, för att uppnå ett gemensamt reglermål för ett nätverkssystem,
föreslår vi distribuerade händelsestyrda algoritmer för att minska mängden information
som utbyts. Mer specifikt så föreslår vi dynamiska händelseutlösta regleralgoritmer för
att lösa det genomsnittliga konsensusproblemet för första ordningens system, det globala
konsensusproblemet för system med styrsignalssaturation och formationsproblemet med
anslutningsbevaring för första och andra ordningens system. Vi visar att dessa algoritmer
inte uppvisar Zeno-beteende och att de uppnår en exponentiell konvergenshastighet.





Acknowledgments

I would like to use “things to be respected according to Confucian thought” to express
my deepest gratitude to my supervisor Professor Karl Henrik Johansson. Heartfelt thanks
to him for providing me the opportunity to study at KTH and the freedom to explore any
questions that I am interested in. He gives me insightful guidance when I am lost; he
provides me invaluable support when I meet problems; he gives me warm encouragement
when I have achievements no matter how small they are. It is really a great pleasure to
work with him and he is the perfect supervisor in my mind.

I wish to express my sincere gratitude to my co-supervisors Professor John S. Baras
for offering the inspiration and guidance to me, and Professor Dimos V. Dimarogonas
for giving me detailed support in research. I would like to thank Professor Lihua Xie
from Nanyang Technological University for being the opponent for my licentiate defense
and hosting me on a productive exchange trimester, and Professor Mikael Johansson for
being the advance reviewer for both my licentiate and doctoral theses as well as for
chairing the public defence. I also would like to thank Professor Antonis Papachristodoulou
from University of Oxford for being the opponent, and Professor Na Li from Harvard
University, Professor Maurice Heemels from Eindhoven University of Technology, and
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Chapter 1

Introduction

In recent years, rapid developments in digital systems, communication, and sensing
technologies have led to the emergence of networked systems. These systems consist of
a large number of interconnected subsystems (agents), which are required to cooperate in
order to achieve a desirable global objective through local interactions. Such networked
systems have been extensively studied in various disciplines over the past decades, and
they have broad applications in various areas, for instance, surveillance [1], monitoring
[2], manufacturing [3], data mining [4], learning [5, 6], software engineering [7], power
grid [8, 9], transportation [10], and logistics [11]. Due to their distributed nature, these
applications often require distributed optimization and control techniques. Traditional
centralized strategies are often not suitable since they are subject to single point of failure,
high communication requirement, substantial computation burden, and limited flexibility
and scalability. All of these have made imperative the need of developing new distributed
approaches to solve optimization and control problems in networked systems.

This chapter is organized as follows. Section 1.1 provides some applications that have
motivated the work presented in this thesis. Section 1.2 briefly introduces distributed
optimization, online convex optimization, and distributed event-triggered control. Sec-
tion 1.3 presents the problems studied in this thesis. Section 1.4 gives the thesis outline
and describes the contributions of the author.

1.1 Motivating examples

In this section, nine examples are provided to motivate the problems considered in this
thesis.

Motivating example 1: Distributed regularized logistic regression

Logistic regression is used to classify an observation into one of two classes. Unlike
linear regression which outputs continuous number values, logistic regression transforms
its output using the logistic sigmoid function to return a probability value which can then be
mapped to the two classes. The key question in logistic regression is how to fit the logistic

1



2 Introduction

Figure 1.1: Illustration of logistic regression with labeled observations.

regression model using labeled observations. Figure 1.1 illustrates logistic regression with
two classes of labeled observations separated by an S-shaped curve.

To compute the regression coefficients of the model, the negative of the log likelihood
function, also called the objective function, is minimized:

f (x) =
1
m

m∑
i=1

(yi log(1 + exp(−x>zi)) + (1 − yi) log(1 + exp(x>zi))),

where x ∈ Rp is the regression coefficient vector with p being the number of features, m
is the number of independent observations, and {zi ∈ R

p}mi=1 are independent observations
with known labels {yi ∈ {0, 1}}mi=1.

Logistic regression is prone to overfitting if there are large number of features.
Regularization can be used to train models that generalize better to unseen data, by
preventing the algorithm from overfitting [12]. The objective function then normally has a
regularization term:

f (x) =
1
m

m∑
i=1

(yi log(1 + exp(−x>zi)) + (1 − yi) log(1 + exp(x>zi))) + λr(x), (1.1)
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where λ > 0 is a regularization parameter and r(x) is a regularization function. Various
convex and nonconvex regularization functions for logistic regression have been proposed
[13], for example,

r(x) =

p∑
s=1

µ[x]2
s

1 + µ[x]2
s
,

where µ > 0 is another parameter.
Traditionally, the above optimization problem is solved by a single machine using the

complete data set. However, it is sometimes necessary to solve it in a distributed manner.
For example, when the data set of labeled observations is very large and cannot fit the
memory of a single machine. Another motivating scenario is when data is collected from
multiple distributed data sources by a group of machines and is stored distributively due
to data ownership and privacy concerns. Thus, it is sometimes necessary to fit the logistic
regression model distributively. Specifically, suppose there are n computing nodes and each
node i has mi labeled observations satisfying

∑n
i=1 mi = m. All nodes collaborate to solve

the optimization problem

min
x∈Rp

f (x) =
1
n

n∑
i=1

fi(x),

where each function fi is held privately by node i and is given by

fi(x) =
n
m

mi∑
l=1

(yil log(1 + exp(−x>zil)) + (1 − yil) log(1 + exp(x>zil))) +

p∑
s=1

λµ[x]2
s

1 + µ[x]2
s
,

(1.2)

where zil ∈ R
p is the l-th observation with label yil ∈ {0, 1} owned by node i.

In Chapter 3, we show that the above distributed regularized logistic regression problem
can be solved by our new distributed primal–dual first-order (FO) algorithm with a faster
convergence rate than state-of-the-art distributed first-order algorithms.

Motivating example 2: Distributed phase retrieval

The classic linear inverse problem is to recover an unknown signal x ∈ Rp from m linear
measurements of the form Bx = y, where B ∈ Cm×p is a known linear measurement
operator matrix, and y ∈ Cm is a noisy but known vector. In contrast, phase retrieval is to
recover the unknown signal x from the noisy squared magnitude of the linear measurements

yi = |b>i x|2 + wi, ∀i ∈ [m],

where bi ∈ C
p is the i-th linear measurement operator and yi ∈ R is the corresponding

noisy squared magnitude, | · | is the magnitude of a complex number, and wi ∈ R is noise.
Phase retrieval has a long history and can be traced back at least to the 1970’s [14–16].
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Recently, it has gained increased interest from the optimization community, e.g., [17–21].
Phase retrieval can be reformulated as the nonconvex optimization problem

min
x∈Rp

f (x),

where f (x) = 1
m

∑m
i=1(yi − |b>i x|2)2.

In practice, sometimes the linear measurement operators and the corresponding noisy
squared magnitudes are recorded by different detectors [22]. It is then natural for large
data sets to split the cost function across detectors and thus reformulate the centralized
optimization problem as the distributed optimization problem

min
x∈Rp

f (x) =
1
n

n∑
i=1

fi(x),

where

fi(x) =
n
m

mi∑
l=1

(yil − |b>il x|2)2 =
n
m

mi∑
l=1

(yil − (x>bR
il)

2 − (x>bI
il)

2)2 (1.3)

with mi being the number of data points recorded by detector i, bil = bR
il + ibI

il ∈ C
p being

the phase of the linear operator used in the l-th measurement by detector i, and yil ∈ R
being the corresponding noisy squared magnitude.

In Chapter 3, we show that the above distributed phase retrieval problem can be solved
by our proposed distributed alternating direction method of multipliers (ADMM) algorithm
with a faster convergence rate than state-of-the-art distributed ADMM algorithms.

Motivating example 3: Distributed training of neural networks

In the deep learning literature, it has been observed that performance can be dramatically
improved when increasing the number of model parameters and/or the number of training
examples, e.g., [23–25]. However, training neural networks is very tedious. Many neural
networks have millions, even billions, model parameters and large amounts of data are
needed to learn these parameters. This is a computationally intensive process which takes
a lot of time. It can even take days to train a deep neural network [26]. Moreover,
sometimes the training data set is too large to be stored on a single machine. Therefore it
is important to come up with distributed algorithms to drastically reduce the training time.
Two novel methodologies, data and model parallelisms have been proposed, e.g., [27–30].
Specifically, data parallelism means the partition of the training data across multiple
machines and it allows each machine to read and update all model parameters. Model
parallelism means the partition of the model parameters across multiple machines and
it makes each machine responsible for updating only its assigned portion of parameters
(either using the full data set or a subset).

In this example, we focus on data parallelism as illustrated in Figure 1.2. In this
methodology we spawn n workers and assign a share of the data set to each worker. Using
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Figure 1.2: Illustration of data parallelism. A parameter server is responsible for the
aggregation of model updates and parameter requests coming from workers. All workers
get a copy of the central model with parameters wt. The data is split into several
partitions, where a specific worker is responsible for the computation of its own partition.
Each worker samples mini-batches from its own data to produce the gradient ∇ fi(x)
and then communicates it with the parameter server. The parameter server integrates
this gradient by applying a specific update procedure to produce wt+1. This process
repeats itself until all workers have sampled all mini-batches from their shard. Source:
https://joerihermans.com/ramblings/distributed-deep-learning-part-1-an-introduction/

this data, worker i iterates through mini-batches of data to produce a gradient, ∇ fi(x) for
every mini-batch x. Next, ∇ fi(x) is sent to the parameter server, which incorporates the
gradient using an update mechanism. Data parallelism is thus based on the master–worker
architecture.

Although numerous distributed training algorithms based on data parallelism have
been proposed, many of them are not truly distributed since they follow a master–worker
architecture and do not involve any peer-to-peer communication. These algorithms are not
always robust and they are useless if the server fails. In Chapter 4, we propose a distributed
primal–dual stochastic gradient descent (SGD) algorithm, suitable for arbitrarily connected
communication networks and any smooth (possibly nonconvex) cost functions. This
algorithm achieves linear speedup in the number of partitions (agents), which enables us
to scale up the computing capacity by adding more agents [31–33].



6 Introduction

Motivating example 4: Black-box adversarial attacks

As machine learning is being more widely used, security concerns are attracting more
attentions, especially for safety-critical applications [35, 36]. Many recent studies have
shown that neural networks are vulnerable to adversarial attacks, e.g., [34, 37–41]. The
outputs of neural networks can be altered arbitrarily with slightly perturbed inputs. For
example, it has been shown in [34, 37–39] that a slightly modified image can be easily
generated and misguide a well-trained image classifier into producing incorrect results.
Figure 1.3 gives four examples to illustrate how carefully crafted small perturbations of the
original inputs, often imperceptible to the human eye, misguide the network into producing
incorrect outputs. The original images are in the left column, while the corresponding
perturbed images produced by the algorithm proposed in [34] are shown in the right
column. The perturbed images are misclassified by the network proposed in [42].

Attacks on machine learning models can be divided into white-box and black-box
attacks. White-box attacks mean that the adversary has complete knowledge of the target
model, whereas for black-box attacks the adversary only queries the target model, which
may return complete or partial information [43]. Black-box attacks normally are more
relevant in many practical scenarios since in most applications internal configurations of
machine learning models, including the network structure and weights, are not released.

Designing adversarial attacks on a given network can be formulated as an optimization
problem with the objective to find the smallest perturbation that leads to misclassification,
e.g., [44, 45]. Note that under black-box attacks the adversary only accesses the input and
output of a machine learning model. In other words, the adversary has to generate adver-
sarial perturbations without access to the target model to compute gradients. Therefore it is
intuitive to cast the problems of generating black-box attack examples as gradient-free op-
timization problems, e.g., [46–48]. Although various centralized and distributed gradient-
free optimization algorithms have been proposed to generate adversarial black-box attacks,
core theoretical questions remain. For instance, can distributed gradient-free optimization
algorithms achieve comparable convergence rates as their first-order counterparts? Can
they have similar convergence properties as their centralized counterparts? Can they even
achieve linear speedup? In Chapter 5, we provide positive answers to these questions.

Motivating example 5: Multi-target tracking

Consider a multi-target tracking problem in which n agents follow n targets. Figure 1.4
shows how each agent i tracks each target i from time t to t + 1. Let zi(s) and z̃i(s) denote
the positions of agent i and target i at time s, respectively. To model agent and target paths,
we introduce a parameterization:

zi(s) =

pi∑
k=1

[xi,t]kck,t(s),

z̃i(s) =

pi∑
k=1

[ξi,t]kck,t(s), s ∈ [t, t + 1),



1.1. Motivating examples 7

(a) A stingray misclassified as a sea lion.

(b) An ostrich misclassified as a goose.

(c) A jay misclassified as a junco.

(d) A water ouzel misclassified as a redshank.

Figure 1.3: Examples to illustrate how carefully crafted small perturbations of the original
inputs can misguide the network into producing incorrect outputs. The left column
shows the original images and the right column shows the perturbed images. Source:
https://davidstutz.de/simple-black-box-adversarial-attacks-on-deep-neural-networks/ and
[34].
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Figure 1.4: Illustration of multi-target tracking.

where ck,t(s) are vector functions that parameterize the space of possible trajectories over
time [t, t + 1) and satisfy ∫ t+1

t
〈ck,t(s), cl,t(s)〉ds =

1, if k = l
0, else.

The action spaces of agent i and target i are given by xi,t = col([xi,t]1, . . . , [xi,t]pi ) ∈ Xi ⊆ R
pi

and ξi,t = col([ξi,t]1, . . . , [ξi,t]pi ) ∈ R
pi , respectively. At time t, agent i repositions itself by

selecting an action xi,t such that it could stay as close as possible to target i during time
interval [t, t + 1). At the same time it wants the selection cost 〈πi,t, xi,t〉 to be as small as
possible, where πi,t ∈ R

pi
+ is the price vector. This goal can be captured by defining a local

cost function

fi,t(xi,t) = ζi,1〈πi,t, xi,t〉 + ζi,2

∫ t+1

t
‖zi(s) − z̃i(s)‖2ds

= ζi,1〈πi,t, xi,t〉 + ζi,2‖xi,t − ξi,t‖
2,

where ζi,1 and ζi,2 are nonnegative constants to trade-off the two goals. Here, target i’s
action ξi,t and the price vector πi,t are observed only after the selection. Agents need to
cooperatively take into account energy and communication constraints. In some cases, they
can be represented as linear local constraint functions gi,t(xi,t) = Di,t xi,t − di,t, where Di,t ∈

Rm×pi and di,t ∈ R
m are time-varying and unknown at time t. These coupling constraints

determine the limits on the available resources to be shared among the agents. Chapter 6
shows how such a multi-target tracking problem can be solved by a novel distributed online
primal–dual dynamic mirror descent algorithm proposed in that chapter.
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Motivating example 6: Coordination of distributed energy resources

In the past decades, the power system has been undergoing a transition from a system with
conventional generation through few power plants and inflexible loads to a system with a
large number of distributed generators, energy storages, and flexible loads, e.g., [49–51].
The new distributed energy resources (DERs) are small and highly flexible compared with
conventional generators and can be aggregated to provide power necessary to meet varying
demands. As the electricity grid continues to modernize, DERs can facilitate the transition
to a smarter grid.

In order to achieve an effective and efficient deployment of DERs, one needs to
properly design their coordination scheme. Specifically, consider a power grid with n power
generation units. Each unit i has pi conventional and renewable power generators. The
units can communicate through a communication infrastructure. At stage t, let xi,t ∈ Xi

and Xi ⊂ R
pi be the output and the set of feasible outputs of the generators in unit i,

respectively. To generate the output, each unit i suffers a cost fi,t(xi,t). This local cost
is described by a quadratic function [52], but is unknown in advance, since fossil fuel
price is fluctuating and renewable energy is uncertain and unpredictable. In addition to
the local generator constraints Xi, all units need to cooperatively take into account global
constraints, such as power balance and emission constraints. The global constraints can be
modelled as

∑n
i=1 gi,t(xi,t) ≤ 0m, where gi,t is unit i’s local constraint function. Again, the

precise form of the constraint functions is typically unknown in advance. The goal of the
units is to reduce the global cost while satisfying the constraints. Chapter 7 shows how this
DERs coordination problem can be solved by the distributed bandit online primal–dual
optimization algorithms proposed in that chapter.

Motivating example 7: Satellite formation flying

Multiple satellites may work together to accomplish the objective of one larger, usually
more expensive, satellite. This reduces cost and adds flexibility to space programs [53].
An important component of such a strategy is satellite formation flying. Figure 1.5 shows
the PRISMA formation flying mission. PRISMA was a Swedish-led technology mission
to demonstrate formation flying and rendezvous technologies. The mission consisted of
two spacecrafts, a bigger one with advanced and highly maneuverable capability, called
MAIN, and a smaller one without a maneuvering capability, called TARGET. TARGET
simply followed the trajectory into which it was injected by the launch system. MAIN had
full translational capability, and performed a series of maneuvers around TARGET, on both
close and long range, using sensors provided [54].

The satellite formation flying problem of PRISMA is a resource-constrained two-agent
system. There are several constraints in this system, but here we only discuss two of them.
The first one is energy. MAIN has six thrusters arranged to provide torque-free translational
capability in all directions. Thus, the control input of MAIN should be optimized such
that the energy consumed to perform the maneuvers is saved. The second constraint is
communication. Although there are two deployable solar panels to power MAIN and
there is one body-mounted solar panel to power TARGET, energy used for communication
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Figure 1.5: Illustration of the PRISMA formation flying mission [55].

should be limited. One way to partially satisfy these two constraints is by using the event-
triggered control strategies investigated in Chapter 8.

Motivating example 8: Heavy-duty vehicle platooning

The formation of a group of heavy-duty vehicles at close intervehicular distances, similar to
cyclists in a race, reduces fuel consumption thanks to reduced air resistance. A platooning
with three vehicles is shown in Figure 1.6. In [56], the authors present an architecture
for heavy-duty vehicle platooning to improve the efficiency of freight transportation.
Experimental results show a significant decrease in fuel and energy consumption.

Vehicle platooning is a formation control problem with input saturation. The desired
formation is a line graph. The input saturation follows from that the vehicles have
limitations such as maximum acceleration and deceleration. Moreover, continuous com-
munication among vehicles is impossible. One way to model such a system is using event-
triggered multi-agent systems with input saturation as studied in Chapter 9.

Motivating example 9: Autonomous surface vehicle tracking

Autonomous surface vehicles can be used for target tracking, environmental sampling,
hydrographic or oceanographic surveys, water surface cleaning, etc. One specific example
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Figure 1.6: A platooning of heavy-duty vehicles. Source: https://www.scania.com

Figure 1.7: Illustration of autonomous surface vehicle tracking [57].

of autonomous surface vehicle tracking is collaborative tracking of fish [57], see Figure
1.7. The autonomous surface vehicles measure the location of the underwater target (the
fish) by using sonar. The vehicles create a formation around the target to keep the fish
within sensing range.

Fish tracking is a formation control problem of a resource-constrained multi-agent
system. There are several constraints in this system. The first one is that each vehicle has
limited energy since it is battery-powered. Motion and communication consume energy, so
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1 2

34

Figure 1.8: An example of a network of four computing agents.

it is important to design a proper control law. The second constraint is that the transceiver in
each vehicle is simple and has limited communication range. The relative distance between
any two vehicles may change during operation, so the connectivity of the underlying
interaction graph cannot be guaranteed. One way to handle these constraints is to consider
event-triggered formation control with connectivity preservation using relative positions as
considered in Chapter 10.

1.2 Distributed optimization and control

The examples presented above motivate us to propose new distributed optimization
and control algorithms. In this section, we briefly review related studies of distributed
optimization and control in the literature, including distributed optimization, online convex
optimization, and distributed event-triggered control.

1.2.1 Distributed optimization

Consider a networked system of n agents, each of which has a local private cost function
fi(x), where x ∈ Rp is the decision variable and p is its dimension. The objective of
distributed optimization is to minimize a global cost function, which is a sum of the local
cost functions of all agents,

min
x∈Rp

1
n

n∑
i=1

fi(x), (1.4)

in a distributed manner by local computation and communication. The underlying commu-
nication network is described by a (directed or undirected) graph G = (V,E) with the set
of vertices (or nodes) V = [n] and the set of edges (links) E ⊆ V × V. Figure 1.8 shows
an example with four agents connected through an undirected ring graph.

When each local cost function is convex, the optimization problem (1.4) is called a
distributed convex optimization problem, which has a long history and can be traced back
at least to the 1980’s [58–60]. It has gained renewed interests in recent years due to its
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wide applications in power systems, machine learning, and sensor networks, just to name a
few. Various distributed algorithms have been developed and their convergence rates have
also been analyzed. Here convergence rates mean how quickly the output sequence of the
algorithm approaches the global optimum. In these algorithms, each agent performs local
computation based on its own information and information received from its neighbors.
For example, the following distributed first-order (sub)gradient descent algorithm was
proposed in [61]:

xi,k+1 =

n∑
j=1

[Wk]i jx j,k − ηk∇ fi(xi,k),

where xi,k ∈ R
p is agent i’s estimate of the optimal solution at time instant k, Wk is the

mixing matrix of the underlying time-varying communication network, ηk > 0 is the
stepsize, and ∇ fi(xi,k) is the (sub)gradient of fi. It was shown in [61] that this algorithm
finds a global optimum with an O(ln(k)/

√
k) convergence rate, i.e.,

f (x̄k) − f ∗ = O(ln(k)/
√

k),

where x̄k = 1
n
∑n

i=1 xi,k and f ∗ = minx∈Rp f (x), which is a sublinear convergence rate.
Sublinear convergence rate is described in terms of a power function of the iteration
counter k [62]. Other sublinear convergence rates, such as O(1/

√
k), O(1/k), and O(1/k2),

have also been achieved by other distributed algorithms, e.g., [63–67]. Linear convergence
rate, which is given in terms of an exponential function of the iteration counter, can be
established under more stringent strong convexity conditions. For instance, in [68–87]
and [88–91], the authors assumed that each local cost function and the global cost function
are strongly convex, respectively, and showed that their proposed distributed algorithms
achieve a linear convergence rate, i.e.,

f (x̄k) − f ∗ = O(ck),

where c is a constant in the interval (0, 1). For recent overviews we refer to the surveys
[92–99] and the books [100–103].

In many applications, such as optimal power flow [104], resource allocation [105],
and empirical risk minimization [106], the cost functions are usually nonconvex. Thus,
it is important to develop distributed algorithms to solve also nonconvex optimization
problems. These challenging yet important problems have drawn attention recently
from control, signal processing, and machine learning. For example, unconstrained and
constrained distributed nonconvex optimization problems were considered in [107–120]
and [121–128], respectively. In these studies, convergence results typically ensure that the
distributed algorithms find (first-order) stationary points

{x ∈ Rp : ∇ f (x) = 0p},

which could be local maxima or minima. Global optima are hard to find. In [111–116,124],
it was shown that when each local cost function is smooth, first-order stationary points can
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be found with an O(1/k) convergence rate, i.e.,

‖∇ f (x̄k)‖2 = O(1/k).

Second-order stationary points

{x ∈ Rp : ∇ f (x) = 0p and ∇2 f (x) ≥ 0}

can be found if additional assumptions are made, such as imposing the Kurdyka–
Łojasiewicz condition, assuming a Lipschitz-continuous Hessian, or making a suitably
initialization, e.g., [109, 116–118, 120].

There is a correspondence between the convergence rate and the iteration complexity.
The upper bound for the iterations to attain an ε-accuracy, i.e., f (x̄k) − f ∗ ≤ ε for convex
problems or ‖∇ f (x̄k)‖2 ≤ ε for nonconvex problems, where ε > 0 is a constant, is
an inverse function of convergence rate. For example, if an algorithm has an O(1/

√
k)

convergence rate for an optimization problem, then it takes O(1/ε2) iterations to attain an
ε-accuracy. Similarly, if another algorithm has an O(1/

√
nk) convergence rate for the same

optimization problem, then it takes O(1/(nε2)) iterations, which is n times smaller than
O(1/ε2), to attain an ε-accuracy. In this sense, the second algorithm is n times faster than
the first one, and thus achieves a linear speedup in the number of agents. Linear speedup
enables us to scale up the computing capacity by adding more agents.

Note that aforementioned algorithms use at least gradient information of the cost
functions, and sometimes even second- or higher-order information. However, in many
applications explicit expressions of the gradients are often unavailable or at least difficult to
obtain. For example, in empirical risk minimization, the actual gradient has to be calculated
from the entire data set, which results in a heavy computational burden. A stochastic
gradient can be calculated from a randomly selected subset of the data and is often an
efficient way to replace the actual gradient. Various distributed SGD algorithms have been
proposed, e.g., [31–33, 129–141]. Convergence properties of these algorithms have been
analyzed in detail. In particular, in [31–33, 132, 133, 135–137], an O(1/

√
nk) convergence

rate has been established for SGD algorithms and smooth nonconvex cost functions. This
rate is n times faster than the well-known O(1/

√
k) convergence rate established by SGD

over a single agent [142], and thus a linear speedup in the number of agents is achieved.
Moreover, in [140, 141], an O(1/(nk)) convergence rate has been established for smooth
strongly convex cost functions. This rate is also n times faster than the optimal convergence
rate O(1/k) established for centralized SGD algorithms [143], and thus linear speedup
is also achieved. However, existing distributed SGD algorithms obtaining linear speedup
require restrictive assumptions on the cost functions or the communication network.

In many applications, even stochastic gradients are unavailable [144–146]. For exam-
ple, many cost functions of big data problems that deal with complex data-generating
processes cannot be explicitly defined [46]. Motivated by this, some recent works have
started to modify distributed gradient-based optimization algorithms to zeroth-order, e.g.,
[147–155]. However, it is unclear whether linear speedup can be achieved by these
algorithms.

Although many distributed optimization algorithms have been proposed, the study is
far from being complete. For example, it is interesting trying to achieve linear convergence
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without the strong convexity assumption, since many practical applications do not have
strongly convex cost functions [156]. Another interesting direction is to develop distributed
SGD algorithms that not only achieve linear speedup convergence rates O(1/

√
nk) and

O(1/(nk)), but also do not require restrictive assumptions on the cost functions or the
communication networks. It is also revelant to develop distributed zeroth-order algorithms
to achieve linear speedup compared with centralized such algorithms.

1.2.2 Online convex optimization

Online convex optimization is a promising methodology for modeling sequential tasks
and has important applications in machine learning [157], smart grids [158], sensor
networks [159], and so on. It has been studied since the 1990’s [160–168]. Online convex
optimization can be understood as a repeated game between a learner and an adversary
[157]. At round t of the game, the learner chooses a point xt from a known feasible region
X ⊆ Rp, which is a closed convex set. Then, the adversary observes xt and chooses a
convex loss function ft : X → R. After that, the loss function ft is revealed to the learner
who suffers a loss ft(xt). Note that at each round the loss function can be arbitrarily chosen
by the adversary, especially with no probabilistic model imposed on the choices. This
is the key difference between online and stochastic convex optimization. An adversary
with the power to arbitrarily choose the loss functions is said to be a completely adaptive
adversary [164]. The goal of the learner is to choose a sequence x[T ] = (x1, . . . , xT ) such
that her regret

Reg(x[T ], y[T ]) =

T∑
t=1

( ft(xt) − ft(yt)) (1.5)

is minimized, where T is the total number of rounds and y[T ] = (y1, . . . , yT ) is a comparator
sequence. In the literature, there are two commonly used comparator sequences. One is
the optimal dynamic decision sequence y[T ] = x∗[T ] = (x∗1, . . . , x

∗
T ) solving the following

constrained convex optimization problem when the sequence of cost functions is known a
priori:

min
x[T ]∈XT

T∑
t=1

ft(xt).

In this case Reg(x[T ], x∗[T ]) is called the dynamic regret for x[T ]. Another comparator
sequence is y[T ] = x̌∗[T ] = (x̌∗T , . . . , x̌

∗
T ), where x̌∗T is the optimal static decision solving

min
x∈X

T∑
t=1

ft(x).

In this case Reg(x[T ], x̌∗[T ]) is called the static regret. It is straightforward to see that
Reg(x[T ], y[T ]) ≤ Reg(x[T ], x∗[T ]), ∀y[T ] ∈ X

T , and that Reg(x[T ], x̌∗[T ]) ≤ Reg(x[T ], x∗[T ]).
In online convex optimization, we are usually interested in an upper bound on the worst
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case regret of an algorithm. Intuitively, an algorithm performs well if its static regret is
sublinear as a function of T , since this implies that on the average the algorithm performs
as well as the best fixed strategy in hindsight as T goes to infinity [157, 165].

It is known that the simple and popular projection-based online gradient descent
algorithm

xt+1 = PX(xt − α∇ ft(xt)), (1.6)

where PX(·) is the projection onto the closed convex set X and α > 0 is the stepsize,
achieves an O(

√
T ) static regret bound for loss functions with bounded subgradients [163],

i.e.,

Reg(x[T ], x̌∗[T ]) = O(
√

T ).

As a result, when the convex cost function is fixed, i.e., ft = f , the above result implies that
f (
∑T

t=1 xt/T ) − f ∗ = O(1/
√

T ), where f ∗ = minx∈X f (x). It was later shown that O(
√

T )
is a tight bound up to constant factors [166]. The static regret bound can be reduced under
more stringent strong convexity conditions on the objective functions [157,165–167] or by
allowing to sample the gradient of the objective function multiple times per round [168].

Despite the simplicity of the algorithm (1.6), its computational cost is crucial for its
applicability. The projection PX(·) is easy to compute and even has a closed form solution
when X is a simple set, e.g., a box or a ball. However, in practice, the constraint set X
is often complex. For example, if X is characterized by inequalities as X = {x : g(x) ≤
0m, x ∈ Rp}, where g(x) = col(g1(x), . . . , gm(x)) with each gi : Rp → R being a convex
function, then the projection PX(·) yields a heavy computational burden. To tackle this
challenge, online convex optimization with long-term constraints was considered in [169].
In this case, instead of requiring g(xt) ≤ 0m at each round, the constraint should only be
satisfied in the long run. More specifically, the constraint violation

∥∥∥∥[ T∑
t=1

g(xt)
]
+

∥∥∥∥ (1.7)

should grow sublinearly. In this case,
∑T

t=1 xt/T ∈ X as T → ∞. In other words, the learner
is allowed sometimes to make decisions that do not belong toX, but the overall sequence of
chosen decisions must obey the constraint at the end by a vanishing convergence rate. This
problem is normally solved by online primal–dual algorithms [169–172]. The problem can
be extended to the case when the constraint function is time-varying and revealed to the
learner after her decision is chosen [173–176].

Not only centralized, but also distributed online convex optimization problems have
been studied. For example, distributed unconstrained online optimization problems have
been considered in [177] by proposing an online subgradient descent algorithm with
proportional-integral disagreement and in [178] by designing a distributed online subgra-
dient push-sum algorithm. Some other variations of distributed online convex optimization
algorithms have also been proposed, e.g., the Nesterov based primal–dual algorithm [179],
variant of the Arrow–Hurwicz saddle point algorithm [180], the mirror descent algorithm
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Figure 1.9: Illustration of how agents communicate when the control input is continuous.

[181], and the dual subgradient averaging algorithm [182]. For more studies on distributed
online convex optimization, we refer to [183–191]. There are open problems on distributed
online convex optimization. For instance, how to handle time-varying constraints. It is also
interesting to develop gradient-free online algorithms, such as bandit online algorithms.

1.2.3 Distributed event-triggered control

Consider the continuous-time multi-agent systems described by integral dynamics

ẋi(t) = ui(t), i ∈ [n], t ≥ t0, (1.8)

ui(t) = −

n∑
j=1

Li jx j(t), (1.9)

where xi ∈ R
p is the state of agent i, which might represent physical variables such as

attitude, position, temperature, or voltage, ui is the control input, t0 is a common initial
time, and Li j is the element of the Laplacian matrix of the underlying communication
network G. Such a system with two agents is illustrated by Figure 1.9. Each agent has
a sensor component to measure and broadcast its state information, and to listen to and
receive its neighbors’ state information. Each agent also has a component to generate the
control input based on the information it receives from the sensor.

To implement the control (1.9), continuous-time state information from neighbors is
needed. In other words, each agent i has to continuously broadcast its own state xi(t), and
continuously listen to and receive its neighbors’ states x j(t), j ∈ Ni. Moreover, each agent
i has to continuously update its control input ui(t) =

∑n
j=1 Li jx j(t). It is in most applications

impractical to require continuous communications and updating of control inputs.
Reducing the frequency of information exchange among agents is essential. In order

to realize this, we introduce a model where each agent i ∈ [n] prefers to only broadcast
its state at discrete time instants {ti

1, t
i
2, . . . }. In this case, the state information received by

agent i is {x j(t
j
k), j ∈ Ni}

∞
k=1. In other words, at any t, agent i knows x j(t

j
k j(t)

), j ∈ Ni, where

t j
k j(t)

= max{t j
k : t j

k ≤ t} is the latest broadcasting time of agent j. Then, the control input is
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Figure 1.10: Illustration of how agents communicate when the control input is event-
triggered.

computed as

ui(t) = −

n∑
j=1

Li jx j(t
j
k j(t)

). (1.10)

For simplicity, let x̂i(t) = xi(ti
ki(t)

). Figure 1.10 shows that agent i broadcasts its state

xi(ti
k) at time instants {ti

k}
∞
k=1 and receives its neighbors’ states {x j(t

j
k), j ∈ Ni} at time

instants {t j
k, j ∈ Ni}

∞
k=1. An essential question is how to determine the communication

instances {ti
k, i ∈ [n]}∞k=1 such that desired closed-loop system properties are maintained. In

the literature, researchers often consider time-triggered, event-triggered, and self-triggered
communications. We discuss each one of them next.

Time-triggered communication

The traditional way for agents to share information is to communicate equidistantly
(periodically), i.e.,

ti
1 = t0, ti

k+1 = ti
k + T0, i ∈ [n],

where T0 > 0 is the sampling period. This is called time-triggered or periodic sampling.
Note that the triggering sequence is the same for each agent. A nice feature of this approach
is that the analysis and design becomes rather straightforward and the vast literature on
sample-data control can be used [192]. Drawbacks are that agents need to take actions in a
synchronous manner (which is often hard to implement for large distributed systems) and
it is not energy-efficient to communicate even if the state has not changed.

Event-triggered communication

To make the sampling period T0 adaptive, we can let communication occur only when
a predefined condition is satisfied. This is called event-triggered communication and
the control input (1.10) with event-triggered communication is called distributed event-
triggered control. Triggering times {ti

1, t
i
2, . . . } are in this case different for different
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agents. We call {ti
k+1 − ti

k}
∞
k=1 the inter-event times of agent i. Advantages of event-

triggered approaches are that they can be implemented in a distributed manner and can
sometimes give better performance than periodic sampling. However, the analysis and
design methodologies are less developed.

One common choice of event-triggered communication is to use a triggering law
defined by

ti
1 = t0, ti

k+1 = min{t : Fi(xi(t), x̂i(t), {x j(t), x̂ j(t)} j∈Ni ) ≥ 0, t ≥ ti
k}, i ∈ [n], (1.11)

where Fi(·) is a function to be designed. We call (1.11) a static triggering law since it does
not involve any extra dynamic variables. There are two well-known ways to define the
function Fi(·). The first one was introduced in [193]:

Fi(·) = (x̂i(t) − xi(t))2 −
σia(1 − a|Ni|)

|Ni|

( n∑
j=1

(x j(t) − xi(t))
)2
, (1.12)

and the second one in [194]:

Fi(·) = (x̂i(t) − xi(t))2 −
σia(1 − a|Ni|)

|Ni|

( n∑
j=1

(x̂ j(t) − x̂i(t))
)2
, (1.13)

where 0 < σi < 1 and 0 < a < 1
|Ni |

are design parameters. The function Fi(·) in (1.12) and
(1.13) do not involve any extra dynamic variables but the agent state variables xi(t), x̂i(t)
and x j(t), x̂ j(t), j ∈ Ni.

Another common form of event-triggered communication is

ti
1 = t0, ti

k+1 = min{t : Fi(xi(t), x̂i(t), {x j(t), x̂ j(t)} j∈Ni ) ≥ ηi(t), t ≥ ti
k}, i ∈ [n], (1.14)

where ηi(t) is an internal dynamic variable to be defined. We call (1.14) a dynamic
triggering law since it involves an extra dynamic variable. One well-known dynamic
triggering law introduced in [195] is

ti
1 = t0, ti

k+1 = min{t : |x̂i(t) − xi(t)| ≥ c0 + c1e−αt, t ≥ ti
k}, i ∈ [n] (1.15)

with constants c0 ≥ 0, c1 ≥ 0, c0 + c1 > 0, and 0 < α < ρ2(L), where ρ2(L) is the minimum
positive eigenvalue of the Laplacian matrix L of the underlying undirected graph G.

Self-triggered communication

For event-triggered communication, each agent needs to continuously monitor the trigger-
ing laws. However, agent i could instead at its current triggering time ti

k predict its next
triggering time ti

k+1 and broadcast it to its neighbors. In this case, agent i only needs to
listen and receive information at {t j

k}
∞
k=1, j ∈ Ni since it knows when these time instances

will happen in advance. Each agent broadcasts at its own triggering times, and listen to
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incoming information from its neighbors at their triggering times. This is called self-
triggered communication. Note that it is at the current triggering time instant that next
triggering time is determined.

One common form of self-triggered communication is to use a triggering law defined
by

ti
1 = t0, ti

k+1 = min
{
t : Gi

(
t, xi(ti

k), ti
k,

{
t j
k j(ti

k)
, t j

k j(ti
k)+1

, x j(t
j
k j(ti

k)
)
}

j∈Ni

)
= 0, t ≥ ti

k

}
, i ∈ [n],

(1.16)

where Gi(·) is a function to be designed, which is often chosen related to the function Fi(·)
in the event-triggered communication.

Although there are numerous results on distributed event-triggered control in existing
literature, there still remain some key challenges. For example, one key challenge is to
exclude Zeno behavior when designing the triggering laws. Zeno is the behavior that there
are infinite number of triggers in a finite time interval [196], i.e., that for some i

lim
k→+∞

ti
k < ∞. (1.17)

In other words, the non-existence of Zeno behavior is equivalent to that in every finite time
interval there are only finite number of triggers. Thus, if Zeno behavior does not happen,
it is guaranteed that during every finite time interval, the inter-event times are greater
than a positive constant. Another challenge is to take into account resource constraints,
such as energy, communication, sensing, and control constraints, which normally appear
in applications. Resource constraints are essential for the control design of multi-agent
systems as a constrained system can have completely different behavior compared to the
unconstrained one. Therefore it is important to mathematically model resource-constrained
multi-agent systems and to properly design their control laws such that a common objective
is achieved while resource constraints are satisfied.

1.3 Problem formulation

In this section, we introduce the problems considered in this thesis, which can be
categorized into three topics.

Distributed nonconvex optimization

The first considered problem is distributed nonconvex optimization. Specifically, consider
a network of n agents, each of which has a local smooth (possibly nonconvex) cost function
fi : Rp → R. All agents collaboratively solve the optimization problem

min
x∈Rp

f (x) =
1
n

n∑
i=1

fi(x).

Each agent i only has information about its local cost function fi. It can communicate
with its neighbors through the underlying communication network which is modeled by an
undirected graph. Different settings on the information feedback are investigated.
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We first consider the case where full-information feedback is available. The problem to
solve is to design (i) a distributed first-order algorithm such that linear convergence can be
achieved without the strong convexity assumption; and (ii) a distributed ADMM algorithm
that not only is suitable for arbitrarily connected communication networks, but also has
linear convergence without the strong convexity assumption on the cost function.

We then consider the case where stochastic gradient feedback is available. The problem
to solve is to design a distributed SGD algorithm that not only is suitable for arbitrarily
connected communication networks, but also achieves linear speedup.

We finally consider the case where zeroth-order (ZO) oracle feedback is available. The
problem to solve is to design (i) distributed algorithms based on deterministic zeroth-order
(DZO) oracle feedback such that it has the same convergence properties as its first-order
counterpart; and (ii) distributed algorithms based on stochastic zeroth-order (SZO) oracle
feedback such that they not only are suitable for arbitrarily connected communication
networks, but also achieve linear speedup.

Distributed online convex optimization

The second considered problem is distributed online convex optimization with time-
varying coupled inequality constraints under different settings on the information feedback.

We first consider the full-information feedback setting. Specifically, consider a network
of n agents indexed by i ∈ [n]. For each i, let the local decision set Xi ⊆ R

pi be a closed
convex set with pi being a positive integer. Let { fi,t : Xi → R}, {ri,t : Xi → R}, and
{gi,t : Xi → R

m} be arbitrary sequences of local convex cost, regularization, and constraint
functions over time t = 1, 2, . . . , respectively, where m is a positive integer. At time t,
each agent i selects a decision xi,t ∈ Xi. After the selection, the agent receives its cost
function fi,t and regularization ri,t together with its constraint function gi,t, and obtains
the loss li,t(xi,t) = fi,t(xi,t) + ri,t(xi,t). At the same moment, the agents exchange data with
their neighbors over a time-varying directed graph Gt. The problem to solve is to develop
distributed online optimization algorithms with guaranteed performance measured by the
regret and constraint violation.

We also consider the bandit feedback setting, i.e., only the values of cost and constraint
functions are revealed at the sampling instance. In this case, the problem can be defined
as a repeated game between a group of n learners indexed by i ∈ [n] and an adversary.
At round t of the game, the adversary first arbitrarily chooses n local loss functions { fi,t :
Xi → R, i ∈ [n]} and n local constraint functions {gi,t : Xi → R

m, i ∈ [n]}, where each
Xi ⊆ R

pi is a known closed convex set with pi and m being positive integers. Then, without
knowing { fi,t, i ∈ [n]} and {gi,t, i ∈ [n]}, all learners simultaneously choose their decisions
{xi,t ∈ Xi, i ∈ [n]}. Each learner i samples the values of fi,t and gi,t at the point xi,t as well
as at other potential points, i.e., the learners receive bandit feedback from the adversary.
These values are held privately by each learner. At the same moment, the learners exchange
data with their neighbors over a time-varying directed graph Gt. The problem to solve is
to develop distributed bandit online optimization algorithms with guaranteed performance
measured by expected regret and constraint violation.
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Distributed event-triggered control

The third and final problem is how to achieve consensus and formation control for multi-
agent systems under limited communication resource constraint.

We first consider the average consensus problem for first-order continuous-time multi-
agent systems with event-triggered control input over undirected graphs, i.e.,

ẋi(t) = ui(t), i ∈ [n], t ≥ t0,

ui(t) = −

n∑
j=1

Li jx j(t
j
k j(t)

).

The problem to solve is to distributively determine the triggering times such that average
consensus is reached, while continuous exchange of information, continuous update of
actuators, and Zeno behavior are avoided.

We then consider the global consensus problem for multi-agent systems with input
saturation over directed graphs, i.e.,

ẋi(t) = sath(ui(t)), i ∈ [n], t ≥ t0,

ui(t) = −

n∑
j=1

Li jx j(t) or ui(t) = −

n∑
j=1

Li jx j(t
j
k j(t)

),

where sath(·) is the saturation function with saturation level h > 0. For any s =

col(s1, . . . , sp) ∈ Rp, the saturation function sath(s) is defined (with slight abuse of
notation) as

sath(s) = col(sath(s1), . . . , sath(sp)),

where

sath(si) =


h, if si ≥ h,
si, if |si| < h,
−h, if si ≤ −h.

The problem to solve is to find sufficient and necessary connectivity conditions to guarantee
that global consensus is reached, again, under the assumption that there are no continuous
communication or system updates.

We finally consider formation control with connectivity preservation for both first-order
multi-agent systems

ẋi(t) = ui(t), i ∈ [n], t ≥ t0,

and second-order multi-agent systemsẋi(t) = ri(t),
ṙi(t) = ui(t), i ∈ [n], t ≥ t0.
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We assume that the communication network is undirected and all agents have limited
communication radius. The problem to solve is to design distributed event-triggered
controllers together with triggering laws such that a desired formation is achieved while
connectivity is preserved.

1.4 Thesis outline and contributions

In this section, we provide the outline of the thesis and indicate the contributions of each
chapter.

1.4.1 Outline and contributions

The main results of this thesis are presented in Chapters 3–10 and are categorized into three
parts according to their topics.

Part I focuses on distributed nonconvex optimization problems, which are known to
be hard in general. Normally only stationary points can be found, which could be local
maxima or minima. In this part, we propose algorithms to solve these problems under
different information feedback settings. Part I consists of Chapters 3–5 and an overview
of this part is provided in Table 1.1. The rows list the problem settings and convergence
results. Firstly, when full-information feedback is available, we show in Chapter 3 that
a stationary point can be found by the proposed primal–dual first-order and ADMM
algorithms with an O(1/T ) convergence rate if each local cost function is smooth, and
that a global optimum can be found with a linear convergence rate under an additional
condition that the global cost function satisfies the Polyak-Łojasiewicz (P–Ł) condition.
This condition is weaker than strong convexity, which is a standard condition for proving
linear convergence of distributed optimization algorithms, and the global minimizer is
not necessarily unique. Secondly, when stochastic gradient feedback is available, we
show in Chapter 4 that the proposed primal–dual SGD algorithm achieves the linear
speedup convergence rates O(1/

√
nT ) and O(1/(nT )) without and with the P–Ł condition,

respectively. Thirdly, when DZO oracle feedback is available, we show in Chapter 5 that
the proposed primal-dual DZO algorithm achieves the same convergence results as its first-
order counterpart in Chapter 3. Finally, when SZO oracle feedback is available, we show
in Chapter 5 that the proposed primal-dual and dual SZO algorithms achieve the linear
speedup convergence rates O(

√
p/nT ) and O(p/(nT )) without and with the P–Ł condition,

respectively.
Part II focuses on online convex optimization problems, which view optimization as

a process or a repeated game. In this part, we propose algorithms to solve distributed
online convex optimization problems with time-varying coupled inequality constraints
under different settings on the information feedback. The main difference between Parts I
and II is that in Part I the cost functions are fixed, while in Part II the cost and constraint
functions are time-varying and revealed at the end of each time slot. In addition, Part II
deals with constrained problems and they have to be convex. Part II consists of Chapters 6–
7 and an overview of this part is provided in Table 1.2. The rows list the problem settings
and convergence results. Firstly, when full-information feedback is available, we show
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Table 1.1: Overview of Part I of this thesis.

Chapter 3
(Algorithms 3.1–3.3)

Chapter 4
(Algorithm 4.1)

Chapter 5
(Algorithm 5.1)

Chapter 5
(Algorithms 5.2–5.3)

Considered problem Distributed nonconvex optimization

Communication network Undirected connected

Information feedback Full-information Stochastic gradient DZO oracle SZO oracle

Convergence rate with the
smooth assumption O(1/T ) O(1/

√
nT ) O(1/T ) O(

√
p/(nT ))

Convergence rate with the
smooth and P–Ł condition

assumptions
Linear O(1/(nT )) Linear O(p/(nT ))

Table 1.2: Overview of Part II of this thesis.

Chapter 6 (Algorithm 6.1) Chapter 7 (Algorithm 7.1) Chapter 7 (Algorithm 7.2)

Considered
problem Distributed online convex optimization with time-varying coupled inequality constraints

Communication
network Time-varying, directed, uniformly jointly strongly connected

Information
feedback Full-information One-point bandit Two-point bandit

Dynamic regret
bound

O(max{T κ ∑T−1
t=1 ‖x

∗
t+1 − x∗t ‖,

T max{1−κ,κ}}), where κ ∈ (0, 1)
O(max{T θ1

∑T−1
t=1 ‖x

∗
t+1−x∗t ‖, T θ1 }),

where θ1 ∈ (3/4, 5/6]
O(max{T κ ∑T−1

t=1 ‖x
∗
t+1 − x∗t ‖,

T max{κ,1−κ}})

Constraint
violation bound

O(T 1−κ/2);
O(T max{1−κ,κ}) if Slater’s

condition holds
O(T 7/4−θ1 ) O(T 1−κ/2)

in Chapter 6 that sublinear dynamic regret and constraint violation can be achieved by
the proposed algorithm if the accumulated dynamic variation of the optimal sequence∑T−1

t=1 ‖x
∗
t+1 − x∗t ‖ grows sublinearly, where {x∗t } is the optimal dynamic decision sequence.

Moreover, the constraint violation bound can be reduced when Slater’s condition holds.
Secondly, when one-point bandit feedback is available, we show in Chapter 7 that the
proposed algorithm achieves larger dynamic regret and constraint violation bounds than
the bounds achieved in Chapter 6, but they are still sublinear if the accumulated variation of
the comparator sequence also grows sublinearly. Finally, when two-point bandit feedback
is available, we show in Chapter 7 that the proposed algorithm achieves the same dynamic
regret and constraint violation bounds as its full-information counterpart in Chapter 6.

Part III focuses on distributed event-triggered control problems. In this part, we propose
distributed dynamic event-triggered control algorithms to solve consensus and formation
problems for multi-agent systems under limited communication resources. Part III consists
of Chapters 8–10 and an overview of this part is provided in Table 1.3. The rows list the
problem settings and convergence results. In Chapter 8, we consider the average consensus
problem for first-order multi-agent systems over undirected connected communication
networks. In Chapter 9, we consider the global consensus problem for first-order multi-
agent systems with input saturation over directed communication networks containing
directed spanning trees. In Chapter 10, we consider the formation control problem for
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Table 1.3: Overview of Part III of this thesis.

Chapter 8 Chapter 9 Chapter 10

Considered problem
Average consensus for
first-order multi-agent

systems

Global consensus for
multi-agent systems with

input saturation

Formation control for
multi-agent systems with
connectivity preservation

Communication network Undirected connected Directed spanning tree Undirected connected

Information type Absolute Relative

Algorithm Distributed dynamic event-triggered control algorithms without Zeno behavior

Convergence rate Exponential

first- and second-order multi-agent systems with connectivity preservation over undirected
connected communication networks, and relative state information is used to design
the control input. Distributed dynamic event-triggered control algorithms without Zeno
behavior are proposed to solve these problems and exponential convergence rates are
established.

The overall outline of the remainder of this thesis and its technical contributions are
summarized in the following.

Chapter 2: Preliminaries

In Chapter 2, we list some essential elements of the background theory, including alge-
braic graph theory, convex functions, projections, smooth functions, Polyak–Łojasiewicz
condition, Bregman divergence, gradient approximation, and some useful lemmas related
to series, used in the thesis.

Chapter 3: Distributed primal–dual first-order and ADMM algorithms

In Chapter 3, we consider the distributed nonconvex optimization problem with full-
information feedback. We propose three algorithms: a distributed primal–dual first-order
algorithm, a distributed ADMM algorithm, and a distributed linearized ADMM algorithm.
We show that each algorithm converges to a stationary point with an O(1/T ) convergence
rate if each local cost function is smooth, where T is the total number of iterations, and to a
global optimum with a linear convergence rate under an additional condition that the global
cost function satisfies the P–Ł condition. This condition is weaker than strong convexity,
which is a standard condition in the literature for proving linear convergence of distributed
optimization algorithms, and the global minimizer is not necessarily unique or finite.

The covered material is based on the following contributions.

[C1] X. Yi, S. Zhang, T. Yang, T. Chai, and K. H. Johansson, “Linear convergence for
distributed optimization without strong convexity,” in IEEE Conference on Decision
and Control, 2020.

[J1] X. Yi, S. Zhang, T. Yang, T. Chai, and K. H. Johansson, “Linear convergence of first-
and zeroth-order primal–dual algorithms for distributed nonconvex optimization,”
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submitted to IEEE Transactions on Automatic Control.

[M1] X. Yi, S. Zhang, T. Yang, T. Chai, and K. H. Johansson, “Linear convergence of the
alternating direction method of multipliers for distributed nonconvex optimization,”
in preparation.

Chapter 4: Distributed primal–dual SGD optimization algorithm

In Chapter 4, we consider the distributed nonconvex optimization problem with stochastic
gradient feedback. We propose a distributed primal–dual SGD algorithm, suitable for
arbitrarily connected communication networks and any smooth cost functions. We show
that the proposed algorithm converges to a stationary point with the linear speedup
convergence rateO(1/

√
nT ) for smooth nonconvex cost functions, and to a global optimum

with the linear speedup convergence rate O(1/(nT )) when the global cost function satisfies
the P–Ł condition in addition, where n and T are the number of agents and the total number
of iterations, respectively. We also show that the output of the proposed algorithm with
constant parameters linearly converges to a neighborhood of a global optimum.

The covered material is based on the following contribution.

[J2] X. Yi, S. Zhang, T. Yang, T. Chai, and K. H. Johansson, “A primal–dual SGD
algorithm for distributed nonconvex optimization,” submitted to SIAM Journal on
Control and Optimization.

Chapter 5: Distributed zeroth-order optimization algorithms

In Chapter 5, we consider the distributed nonconvex optimization problem with ZO oracle
feedback. We first consider the situation that DZO oracle feedback is available. We propose
a distributed primal–dual DZO algorithm and show that it converges to a stationary
point with an O(1/T ) convergence rate for smooth nonconvex cost functions, and to a
global optimum with a linear convergence rate when the global cost function satisfies
the P–Ł condition in addition, where T is the total number of iterations. In other words,
our proposed distributed DZO algorithm has the same convergence properties as its FO
counterpart under the same conditions. We then consider the situation that SZO oracle
feedback is available. We propose two distributed SZO algorithms: distributed primal–
dual and dual SZO algorithms. We show that both SZO algorithms converge to a stationary
point with the linear speedup convergence rate O(

√
p/(nT )) for smooth nonconvex cost

functions, and to a global optimum with the linear speedup convergence rate O(p/(nT ))
when the global cost function satisfies the P–Ł condition in addition, where p is the
dimension of the decision variable. We also show that both SZO algorithms converge
linearly when considering deterministic centralized optimization problems under the P–
Ł condition.

The covered material is based on the following contribution.

[J1] X. Yi, S. Zhang, T. Yang, T. Chai, and K. H. Johansson, “Linear convergence of first-
and zeroth-order primal–dual algorithms for distributed nonconvex optimization,”
submitted to IEEE Transactions on Automatic Control.
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[M2] X. Yi, S. Zhang, T. Yang, T. Chai, and K. H. Johansson, “Zeroth-order algorithms
for stochastic distributed nonconvex optimization,” in preparation.

Chapter 6: Distributed online primal–dual optimization algorithm

In Chapter 6, we consider distributed online convex optimization with time-varying
coupled inequality constraints. The global objective function is composed of local convex
cost and regularization functions and the coupled constraint function is the sum of local
convex functions. A distributed online primal–dual dynamic mirror descent algorithm
is proposed to solve this problem, where the local cost, regularization, and constraint
functions are held privately and revealed only after each time slot. Without assuming
Slater’s condition, we first derive regret and constraint violation bounds for the proposed
algorithm and show how they depend on the stepsize sequences, the accumulated dynamic
variation of the comparator sequence, the number of agents, and the network connectivity.
As a result, under some natural decreasing stepsize sequences, we prove that the proposed
algorithm achieves sublinear dynamic regret and constraint violation if the accumulated
dynamic variation of the optimal sequence also grows sublinearly. In particular, we show
that it achieves O(T max{1−κ,κ}) static regret and O(T 1−κ/2) constraint violation bounds, where
κ ∈ (0, 1) is a user-defined trade-off parameter. Assuming Slater’s condition, we show that
the dynamic regret bound is similar to the bound without assuming Slater’s condition, but
the constraint violation bound can be reduced to O(T max{1−κ,κ}). Moreover, we show that
both static regret and constraint violation bounds grow as O(

√
T ). In addition, smaller

bounds on the static regret are achieved when the objective function is strongly convex.
The covered material is based on the following contributions.

[C2] X. Yi, X. Li, L. Xie, and K. H. Johansson, “A distributed algorithm for online convex
optimization with time-varying coupled inequality constraints,” in IEEE Conference
on Decision and Control, 2019, pp. 555–560.

[J3] X. Yi, X. Li, L. Xie, and K. H. Johansson, “Distributed online convex optimization
with time-varying coupled inequality constraints,” in IEEE Transactions on Signal
Processing, vol. 68, no. 2, pp. 731–746, 2020.

Chapter 7: Distributed bandit online primal–dual optimization algorithms

In Chapter 7, we consider distributed bandit online convex optimization with time-varying
coupled inequality constraints, motivated by a repeated game between a group of learners
and an adversary. The learners attempt to minimize a sequence of global loss functions and
at the same time satisfy a sequence of coupled constraint functions, where the constraints
are coupled across the distributed learners at each round. The global loss and the coupled
constraint functions are the sum of local convex loss and constraint functions, respectively,
which are adaptively generated by the adversary. The local loss and constraint functions
are revealed in a bandit manner, i.e., only the values of loss and constraint functions are
revealed to the learners at the sampling instance, and the revealed function values are held
privately by each learner. Both one- and two-point bandit feedback are studied with the
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two corresponding distributed bandit online algorithms used by the learners. We show
that sublinear expected dynamic regret and constraint violation are achieved by these two
algorithms, if the accumulated variation of the comparator sequence also grows sublinearly.
In particular, we show that O(T θ1 ) expected static regret and O(T 7/4−θ1 ) constraint violation
bounds are achieved in the one-point bandit feedback setting, and O(T max{κ,1−κ}) expected
static regret and O(T 1−κ/2) constraint violation bounds in the two-point bandit feedback
setting, where T is the total number of rounds and θ1 ∈ (3/4, 5/6] and κ ∈ (0, 1) are
user-defined trade-off parameters.

The covered material is based on the following contributions.

[C3] X. Yi, X. Li, T. Yang, L. Xie, T. Chai, and K. H. Johansson, “A distributed primal–
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Chapter 8: Distributed dynamic event-triggered control algorithms

In Chapter 8, we propose dynamic event-triggered approaches to solve the average con-
sensus problem for first-order continuous-time multi-agent systems over undirected graphs.
More specifically, two distributed dynamic triggering laws and one self-triggered algorithm
are proposed to determine the triggering times. Compared with existing triggering laws,
the proposed triggering laws involve internal dynamic variables which play an essential
role in guaranteeing that the triggering time sequence does not exhibit Zeno behavior.
Moreover, our dynamic triggering laws include some existing triggering laws as special
cases. More importantly, continuous listening is avoided in our proposed self-triggered
algorithm. The main idea is that each agent predicts its next triggering time and broadcasts
it to its neighbors at the current triggering time. Thus each agent only needs to sense and
broadcast at its triggering times, and to listen to and receive incoming information from its
neighbors at their triggering times. It is proven that the proposed laws ensure that the state
of each agent converge exponentially to the average of the agents’ initial states if and only
if the underlying graph is connected.

The covered material is based on the following contributions.

[C4] X. Yi, K. Liu, D. V. Dimarogonas and K. H. Johansson, “Distributed dynamic event-
triggered control for multi-agent systems,” in IEEE Conference on Decision and
Control, 2017, pp. 6683–6688.
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Chapter 9: Distributed event-triggered saturation control algorithms

In Chapter 9, we consider the global consensus problem for multi-agent systems with
input saturation over directed graphs. It is shown that the underlying directed graph
having a directed spanning tree is a necessary and sufficient condition for consensus; thus,
this condition for consensus without input saturation extends to the case with saturation
constraints. Moreover, in order to reduce the overall need of communication and system
updates, we then propose an event-triggered consensus protocol and a triggering law, which
do not require any a priori knowledge of global network parameters. Furthermore, in order
to avoid continuous listening, we also propose a self-triggered algorithm. It is shown that
Zeno behavior is excluded for these systems and that consensus is achieved, again, if and
only if the underlying directed graph has a directed spanning tree. We use a new Lyapunov
function to show the sufficient condition and it inspires the triggering law.

The covered material is based on the following contribution.

[J6] X. Yi, T. Yang, J. Wu, and K. H. Johansson, “Distributed event-triggered control for
global consensus of multi-agent systems with input saturation,” Automatica, vol 100,
no. 2, pp. 1–9, 2019.

Chapter 10: Distributed event-triggered formation control algorithms

In Chapter 10, event- and self-triggered control algorithms are proposed to establish
prespecified formations with connectivity preservation. Each agent only needs to update
its control input by sensing the relative state to its neighbors and to broadcast its triggering
information at its own triggering times. The agents listen to and receive neighbors’
triggering information at their triggering times. Two types of system dynamics, single
integrators and double integrators, are considered. It is shown that all agents converge
to the prespecified formation exponentially with connectivity preservation and exclusion
of Zeno behavior.

The covered material is based on the following contributions.

[C5] X. Yi, J. Wei, D. V. Dimarogonas, and K. H. Johansson, “Formation control for
multi-agent systems with connectivity preservation and event-triggered controllers,”
in IFAC World Congress, 2017, pp. 9367–9373.

Chapter 11: Conclusions and future research

In Chapter 11, we present a summary of the results and discuss directions for future
research.

The results presented in Part III in this thesis have previously appeared in the following
thesis:

• X. Yi, Resource-constrained multi-agent control systems: Dynamic event-triggering,
input saturation, and connectivity preservation, Licentiate thesis, KTH Royal
Institute of Technology, 2017.
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Chapter 2

Preliminaries

This chapter gives some essential elements of the mathematical background to the results
developed in the thesis, including algebraic graph theory, convex functions, projections,
smooth functions, Polyak–Łojasiewicz condition, Bregman divergence, gradient approxi-
mation, and some useful lemmas related to series, used in the thesis. The related studies
to each considered problem in this thesis are reviewed separately in the corresponding
chapter.

2.1 Directed graphs

Let G = (V,E, A) denote a weighted directed graph (digraph), where V = [n] is the set
of vertices (nodes), E ⊆ V × V is the set of edges (links), and A = (ai j) ∈ Rn×n with
nonnegative elements ai j is the weighted adjacency matrix. An edge of G is denoted by
(i, j) ∈ E if there is a directed link from vertex i to vertex j with weight a ji > 0, i.e., vertex
i can send information to vertex j. The adjacency elements associated with the edges of the
graph are positive, i.e., (i, j) ∈ E if and only if a ji > 0. It is assumed that aii = 0, ∀i ∈ [n].

The in-degree of vertex i is defined as degin
i =

n∑
j=1

ai j. The in-degree matrix of G is defined

as Degin = Diag([degin
1 , . . . , degin

n ]). The (weighted) Laplacian matrix associated with G is
defined as L = Degin−A. LetN in

i = { j ∈ [n] | ai j > 0} andNout
i = { j ∈ [n] | a ji > 0} denote

the in- and out-neighbors of vertex i, respectively. The mixing matrix W ∈ Rn×n associated
with a digraph G fulfills [W]i j > 0 if ( j, i) ∈ E or i = j, and [W]i j = 0 otherwise. When
necessary, we use E(G), L(G), N in

i (G), and Nout
i (G) to highlight their connections with G.

If a digraph is time-varying, then we use Gt to denote this time-varying digraph at time
t. Similarly, let Et, At, Lt, Wt, N in

i (Gt), and Nout
i (Gt) denote the edge set, the weighted

adjacency matrix, the Laplacian matrix, the mixing matrix, the in-neighbors of vertex i,
and out-neighbors of vertex i at time t, respectively.

A directed path from vertex i to vertex j is a directed subgraph of G with distinct
vertices i, i1, . . . , ik, j and edges (i, i1), (i1, i2), . . . , (ik−1, ik), (ik, j).

Definition 2.1 (Strongly connected digraph). A digraph G is strongly connected if there is

33
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at least one directed path from any vertex to any other vertex in the graph.

G is strongly connected is equivalent to L is irreducible. Strong connectivity requires
that any vertex is accessible to all other vertices, while the following weaker connectivity
condition only requires that one vertex can access all other vertices.

Definition 2.2 (Directed spanning tree). A digraph G has a directed spanning tree if there
exists one vertex such that there exists a directed path from this vertex to any other vertices.

By Perron–Frobenius Theorem in [197], we have the following result (see [198] or
[199] for a proof) for digraphs.

Lemma 2.1. If L is the Laplacian matrix associated with a digraph G that has a directed
spanning tree, then rank(L) = n − 1, and zero is an algebraically simple eigenvalue of L,
and there is a nonnegative vector ξ = col(ξ1, . . . , ξn) such that ξ>L = 0 and

∑n
i=1 ξi = 1.

Moreover, if G is strongly connected, then ξi > 0, ∀i ∈ [n].

The following result from [200] is also useful for our analysis.

Lemma 2.2. Suppose that L is the Laplacian matrix associated with a digraph G that is
strongly connected and ξ is the vector defined in Lemma 2.1. Let Ξ = Diag(ξ), U = Ξ−ξξ>,
and R = 1

2 (ΞL + L>Ξ). Then,

R =
1
2

(UL + L>U), U ≥
ρ2(U)
ρ(L>L)

L>L ≥ 0, R ≥
ρ2(R)
ρ(U)

U ≥ 0. (2.1)

By proper row and column permutations, any Laplacian matrix L can be written in
Perron–Frobenius form (see Definition 2.3 in [201]):

L =


L1,1 L1,2 · · · L1,M

0 L2,2 · · · L2,M

...
...

. . .
...

0 0 · · · LM,M


, (2.2)

where Lm,m is a nm-by-nm matrix associated with the m-th strongly connected component
(SCC) of G, denoted by SCCm, m = 1, . . . ,M. Hence, a digraph G is strongly connected if
and only if M = 1. In the following, without loss of generality, we assume that L has the
form (2.2).

SCCm is called closed if and only if there are no edges from vertices outside SCCm to
vertices inside SCCm, i.e., Lm,q = 0, ∀q > m. The following result, which follows from
Lemma 1 in [202], gives an equivalent description of a digraph that has a directed spanning
tree.

Lemma 2.3. The digraph G contains a directed spanning tree if and only if for each
m = 1, . . . ,M − 1, SCCm is not closed.

Let us illustrate this construction with an example.
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Figure 2.1: An example of a digraph which contains directed spanning trees.

Example 2.1. Figure 2.1 shows a digraph of 7 vertices having multiple directed span-
ning trees. For example, edges (7, 5), (5, 6), (6, 3), (3, 4), (4, 2), (2, 1) describe a directed
spanning tree. This digraph can be divided into two strongly connected components.
Specifically, the subgraph inside the dashed blue lines is the first strongly connected
component, and the subgraph inside the dotted red lines is the second strongly connected
component. The corresponding Laplacian matrix

L =



12.2 −3.2 0 −4.1 −4.9 0 0
−1.5 9.5 0 −2.6 0 0 −5.4

0 −2.7 10.1 −5.8 0 −1.6 0
0 0 −4.4 10.7 −6.3 0 0
0 0 0 0 2.6 0 −2.6
0 0 0 0 −5.3 5.3 0
0 0 0 0 −8.7 −7 15.7


,

has the form (2.2).
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For SCCm with m < M, define an auxiliary matrix L̃m,m = [L̃m,m
i j ]nm

i, j=1 as

L̃m,m
i j =

Lm,m
i j i , j,
−

∑nm
r=1,r,i Lm,m

ir i = j.

Example 2.2. In Example 2.1,

L̃1,1 =


7.3 −3.2 0 −4.1
−1.5 4.1 0 −2.6

0 −2.7 8.5 −5.8
0 0 −4.4 4.4

 .
Similar to Lemma 2.2, we have the following lemma.

Lemma 2.4. Let ξm = [ξm
1 , . . . , ξ

m
nm

]> be the positive left eigenvector of the irreducible
L̃m,m corresponding to the eigenvalue zero and the sum of its components is 1. Denote
Ξm = Diag(ξm), Qm = 1

2 [ΞmLm,m + (ΞmLm,m)>], ∀m ∈ [M], and UM = ΞM − ξM(ξM)>.
Then

Qm > 0, ∀m ∈ [M − 1], QM ≥ 0, UM ≥ 0, QM ≥
ρ2(QM)
ρ(UM)

UM . (2.3)

Proof. For the proof of Qm > 0 for all m < M, see Lemma 3.1 in [203].
QM ≥ 0 is straightforward since we can regard QM as the Laplacian matrix of a

connected undirected graph.
UM ≥ 0 is also straightforward since we can regard UM as the Laplacian matrix of a

complete graph.
The idea of the proof of QM ≥

ρ2(QM )
ρ(UM ) UM follows a similar trend as the proof of (2.1),

and it can be found in [200]. We thus omit the proof here. �

Let ne denotes the number of edges in G, i.e., ne = |E(G)| and label the edges in G as
e1, . . . , ene . Define Ω(G) = Diag([ω(e1), · · · , ω(ene )]), where ω(ek) = ai j with ek being the
label of edge (i, j).

Definition 2.3 (Incidence matrix). The n-by-ne incidence matrix B(G) = (Bi j) is defined as

Bi j =


−1 if vertex i is the tail of edge e j,

1 if vertex i is the head of edge e j,

0 otherwise.

2.2 Undirected graphs

A digraph G = (V,E, A) is undirected if A = A>. In an undirected graph, a path of length
k between vertex i and vertex j is a subgraph with distinct vertices i0 = i, . . . , ik = j ∈ V
and edges (i j, i j+1) ∈ E, j = 0, . . . , k − 1.
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Definition 2.4 (Connected undirected graph). An undirected graph is connected if there
exists at least one path between any two vertices. An undirected graph is complete if any
two distinct vertices are connected by an edge.

Similar to the definition of SCC in digraphs, by proper row and column permutations,
we can rewrite any Laplacian matrix L associated with undirected graphs in the following
form

L =


L1,1 0 · · · 0
0 L2,2 · · · 0
...

...
. . .

...

0 0 · · · LM,M


, (2.4)

where Lm,m is a nm-by-nm matrix associated with the m-th connected component (CC) of
G, denoted by CCm, m = 1, . . . ,M. Hence, a disconnected graph has more than one CC
and Lm,m is the Laplacian matrix of CCm.

Obviously, there is a one-to-one correspondence between a graph and its adjacency
matrix or its Laplacian matrix. Denote Kn = In −

1
n 1n1>n , then we can treat Kn as the

Laplacian matrix of a complete graph with n vertices and edge weight 1
n .

For a connected graph we have the following results.

Lemma 2.5. (Lemmas 1 and 2 in [204]) Let L be the Laplacian matrix of a connected
undirected graph G and Kn = In −

1
n 1n1>n . Then L and Kn are positive semi-definite,

null(L) = null(Kn) = 1n, L ≤ ρ(L)In, ρ(Kn) = 1,

KnL = LKn = L, (2.5)
0 ≤ ρ2(L)Kn ≤ L ≤ ρ(L)Kn. (2.6)

Moreover, there exists an orthogonal matrix [r R] ∈ Rn×n with r = 1
√

n 1n and R ∈ Rn×(n−1)

such that

RΛ−1
1 R>L = LRΛ−1

1 R> = Kn, (2.7)
1

ρ(L)
Kn ≤ RΛ−1

1 R> ≤
1

ρ2(L)
Kn, (2.8)

where Λ1 = Diag([λ2, . . . , λn]) with 0 < λ2 ≤ · · · ≤ λn being the eigenvalues of the
Laplacian matrix L.

For undirected graphs, the incidence matrix can be defined after arbitrarily assigning a
direction to each edge. The following results from [205] are also useful for our analysis.

Lemma 2.6. For any undirected graph G, B(G)B(G)> is independent of the labels and
orientations given to G, and B(G)Ω(G)B(G)> = L.
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Figure 2.2: Illustration of assigning directions to an undirected graph.

Example 2.3. Figure 2.2 (a) shows an undirected graph G and Figure 2.2 (b) shows an
example of assigning a direction to each edge of G. Then

L =


3.4 −3.4 0 0
−3.4 9.8 −2.1 −4.3

0 −2.1 3.2 −1.1
0 −4.3 −1.1 5.4

 , B(G) =


−1 0 0 0 1

1 −1 −1 0 0
0 1 0 −1 0
0 0 1 1 −1

 ,

Ω(G) =



3.4 0 0 0 0
0 2.1 0 0 0
0 0 1.1 0 0
0 0 0 1 0
0 0 0 0 4.3


.

Moreover, one can easily verify that B(G)Ω(G)B(G)> = L.

2.3 Convex functions

Definition 2.5 (Convex set). A setK ⊆ Rp is called convex if for any x, y ∈ K and α ∈ [0, 1]
we have

αx + (1 − α)y ∈ K.

Definition 2.6 (Convex function). A function f : Rp → R is called convex on a convex set
K ⊆ Rp if for any x, y ∈ K and α ∈ [0, 1] we have

f (αx + (1 − α)y) ≤ α f (x) + (1 − α) f (y).
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From Theorems 2.1.2 and 2.1.3 in [62], we have the following results for convex
functions.

Lemma 2.7. Suppose function f : Rp → R is differentiable on K with K ⊆ Rp being a
convex set, then the following statements are equivalent.

(i) The function f is convex on K.

(ii) For any x, y ∈ K, it holds that

f (y) ≥ f (x) + 〈∇ f (x), y − x〉.

(iii) For any x, y ∈ K, it holds that

〈∇ f (x) − ∇ f (y), x − y〉 ≥ 0.

Definition 2.7 (Strong convexity). A function f : Rp → R is called strongly convex with
convexity parameter µ > 0 on a convex set K ⊆ Rp if the function f (x) − 1

2µ‖x‖
2 is convex

on K.

From Theorems 2.1.9 and 2.1.10 in [62], we have the following results for strongly
convex functions.

Lemma 2.8. Suppose function f : Rp → R is differentiable on K with K ⊆ Rp being a
convex set, then the following statements are equivalent.

(i) The function f is strongly convex with convexity parameter µ > 0 on K.

(ii) For any x, y ∈ K, it holds that

f (y) ≥ f (x) + 〈∇ f (x), y − x〉 +
1
2
µ‖y − x‖2.

(iii) For any x, y ∈ K, it holds that

〈∇ f (x) − ∇ f (y), x − y〉 ≥ µ‖x − y‖2.

(iv) For any x, y ∈ K and α ∈ [0, 1], it holds that

α f (x) + (1 − α) f (y) ≥ f (αx + (1 − α)y) +
1
2
α(1 − α)µ‖x − y‖2.

Lemma 2.9. Suppose f : Rp → R is a differentiable and strongly convex function with
convexity parameter µ > 0, then for any x, y ∈ Rp we have

f (y) ≤ f (x) + 〈∇ f (x), y − x〉 +
1

2µ
‖∇ f (x) − ∇ f (y)‖2,

〈∇ f (x) − ∇ f (y), x − y〉 ≤
1
µ
‖∇ f (x) − ∇ f (y)‖2,

µ‖x − y‖2 ≤ ‖∇ f (x) − ∇ f (y)‖2.
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Definition 2.8 (Subgradient). Let f : D → R be a function with D ⊂ Rp. A vector g ∈ Rp

is called a subgradient of f at x ∈ D if

f (y) ≥ f (x) + 〈g, y − x〉, ∀y ∈ D. (2.9)

The set of all subgradients of f at x, denoted ∂ f (x), is called the subdifferential of f at x.

If the function f is convex and differentiable, then from Lemma 2.7 we know that
its gradient at x is a subgradient, and from [206] we know that ∂ f (x) is a singleton. If f
is a closed convex function, then ∂ f (x) is nonempty for any x ∈ D [207]. With a slight
abuse of the notation, we use ∇ f (x) to denote the subgradient of f at x also when f is
not differentiable. Similarly, for a vector function f = col( f1, . . . , fm) : D → Rm, its
subgradient at x ∈ D is denoted as

∇ f (x) =


(∇ f1(x))>

(∇ f2(x))>
...

(∇ fm(x))>


∈ Rm×p.

2.4 Projections

For a set K ⊆ Rp, let PK(·) denotes the projection operator, i.e.,

PK(y) ∈ argmin
x∈K

‖x − y‖2, ∀y ∈ Rp.

For simplicity, we use [·]+ to denote PK(·) when K = R
p
+.

The projection operator has the following properties.

Lemma 2.10. Let K be a nonempty closed convex subset of Rp and let a, b, c be three
vectors in Rp. The following statements hold.

(i) For each x ∈ Rp, PK(x) exists and is unique.

(ii) PK(x) is nonexpansive, i.e.,

‖PK(x) − PK(y)‖ ≤ ‖x − y‖, ∀x, y ∈ Rp. (2.10)

(iii) If a ≤ b, then

‖[a]+‖ ≤ ‖b‖, (2.11a)
[a]+ ≤ [b]+. (2.11b)

(iv) If x1 = PK(c − a), then

2〈x1 − y, a〉 ≤ ‖y − c‖2 − ‖y − x1‖
2 − ‖x1 − c‖2, ∀y ∈ K. (2.12)
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Proof. The first two parts are from Theorem 1.5.5 in [208].
Substituting x = a and y = a− b into (2.10) with K = R

p
+ gives (2.11a). If a ≤ b, then it

is straightforward to see [a]+ ≤ [b]+ since all inequalities are understood componentwise.
Denote h(y) = ‖c − y‖2 + 2〈a, y〉. Then, x1 = argminy∈K h(y). This optimality condition

implies that

〈x1 − y,∇h(x1)〉 ≤ 0, ∀y ∈ K.

Substituting ∇h(x1) = 2x1 − 2c + 2a into above inequality yields (2.12). �

2.5 Smooth functions

Definition 2.9 (Smooth function). A function f : Rp 7→ R is called smooth with constant
L f > 0 if it is differentiable and

‖∇ f (x) − ∇ f (y)‖ ≤ L f ‖x − y‖, ∀x, y ∈ Rp. (2.13)

From Lemma 1.2.3 in [62], we know that (2.13) implies

| f (y) − f (x) − (y − x)>∇ f (x)| ≤
L f

2
‖y − x‖2, ∀x, y ∈ Rp, (2.14)

which further implies

‖∇ f (x)‖2 ≤ 2L f ( f (x) − f ∗), ∀x, y ∈ Rp, (2.15)

where f ∗ = minx∈Rp f (x). Moreover, we have the following lemma.

Lemma 2.11. If f : Rp 7→ R is smooth with constant L f > 0, then, for any a > L f , the
function g(x) = f (x) + a

2‖x‖
2 is strongly convex with convex parameter a − L f .

Proof. From (2.13), we have

〈∇ f (x) − ∇ f (y), x − y〉 ≥ −‖∇ f (x) − ∇ f (y)‖‖x − y‖ ≥ −L f ‖x − y‖2.

Then,

〈∇g(x) − ∇g(y), x − y〉 = 〈∇ f (x) + ax − ∇ f (y) − ay, x − y〉

= 〈∇ f (x) − ∇ f (y), x − y〉 + a‖x − y‖2

≥ (a − L f )‖x − y‖2.

Then, from Lemma 2.8, we know that this lemma holds. �
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2.6 Polyak–Łojasiewicz condition

Let f (x) : Rp 7→ R be a differentiable function. Let X∗ = argminx∈Rp f (x) and f ∗ =

minx∈Rp f (x). Moreover, we assume that f ∗ > −∞.

Definition 2.10 (Polyak–Łojasiewicz condition). The function f satisfies the Polyak–
Łojasiewicz (P–Ł) condition with constant ν > 0 if

1
2
‖∇ f (x)‖2 ≥ ν( f (x) − f ∗), ∀x ∈ Rp. (2.16)

From Lemma 2.9, it is straightforward to see that every strongly convex function
satisfies the P–Ł condition. The P–Ł condition implies that every stationary point is a
global minimizer, i.e., X∗ = {x ∈ Rp : ∇ f (x) = 0p}. But unlike strong convexity, the P–Ł
condition (2.16) alone does not even imply the convexity of f . Moreover, it does not imply
that X∗ is a singleton or finite either.

Many practical applications, such as least squares, do not always have strongly convex
cost functions. The cost function in least squares problems has the form

f (x) =
1
2
‖Ax − b‖2,

where A ∈ Rm×p and b ∈ Rm. Note that if A has full column rank, then f (x) is strongly
convex. However, if A is rank deficient, then f (x) is not strongly convex, but it is convex
and satisfies the P–Ł condition. The function f (x) = x2 + 3 sin2(x) is an example of a
nonconvex function satisfying the P–Ł condition with ν = 1/32 [209]. More examples of
nonconvex functions which satisfy the P–Ł condition can be found in [209, 210].

Although it is difficult to precisely characterize the general class of functions for which
the P–Ł condition is satisfied, in [209], one important special case was given as follows:

Lemma 2.12. Let f (x) = g(Ax), where g : Rp → R is a strongly convex function and
A ∈ Rp×p is a matrix, then f satisfies the P–Ł condition.

In the literature, there are some conditions that are weaker than strong convexity but
stronger than the P–Ł condition.

Definition 2.11 (Essential strong convexity). The function f is said to be essentially
strongly convex with constant µ > 0 if for all x, y ∈ Rp such that PX∗ (x) = PX∗ (y), it
holds that

f (y) ≥ f (x) + 〈∇ f (x), y − x〉 +
µ

2
‖x − y‖2.

Definition 2.12 (Weak strong convexity). The function f is said to be weakly strongly
convex with constant µ > 0 if for all x ∈ Rp, it holds that

f ∗ ≥ f (x) + 〈∇ f (x),PX∗ (x) − x〉 +
µ

2
‖x − PX∗ (x)‖2.
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Definition 2.13 (Restricted secant inequality condition). The function f satisfies the
restricted secant inequality (RSI) condition with constant ν > 0 if for all x ∈ Rp, it holds
that

(∇ f (x) − ∇ f (PX∗ (x))>(x − PX∗ (x)) ≥ ν‖x − PX∗ (x)‖2.

If the function f is also convex it is called restricted strong convexity.

The following lemma summarizes the relations between the function classes discussed
above.

Lemma 2.13. (Theorem 2 in [209]) Let f (x) : Rp 7→ R be a differentiable function.
Then, (Strong convexity) ⇒ (Essential strong convexity) ⇒ (Weak strong convexity) ⇒
(RSI condition). Moreover, (RSI condition)⇒ (P–Ł condition) if f is smooth.

2.7 Bregman divergence

Let K ⊆ Rp be a convex set. The Bregman divergence

Dψ(x, y) = ψ(x) − ψ(y) − 〈∇ψ(y), x − y〉, (2.17)

is to measure the distance between x, y ∈ K, where ψ : Rp → R is a function which
is differentiable and strongly convex with convexity parameter σ > 0 on K. Then, from
Lemma 2.8, we have ψ(x) ≥ ψ(y) + 〈∇ψ(y), x − y〉 + σ

2 ‖x − y‖2. Thus,

Dψ(x, y) ≥
σ

2
‖x − y‖2. (2.18)

Hence, Dψ(·, y) is strongly convex with convexity parameter σ on K for all fixed y ∈ K.
Additionally, (2.17) implies that for all x, y, z ∈ K,

〈y − x,∇ψ(z) − ∇ψ(y)〉 = Dψ(x, z) −Dψ(x, y) −Dψ(y, z). (2.19)

Two well-known examples of Bregman divergence are Euclidean distance Dψ(x, y) =

‖x − y‖2 (with K being an arbitrary convex and compact set in Rp) generated from ψ(x) =

‖x‖2, and the Kullback–Leibler divergence Dψ(x, y) = −
∑p

j=1 x j log y j

x j
between two p-

dimensional standard unit vectors (with K being the p-dimensional probability simplex in
Rp) generated from ψ(x) =

∑p
j=1(x j log x j − x j).

We have the following results on the regularized Bregman projection.

Lemma 2.14. Suppose function ψ : Rp → Rp is differentiable and strongly convex with
convexity parameter σ > 0 on K, and function h : Rp → R is convex on K, where K ⊆ Rp

is a convex and closed set. Moreover, assume that ∇h(x), ∀x ∈ K, exists and there exists
Gh > 0 such that ‖∇h(x)‖ ≤ Gh, ∀x ∈ K. Given z ∈ K, the regularized Bregman projection

y = argmin
x∈K

{h(x) +Dψ(x, z)}, (2.20)
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satisfies the following inequalities

〈y − x,∇h(y)〉 ≤ Dψ(x, z) −Dψ(x, y) −Dψ(y, z), ∀x ∈ K, (2.21)

‖y − z‖ ≤
Gh

σ
. (2.22)

Proof. (i) Denote h̃(x) = h(x) + Dψ(x, z). Then h̃ is convex on K. Thus the optimality
condition (2.20), i.e., y = argminx∈K h̃(x), implies 〈y − x,∇h̃(y)〉 ≤ 0, ∀x ∈ K. Substituting
∇h̃(y) = ∇h(y) + ∇ψ(y) − ∇ψ(z) into the above inequality yields

〈y − x,∇h(y)〉 ≤ 〈y − x,∇ψ(z) − ∇ψ(y)〉
= Dψ(x, z) −Dψ(x, y) −Dψ(y, z), ∀x ∈ K,

where the equality holds due to (2.19). Hence, (2.21) holds.
(ii) h̃(x) is strongly convex with convexity parameter σ on K since Dψ is strongly convex
on K. It is known that if h̃ : K → R is a strongly convex function and is minimized at the
point xmin ∈ K, then

h̃(xmin) ≤ h̃(x) −
σ

2
‖x − xmin‖2, ∀x ∈ K.

Thus the optimality condition of (2.20) implies

h(y) +Dψ(y, z) ≤ h(z) +Dψ(z, z) −
σ

2
‖z − y‖2.

Noting that Dψ(y, z) ≥ σ
2 ‖z − y‖2 and Dψ(z, z) = 0, and rearranging the above inequality

gives

σ‖z − y‖2 ≤
σ

2
‖z − y‖2 +Dψ(y, z) ≤ h(z) − h(y). (2.23)

From (2.9) and ‖∇h(x)‖ ≤ Gh, ∀x ∈ K, we have

h(z) − h(y) ≤ 〈∇h(z), z − y〉 ≤ Gh‖z − y‖. (2.24)

Thus, combining (2.23) and (2.24) yields (2.22). �

Note that (2.21) extends Lemma 6 in [181] and (2.22) presents an upper bound on the
deviation of the optimal point from a fixed point for the regularized Bregman projection.

To end this section, we introduce a generalized definition of strong convexity, which is
Definition 2 in [211].

Definition 2.14 (Generalized strong convexity). Let µ > 0 be a constant and K ⊆ Rp be a
convex set. Let f : Rp → R and ψ : Rp → R be two functions. Suppose that f is convex on
K, and ψ is differentiable and strongly convex on K. The function f is said to be µ-strongly
convex on K with respect to ψ if for all x, y ∈ K,

f (x) ≥ f (y) + 〈x − y,∇ f (y)〉 + µDψ(x, y).

This definition generalizes the usual definition of strong convexity by replacing the
Euclidean distance with the Bregman divergence.
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2.8 Random gradient estimators

In this section, we introduce one- and two-point sampling gradient estimators.
Let f : K → R be a function with K ⊆ Rp. We assume that K is convex and closed,

and has a nonempty interior. Specifically, we assume that K contains the ball of radius
r(K) centered at the origin, i.e., r(K)Bp ⊆ K. The authors of [212] proposed the following
gradient estimator:

∇̂1 f (x) = ∇̂1 f (x, δ, u) =
p
δ

f (x + δu)u, ∀x ∈ (1 − ξ)K, (2.25)

where u ∈ Sp is a uniformly distributed random vector, δ ∈ (0, r(K)ξ] is an smooth-
ing/exploration parameter, and ξ ∈ (0, 1) is a shrinkage coefficient. The estimator ∇̂1 f only
requires to sample the function value at one point, so it is a one-point sampling gradient
estimator. The intuition for this estimator can be found in [212]. Different from [213],
uniform distribution rather than Gaussian distribution is used to generate u in (2.25) since
the later may generate unbounded u. The estimator ∇̂1 f is defined over the set (1 − ξ)K
instead of K, since otherwise the perturbations may move points outside K. The feasibility
of the perturbations is guaranteed by the following lemma.

Lemma 2.15. (Observation 2 in [212]) For any x ∈ (1 − ξ)K and u ∈ Sp, it holds that
x + δu ∈ K for any δ ∈ (0, r(K)ξ].

The two-point sampling gradient estimator is defined as

∇̂2 f (x) = ∇̂2 f (x, δ, u) =
p
δ

( f (x + δu) − f (x))u, ∀x ∈ (1 − ξ)K. (2.26)

The intuition follows from directional derivatives [214].
Both estimators ∇̂1 f and ∇̂2 f are unbiased gradient estimators of f s, where f s is the

uniformly smoothed version of f defined as

f s(x) = f s(x, δ) = Ev∈Bp [ f (x + δv)], ∀x ∈ (1 − ξ)K,

where the expectation is taken with respect to uniform distribution. Some properties of f s,
∇̂1 f , and ∇̂2 f are presented in the following lemma.

Lemma 2.16. (i) The uniform smoothing f s is differentiable on (1 − ξ)K even when f is
not, and for all x ∈ (1 − ξ)K,

∇ f s(x) = Eu∈Sp [∇̂1 f (x)] = Eu∈Sp [∇̂2 f (x)]. (2.27)

(ii) If f is convex on K, then f s is convex on (1 − ξ)K and

f (x) ≤ f s(x), ∀x ∈ (1 − ξ)K. (2.28)

(iii) If f is Lipschitz-continuous on K with constant L0( f ) > 0, then f s and ∇ f s are
Lipschitz-continuous on (1 − ξ)K with constants L0( f ) and pL0( f )/δ, respectively.
Moreover,

| f s(x) − f (x)| ≤ δL0( f ), ∀x ∈ (1 − ξ)K. (2.29)
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(iv) If f is bounded on K, i.e., there exists F0( f ) > 0 such that | f (x)| ≤ F0( f ), ∀x ∈ K,
then

| f s(x)| ≤ F0( f ), ‖∇̂1 f (x)‖ ≤
pF0( f )
δ

, ∀x ∈ (1 − ξ)K. (2.30)

(v) If f is Lipschitz-continuous on K with constant L0( f ) > 0, then

‖∇̂2 f (x)‖ ≤ pL0( f ), ∀x ∈ (1 − ξ)K. (2.31)

(vi) If f is smooth with constant L f > 0, then

‖∇ f s(x, δ) − ∇ f (x)‖ ≤ δL f , (2.32a)

Eu∈Sp [‖∇̂2 f (x)‖2] ≤ 2p‖∇ f (x)‖2 +
1
2

p2δ2L2
f . (2.32b)

Proof. (i) From Lemma 1 in [212], we have ∇ f s(x) = Eu∈Sp [∇̂1 f (x)]. Moreover, we have
∇ f s(x) = Eu∈Sp [∇̂2 f (x)] due to Eu∈Sp [ f (x)u] = f (x)Eu∈Sp [u] = 0p.
(ii) It is straightforward to see that (1 − ξ)K is convex since K is convex.

For any x, y ∈ (1 − ξ)K and α ∈ [0, 1], then αx + (1 − α)y ∈ (1 − ξ)K since (1 − ξ)K is
convex and αx + (1 − α)y + δv ∈ K due to Lemma 2.15. Moreover,

f s(αx + (1 − α)y) = Ev∈Bp [ f (αx + (1 − α)y + δv)]
≤ Ev∈Bp [α f (x + δv) + (1 − α) f (y + δv)]
= α f s(x) + (1 − α) f s(y).

Hence, f s is convex on (1 − ξ)K.
From Lemma 2.15, we know that (1− ξ)K is a subset of the interior of K. Then, for any

x ∈ (1 − ξ)K, from Theorem 3.1.15 in [62], we know that ∇ f (x) exists. Moreover,

f s(x) = Ev∈Bp [ f (x + δv)] ≥ Ev∈Bp [ f (x) + δ〈∇ f (x), v〉] = f (x).

(iii) For any x, y ∈ (1 − ξ)K,

| f s(x) − f s(y)| = |Ev∈Bp [ f (x + δv) − f (y + δv)]|
≤ Ev∈Bp [| f (x + δv) − f (y + δv)|]
≤ Ev∈Bp [L0( f )‖x − y‖] = L0( f )‖x − y‖.

Hence, f s is Lipschitz-continuous on (1 − ξ)K with constant L0( f ).
Similarly,

‖∇ f s(x) − ∇ f s(y)‖ =
p
δ
‖Eu∈Sp [ f (x + δu)u − f (y + δu)u]‖

≤
p
δ

Eu∈Sp [| f (x + δu) − f (y + δu)|‖u‖]

≤
p
δ

Eu∈Sp [L0( f )‖x − y‖] =
pL0( f )
δ
‖x − y‖.
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Hence, ∇ f s is Lipschitz-continuous on (1 − ξ)K with constant pL0( f )/δ.
For any x ∈ (1 − ξ)K,

| f s(x) − f (x)| = |Ev∈Bp [ f (x + δv)] − Ev∈Bp [ f (x)]|
≤ Ev∈Bp [| f (x + δv) − f (x)|] ≤ Ev∈Bp [δL0( f )‖v‖]
≤ Ev∈Bp [δL0( f )] = δL0( f ).

(iv) For any x ∈ (1 − ξ)K and u ∈ Sp,

| f s(x)| = |Ev∈Bp [ f (x + δv)]| ≤ Ev∈Bp [| f (x + δv)|] ≤ F0( f ),

and

‖∇̂1 f (x)‖ = ‖
p
δ

f (x + δu)u‖ ≤
p
δ
| f (x + δu)|‖u‖ ≤

pF0( f )
δ

.

(v) For any x ∈ (1 − ξ)K and u ∈ Sp,

‖∇̂2 f (x)‖ = ‖
p
δ

( f (x + δu) − f (x))u‖

≤
pL0( f )
δ
‖x + δu − x‖‖u‖ = pL0( f ).

(vi) From Lemma 5 in [151], we have (2.32a). From Proposition 7.6 in [215], we have
(2.32b). �

Intuitively, the key idea of gradient-free optimization methods is using the smoothed
function f s to replace the original function f since they are close when δ is small as
shown in (c) of Lemma 2.16. Moreover, the gradient of f s can be estimated by the gradient
estimators ∇̂1 f or ∇̂2 f as shown in (2.27). The main difference between these two gradient
estimators is that the norm of ∇̂1 f is large when δ is small, while ∇̂2 f has a bounded norm,
as shown in (2.30) and (2.31), respectively. This difference leads to improved results for
the two-point sampling based algorithms.

2.9 Deterministic gradient estimators

Let f (x) : Rp 7→ R be a differentiable function. The authors of [164] proposed the
following deterministic gradient estimator:

∇̂p f (x, δ) =
1
δ

p∑
l=1

( f (x + δel) − f (x))el, (2.33)

where δ > 0 is an exploration parameter. This gradient estimator can be calculated by
querying the function values of f at p + 1 points. Another commonly used deterministic
gradient estimator is

∇̂2p f (x, δ) =
1
2δ

p∑
l=1

( f (x + δel) − f (x − δel))el. (2.34)
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This gradient estimator can be viewed as a noise-free version of the classical Kiefer–
Wolfowitz type method [216], and can be calculated by querying the function values of
f at 2p points. Thus, when p is large, ∇̂p f is more favorable than ∇̂2p f .

From equation (16) in [164] we know that ∇̂p f (x, δ) and ∇̂2p f (x, δ) are close to ∇ f (x)
when δ is small, which is summarized in the following lemma.

Lemma 2.17. Suppose that f is smooth with constant L f > 0, then

‖∇̂p f (x, δ) − ∇ f (x)‖ ≤
√

pL f δ

2
, ∀x ∈ Rp, ∀δ > 0, (2.35a)

‖∇̂2p f (x, δ) − ∇ f (x)‖ ≤
√

pL f δ

2
, ∀x ∈ Rp, ∀δ > 0. (2.35b)

2.10 Useful lemmas on series

Lemma 2.18. Let a, b ∈ (0, 1) be two constants, then

k∑
τ=0

aτbk−τ ≤


ak+1

a−b , if a > b,
bk+1

b−a , if a < b,
ck+1

c−b , if a = b,
(2.36)

where c is any constant in (a, 1).

Proof. If a > b, then

k∑
τ=0

aτbk−τ = ak
k∑
τ=0

(b
a

)k−τ
≤

ak+1

a − b
.

Similarly, when a < b, we have

k∑
τ=0

aτbk−τ = bk
k∑
τ=0

(a
b

)τ
≤

bk+1

b − a
.

If a = b, then for any c ∈ (a, 1), we have

k∑
τ=0

aτbk−τ ≤

k∑
τ=0

cτbk−τ = ck
k∑
τ=0

(b
c

)k−τ
≤

ck+1

c − b
.

Hence, this lemma holds. �

Lemma 2.19. Let k and τ be two integers and δ be a constant. Suppose k ≥ τ ≥ 1, then

k∑
l=τ

lδ ≤


(k+1)δ+1

δ+1 , if δ > −1,
ln(k), if δ = −1,
−(τ−1)δ+1

δ+1 , if δ < −1 and τ ≥ 2.

(2.37)
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Proof. If δ ≥ 0, then h(t) = tδ is an increasing function in the interval [1,+∞). Hence,

k∑
l=τ

lδ ≤
∫ k+1

τ

tδdt =
(k + 1)δ+1 − τδ+1

δ + 1
≤

(k + 1)δ+1

δ + 1
. (2.38)

If δ < 0, then h(t) = tδ is a decreasing function in the interval [1,+∞). Hence,

k∑
l=τ

lδ ≤
∫ k

τ−1
tδdt =


ln( k

τ−1 ), if δ = −1,
kδ+1−(τ−1)δ+1

δ+1 , if − 1 < δ < 0,
kδ+1−(τ−1)δ+1

δ+1 , if δ < −1 and τ ≥ 2,

≤


ln(k), if δ = −1,
(k+1)δ+1

δ+1 , if − 1 < δ < 0,
−(τ−1)δ+1

δ+1 , if δ < −1 and τ ≥ 2.

(2.39)

Finally, (2.38) and (2.39) yield (2.37). �

Lemma 2.20. Let {zk}, {r1,k}, and {r2,k} be sequences. Suppose there exists t1 ∈ N+ such
that

zk ≥ 0, (2.40a)
zk+1 ≤ (1 − r1,k)zk + r2,k, (2.40b)

1 > r1,k ≥
a1

(k + t1)δ1
, (2.40c)

r2,k ≤
a2

(k + t1)δ2
, ∀k ∈ N0, (2.40d)

where a1 > 0, a2 > 0, δ1 ∈ [0, 1], and δ2 > δ1 are constants.

(i) If δ1 ∈ (0, 1), then

zk ≤ φ1(k, t1, a1, a2, δ1, δ2, z0), ∀k ∈ N+, (2.41)

where

φ1(k, t1, a1, a2, δ1, δ2, z0) =
1

s1(k + t1)

(
s1(t1)z0 +

[t2 − 1 − t1]+s1(t1 + 1)a2

tδ2
1

)
+

a2

(k + t1 − 1)δ2
+

1(k+t1−1≥t2)( t1+1
t1

)δ2 a2δ2

a1δ1(k + t1)δ2−δ1
, (2.42)

s1(k) = e
a1

1−δ1
k1−δ1

and t2 = d( δ2
a1

)
1

1−δ1 e.

(ii) If δ1 = 1, then

zk ≤ φ2(k, t1, a1, a2, δ2, z0), ∀k ∈ N+, (2.43)
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where

φ2(k, t1, a1, a2, δ2, z0) =
ta1
1 z0

(k + t1)a1
+

a2

(k + t1 − 1)δ2
+

( t1 + 1
t1

)δ2
a2s2(k + t1), (2.44)

and

s2(k) =


1

(a1−δ2+1)kδ2−1 , if a1 − δ2 > −1,
ln(k−1)

ka1 , if a1 − δ2 = −1,
−ta1−δ2+1

1
(a1−δ2+1)ka1 , if a1 − δ2 < −1.

(iii) If δ1 = 0, then

zk ≤ φ3(k, t1, a1, a2, δ2, z0), ∀k ∈ N+, (2.45)

where

φ3(k, t1, a1, a2, δ2, z0)

= a2(1 − a1)k+t1−1
(
[t3 − t1]+s3(t1) + ([t4 − t1]+ − [t3 − t1]+)s3(t4)

)
+ (1 − a1)kz0 +

1(k+t1−1≥t4)2a2

− ln(1 − a1)(k + t1)δ2 (1 − a1)
, (2.46)

s3(k) = 1
kδ2 (1−a1)k , t3 = d −δ2

ln(1−a1) e, and t4 = d −2δ2
ln(1−a1) e.

Proof. This proof is inspired by the proof of Lemma 25 in [217].
From (2.40a)–(2.40c), for any k ∈ N+, it holds that

zk ≤

k−1∏
τ=0

(1 − r1,τ)z0 + r2,k−1 +

k−2∑
l=0

k−1∏
τ=l+1

(1 − r1,τ)r2,l. (2.47)

For any t ∈ [0, 1], it holds that 1 − t ≤ e−t since s4(t) = 1 − t − e−t is a nonincreasing
function in the interval [0, 1] and s4(0) = 0. Thus, for any k > l ≥ 0, it holds that

k−1∏
τ=l

(1 − r1,τ) ≤ e−
∑k−1
τ=l r1,τ . (2.48)

We also have

k−1∑
τ=l

r1,τ ≥

k−1∑
τ=l

a1

(τ + t1)δ1
=

k−1+t1∑
τ=l+t1

a1

τδ1
≥

∫ k+t1

t=l+t1

a1

tδ1
dt

=

 a1
1−δ1

((k + t1)1−δ1 − (l + t1)1−δ1 ), if δ1 ∈ (0, 1),
a1 ln( k+t1

l+t1
), if δ1 = 1,

(2.49)
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where the first inequality holds due to (2.40c) and the second inequality holds since s5(t) =

a1/tδ1 is a decreasing function in the interval [1,+∞).
Hence, (2.48) and (2.49) yield

k−1∏
τ=l

(1 − r1,τ) ≤ e−
∑k−1
τ=l r1,τ ≤

 s1(l+t1)
s1(k+t1) , if δ1 ∈ (0, 1),
(l+t1)a1

(k+t1)a1 , if δ1 = 1.
(2.50)

(i) When δ1 ∈ (0, 1), from (2.50) and (2.40d), we have

k−2∑
l=0

k−1∏
τ=l+1

(1 − r1,τ)r2,l ≤

k−2∑
l=0

s1(l + t1 + 1)
s1(k + t1)

a2

(l + t1)δ2

=
a2

s1(k + t1)

k−2∑
l=0

s1(l + t1 + 1)
(l + t1)δ2

≤
a2

s1(k + t1)

k−2∑
l=0

s1(l + t1 + 1)
( t1

t1+1 l + t1)δ2

=
( t1+1

t1
)δ2 a2

s1(k + t1)

k−2∑
l=0

s1(l + t1 + 1)
(l + t1 + 1)δ2

=
( t1+1

t1
)δ2 a2

s1(k + t1)

k+t1−1∑
l=t1+1

s1(l)
lδ2

=
( t1+1

t1
)δ2 a2

s1(k + t1)

( t2−1∑
l=t1+1

s1(l)
lδ2

+

k+t1−1∑
l=t2

s1(l)
lδ2

)
. (2.51)

We know that s6(t) = s1(t)/tδ2 is a decreasing function in the interval [1, t2 − 1] due to

ds6(t)
dt

=
(
a1 −

δ2

t1−δ1

) s6(t)
tδ1
≤ 0, ∀t ∈

(
0,

(δ2

a1

) 1
1−δ1

]
.

Thus, for any k ∈ [1, t2 − 1], we have

t2−1∑
l=k

s1(l)
lδ2
≤ (t2 − k)

s1(k)
kδ2

. (2.52)

Noting that s6(t) = s1(t)/tδ2 is an increasing function in the interval [t2,+∞), for any
k ≥ t2, we have

k∑
l=t2

s1(l)
lδ2
≤

∫ k+1

t2

s1(t)
tδ2

dt. (2.53)

We have∫ k+1

t2

s1(t)
tδ2

dt =

∫ k+1

t2

1
a1tδ2−δ1

ds1(t)
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=
s1(k + 1)

a1(k + 1)δ2−δ1
−

s1(t2)

a1tδ2−δ1
2

+

∫ k+1

t2

(δ2 − δ1)s1(t)
a1tδ2−δ1+1 dt

≤
s1(k + 1)

a1(k + 1)δ2−δ1
+

∫ k+1

t2

(δ2 − δ1)
a1t1−δ1

s1(t)
tδ2

dt

≤
s1(k + 1)

a1(k + 1)δ2−δ1
+
δ2 − δ1

a1t1−δ1
2

∫ k+1

t2

s1(t)
tδ2

dt

≤
s1(k + 1)

a1(k + 1)δ2−δ1
+
δ2 − δ1

δ2

∫ k+1

t2

s1(t)
tδ2

dt, (2.54)

where the second inequality holds since s7(t) = 1/t1−δ1 is a decreasing function in the
interval [1,+∞); and the last inequality holds due to t1−δ1

2 ≥
δ2
a1

.
From (2.53) and (2.54), for any k ≥ t2, we have

k∑
l=t2

s1(l)
lδ2
≤

∫ k+1

t2

s1(t)
tδ2

dt ≤
δ2s1(k + 1)

a1δ1(k + 1)δ2−δ1
. (2.55)

From (2.51), (2.52), and (2.55), we have

k−2∑
l=0

k−1∏
τ=l+1

(1 − r1,τ)r2,l ≤
( t1+1

t1
)δ2 a2

s1(k + t1)

( [t2 − 1 − t1]+s1(t1 + 1)
(t1 + 1)δ2

+
1(k+t1−1≥t2)δ2s1(k + t1)

a1δ1(k + t1)δ2−δ1

)
.

(2.56)

Then, (2.47), (2.50), and (2.56) yield (2.41).
(ii) When δ1 = 1, from (2.50) and (2.40d), we have

k−2∑
l=0

k−1∏
τ=l+1

(1 − r1,τ)r2,l ≤

k−2∑
l=0

(l + t1 + 1)a1

(k + t1)a1

a2

(l + t1)δ2

≤

k−2∑
l=0

(l + t1 + 1)a1

(k + t1)a1

a2

( t1
t1+1 l + t1)δ2

=
( t1+1

t1
)δ2 a2

(k + t1)a1

k−2∑
l=0

(l + t1 + 1)a1

(l + t1 + 1)δ2

=
( t1+1

t1
)δ2 a2

(k + t1)a1

k+t1−1∑
l=t1+1

la1−δ2 , (2.57)

where the first inequality holds due to (2.50) and (2.40d).
From (2.47), (2.50), (2.57), and (2.37), we have (2.43).

(iii) Denote a = 1−a1. From (2.40c) and δ1 = 0, we know that a1 ∈ (0, 1). Thus, a ∈ (0, 1).
From (2.40a)–(2.40d) and δ1 = 0, for any k ∈ N+, it holds that

zk ≤ (1 − a1)kz0 +

k−1∑
τ=0

(1 − a1)k−1−τr2,τ ≤ akz0 + a2ak+t1−1
k−1∑
τ=0

1
(τ + t1)δ2 aτ+t1

. (2.58)
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We have
k−1∑
τ=0

1
(τ + t1)δ2 aτ+t1

=

k+t1−1∑
τ=t1

1
τδ2 aτ

=

t3−1∑
τ=t1

s3(τ) +

t4−1∑
τ=t3

s3(τ) +

k+t1−1∑
τ=t4

s3(τ). (2.59)

We know that s3(t) = 1/(tδ2 at) is decreasing and increasing in the intervals [1, t3 − 1]
and [t3,+∞), respectively, since

ds3(t)
dt

= −s3(t)
(δ2

t
+ ln(a)

)
≤ 0, ∀t ∈

(
0,
−δ2

ln(a)

]
,

ds3(t)
dt

= −s3(t)
(δ2

t
+ ln(a)

)
≥ 0, ∀t ∈

[ −δ2

ln(a)
,+∞

)
.

Thus, we have
t3−1∑
τ=k1

s3(τ) ≤ (t3 − k1)s3(k1), ∀k1 ∈ [1, t3 − 1], (2.60a)

t4−1∑
τ=k2

s3(τ) ≤ (t4 − k2)s3(t4), ∀k2 ∈ [t3, t4 − 1], (2.60b)

k3∑
τ=t4

s3(τ) ≤
∫ k3+1

t4
s3(t)dt, ∀k3 ≥ t4. (2.60c)

Denote b = 1/a. We have∫ k3+1

t4
s3(t)dt =

∫ k3+1

t4

bt

tδ2
dt =

∫ k3+1

t4

1
ln(b)tδ2

dbt

=
bk3+1

ln(b)(k3 + 1)δ2
−

bt4

ln(b)tδ2
4

+

∫ k3+1

t4

δ2bt

ln(b)tδ2+1 dt

≤
bk3+1

ln(b)(k3 + 1)δ2
+

∫ k3+1

t4

δ2

ln(b)t
s3(t)dt

≤
bk3+1

ln(b)(k3 + 1)δ2
+

δ2

ln(b)t4

∫ k3+1

t4
s3(t)dt

≤
bk3+1

ln(b)(k3 + 1)δ2
+

1
2

∫ k3+1

t4
s3(t)dt, (2.61)

where the last inequality holds due to t4 = d−2δ2/ ln(1 − a1)e ≥ −2δ2/ ln(1 − a1) =

2δ2/ ln(b).
From (2.60c) and (2.61), we have

k3∑
τ=t4

s3(τ) ≤
2

− ln(a)(k3 + 1)δ2 ak3+1 , ∀k3 ≥ t4. (2.62)

From (2.58), (2.59), (2.60a), (2.60b), and (2.62), we get (2.45). �



54 Preliminaries

Lemma 2.21. Let a ∈ (0, 1) be a constant, then

(1 − a)T ≤
k!

(aT )k , ∀k,T ∈ N0. (2.63)

Proof. For any constant a ∈ (0, 1), we have ln(1 − a) ≤ −a. Thus,

(1 − a)T ≤ e−aT , ∀T ∈ N0. (2.64)

For any constant x > 0, we have ex > xk

k! , ∀k ∈ N0. This result together with (2.64)
yields (2.63). �

Lemma 2.22. For any constants θ ∈ [0, 1] and κ ∈ [0, 1), it holds that

(t + 1)κ
(

1
tθ
−

1
(t + 1)θ

)
≤

1
t
, ∀t ∈ N+. (2.65)

Proof. Denote ht(θ) = 1
tθ −

1
(t+1)θ . Then, for any fixed t ∈ N+, maxθ∈[0,1]{ht(θ)} = ht(1) due

to dht(θ)
dθ ≥ 0, ∀θ ∈ [0, 1]. Hence, (t + 1)κht(θ) ≤ (t + 1)κht(1) =

(t+1)κ

t(t+1) ≤
1
t , i.e., (2.65)

holds. �
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Chapter 3

Distributed primal–dual first-order and
ADMM algorithms

This and the following two chapters consider the distributed nonconvex optimization
problem under different information feedback settings. In this chapter, we consider the full-
information feedback setting, i.e., each agent knows the true gradient and even the explicit
expression of its local cost function. We propose three algorithms: a distributed primal–
dual first-order (FO) algorithm, a distributed alternating direction method of multipliers
(ADMM) algorithm, and a distributed linearized ADMM (L-ADMM) algorithm. We show
that each algorithm converges to a stationary point with an O(1/T ) convergence rate if
each local cost function is smooth, where T is the total number of iterations, and to a
global optimum with a linear convergence rate under an additional condition that the global
cost function satisfies the P–Ł condition. This condition is weaker than strong convexity,
which is a standard condition in the literature for proving linear convergence of distributed
optimization algorithms, and the global minimizer is not necessarily unique or finite. The
theoretical results are illustrated by numerical simulations.

This chapter is organized as follows. Section 3.1 gives the background. Section 3.2
presents problem formulation and assumptions. Sections 3.3–3.5 provide the distributed
primal–dual FO algorithm, the distributed ADMM algorithm, and the distributed linearized
ADMM algorithm, respectively, and analyze their convergence properties. Simulations
are given in Section 3.6. Concluding remarks are offered in Section 3.7. To improve the
readability, all the proofs can be found in Section 3.8

3.1 Introduction

In the study of distributed optimization, a standard assumption for proving linear conver-
gence of existing algorithms, such as [68–91], is strong convexity of the cost functions.
Unfortunately, some practical applications, such as least squares, do not have strongly
convex cost functions [156]. This situation has motivated researchers to consider alterna-
tives to strong convexity. There are some results in centralized optimization. For instance,
in [218], the authors derived linear convergence of several centralized first-order algorithms

57



58 Distributed primal–dual first-order and ADMM algorithms

for smooth and constrained optimization problems when cost functions are convex and
satisfy the quadratic functional growth condition; and in [209], the authors showed linear
convergence of centralized gradient algorithms for smooth optimization problems when
cost functions satisfy the P–Ł condition which is weaker than the conditions assumed
in [218].

There also are some results in distributed optimization [204, 219–223]. Specifically,
in [219], the authors proposed the distributed exact first-order algorithm (EXTRA) to solve
the smooth convex optimization and proved linear convergence under the conditions that
the global cost function is restricted strongly convex and the optimal set is a singleton,
which are stronger than the P–Ł condition. The authors of [220, 221] later extended the
results in [219] to directed graphes. In [204], the authors proposed a continuous-time
distributed heavy-ball algorithm with event-triggered communication to solve the smooth
convex optimization and proved exponential convergence under the same conditions as that
assumed in [219]. In [222], the authors established linear convergence of the distributed
primal–dual gradient descent algorithm for solving the smooth convex optimization under
the condition that the primal–dual gradient map is metrically subregular, which is different
from the P–Ł condition but weaker than strong convexity. In [223], the authors proposed
a distributed primal–dual gradient descent algorithm to solve the smooth optimization
problem and established linear convergence under the assumptions that the global cost
function satisfies the restricted secant inequality (RSI) condition and the gradients of each
local cost function at optimal points are the same, which are also stronger than the P–Ł
condition.

Among existing optimization algorithms, ADMM is very effective at numerically
solving many practical convex and nonconvex optimization problems [93,224,225] and has
wide applications in areas such as signal processing [226], power systems [227], optimal
control [228], and computer version [229]. This has motivated researchers to consider
distributed ADMM algorithms. If cost functions are convex, many distributed ADMM
algorithms have been proposed, e.g., [71–73,76,90,230–237]. The convergence property of
these algorithms has also been analyzed, for instance, the O(1/T ) and linear convergence
rates were established in [230, 231, 234] and [71–73, 76, 90, 232], respectively, where T is
the total number of iterations.

However, when cost functions are nonconvex, existing distributed ADMM algorithms
with provable convergence analysis normally require that the communication network is
a star graph, i.e., hub–leaf topology. For instance, the authors of [238–240] proposed
star graph based distributed ADMM algorithms and proved that first-order stationary
points can be found with an O(1/T ) convergence rate when each local cost function is
smooth. One advantage of these algorithms is that they are asynchronous. However, in
addition to the star graph restriction, the algorithms proposed in [238, 239] require that
each leaf agent communicates both primal and dual variables to the hub agent. Moreover,
the algorithm proposed in [240] is based on the standard master–worker architecture.
Specifically, the master (hub agent) executes all of the updatings, while each worker (leaf
agent) only computes the gradient of its own local cost function and sends it to the master.
In other words, all decisions are made by a single agent, the master, which suffers from a
single point of failure, high communication and computation cost, etc. To the best of our
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knowledge, the distributed proximal primal–dual algorithm (Prox-PDA) proposed in [112],
which is a generalization of the distributed ADMM algorithms proposed in [71, 90],
is the only distributed ADMM algorithm with provable convergence analysis to solve
nonconvex optimization problem when communication network is arbitrarily connected.
Through a lower bounded potential function, it was shown that the Prox-PDA algorithm
finds a first-order stationary point with an O(1/T ) convergence rate when each local cost
function is smooth. To the best of our knowledge, there are no results to guarantee a global
optimum can be linearly found by distributed ADMM algorithms when cost functions are
nonconvex.

Noting above, two core theoretical questions with important practical relevance arise.

(Q3.1) As shown in [209], when strong convexity is replaced by the P–Ł condition,
centralized FO algorithms still can linearly find a global optimum. Does this hold
for distributed FO algorithms?

(Q3.2) Are there any distributed ADMM algorithms that not only are suitable for arbitrarily
connected communication networks, but also linearly find a global optimum when
the P–Ł condition holds in addition?

This chapter provides positive answers to the above two questions. We first propose
a distributed primal–dual FO algorithm (Algorithm 3.1) and have the following contribu-
tions.

(C3.1) When each local cost function is smooth, we appropriately chose the algorithm
parameters and construct a Lyapunov function for the proposed algorithm. With
this Lyapunov function, we show in Theorem 3.1 that the proposed distributed FO
algorithm finds a first-order stationary point with an O(1/T ) convergence rate and
that the cost difference between the global optimum and the resulting stationary point
is bounded.

(C3.2) With the same Lyapunov function, we show in Theorem 3.2 that not only the
proposed algorithm can find a global optimum but also the convergence rate is
linear under an additional assumption that the global cost function satisfies the P–Ł
condition, thus (Q3.1) is answered. The P–Ł condition is weaker than the (restrict)
strong convexity condition assumed in [68–74, 76–91, 204, 219–221, 223] since it
does not require convexity and the global minimizer is not necessarily unique. This
condition is also different from the metric subregularity criterion assumed in [222].
In other words, we show that for a larger class of cost functions than strongly convex
functions, the global optimum can be founded linearly by the proposed distributed
algorithm.

Motivated from the classic ADMM algorithm, we then propose a distributed ADMM
algorithm (Algorithm 3.2). We have the following contributions.

(C3.3) The proposed distributed ADMM algorithm is suitable for arbitrarily connected
communication networks, not necessarily a star graph.
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(C3.4) With another Lyapunov function, we show that it has the same theoretical con-
vergence properties as our distributed FO algorithm under the same conditions.
Specifically, we show in Theorems 3.3 and 3.4 that the proposed distributed ADMM
algorithm converges to a first-order stationary point with anO(1/T ) convergence rate
if each local cost function is smooth and to a global optimum with linear convergence
rate when the global cost function satisfies the P–Ł condition in addition, thus (Q3.2)
is answered.

(C3.5) In order to reduce computation burden on each agent from solving an local
optimization problem at each iteration, we also propose a distributed L-ADMM
algorithm (Algorithm 3.3), derived from the proposed distributed ADMM algorithm
by linearizing the local cost function at each iteration. We show in Theorems 3.5
and 3.6 that the proposed distributed L-ADMM algorithm has the same theoretical
convergence properties as the proposed distributed ADMM algorithm under the
same conditions.

Table 3.1 compares this chapter with other algorithms that obtain linear convergence for
distributed optimization. Table 3.2 summarizes the comparison on distributed nonconvex
optimization.

3.2 Distributed nonconvex optimization with full-information
feedback

Consider a network of n agents, each of which has a local cost function fi : Rp → R. All
agents collaborate to solve the optimization problem

min
x∈Rp

f (x) =
1
n

n∑
i=1

fi(x). (3.1)

In this chapter, we consider the full-information feedback setting. In other words, each
agent i knows the true gradient ∇ fi(x) and even the explicit expression of fi(x).

Based on the definitions introduced in Chapter 2, the following assumptions are made.

Assumption 3.1. The communication among agents is described by a weighted undirected
connected graph G.

Assumption 3.2. The set X∗ is nonempty and f ∗ > −∞, where X∗ and f ∗ denote the
optimal set and the minimum function value of the optimization problem (3.1), respectively.

Assumption 3.3. Each local cost function fi(x) is smooth with constant L f > 0.

Assumption 3.4. The global cost function f (x) satisfies the P–Ł condition with constant
ν > 0.

Remark 3.1. Assumptions 3.1–3.3 are common in the literature, e.g., [71, 219]. Assump-
tion 3.4 is weaker than the assumption that the global or each local cost function is
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Table 3.1: Comparison of Chapter 3 to some related distributed optimization algorithms
obtaining linear convergence.

Reference Cost function Communication strategy Communication type

[68] Strongly convex fi, locally Lipschitz ∇2 f Connected undirected, one variable Continuous-time

[69] Strongly convex and smooth fi Connected undirected, one variable Event-triggered

[70–75] Strongly convex and smooth fi Connected undirected, one variable Discrete-time

[76] Strongly convex and smooth fi,
Lipschitz ∇2 f Connected undirected, one variable Discrete-time

[77] Strongly convex and smooth fi
Uniformly jointly strongly connected,

two variables Discrete-time

[78, 79] Strongly convex and smooth fi Connected undirected, three variables Discrete-time

[80–82] Strongly convex and smooth fi Connected undirected, two variables Discrete-time

[83–86] Strongly convex and smooth fi Strongly connected, three variables Discrete-time

[87] Strongly convex and smooth fi
Undirected stochastic graphs with

random failures, two variables Discrete-time

[88] Convex and smooth fi, strongly convex f Connected undirected, four variables Discrete-time

[89] Convex and smooth fi, strongly convex f Uniformly jointly strongly connected,
two variables Discrete-time

[90] Convex and smooth fi, strongly convex f Connected undirected, one variable Discrete-time

[91] Smooth fi, strongly convex f Uniformly jointly strongly connected
with delays, five variables Discrete-time

[219] Convex and smooth fi, restricted strongly
convex f , unique x∗ Connected undirected, one variable Discrete-time

[220, 221]
Convex and smooth fi, restricted strongly

convex f , unique x∗ Strongly connected, two variables Discrete-time

[204] Convex and smooth fi, restricted strongly
convex f , unique x∗ Connected undirected, one variable Event-triggered

[222] Convex and smooth fi, the primal–dual
gradient map is metric subregularity Connected undirected, two variables Discrete-time

[223] Smooth fi, f satisfies the RSI condition,
{∇ fi(x∗)} is a singleton Connected undirected, one variable Discrete-time

[232] Convex fi, unique x∗, ∇2 f (x∗) > 0 Connected undirected, one variable Discrete-time

This
chapter Smooth fi, f satisfies the P–Ł condition Connected undirected, one variable Discrete-time

strongly convex. It should be highlighted that the convexity of the cost functions and the
boundedness of their gradients are not assumed. Moreover, we do not assume that X∗ is a
singleton or finite set either.

Our goal in this chapter is to answer (Q3.1) and (Q3.2), i.e., solve the following
problem.

Problem 3.1. Propose distributed FO and ADMM algorithms for the nonconvex optimiza-
tion problem (3.1) such that the global optimum can be linearly found.
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Table 3.2: Comparison of Chapter 3 to some related distributed nonconvex optimization
algorithms.

Reference Cost function Communication strategy Convergence rate

[111]
Lipschitz and smooth fi, the set of stationary
points is a union of finitely many connected

components, no saddle points

Uniformly jointly strongly
connected, two variables

O(1/T ) to a local
optimum

[110] Lipschitz fi Connected undirected, one variable Asymptotic

[112–
115] Smooth fi Connected undirected, one variable O(1/T )

[117] Smooth fi, Lipschitz ∇2 f , f satisfies the K–Ł
condition, p = 1 Connected undirected, one variable Almost surely to an

SOS solution

[116]
Smooth fi Strongly connected, two variables O(1/T )

Smooth fi, special initialization
Connected undirected or strongly

connected with p = 1, special
weight matrices, two variables

Almost surely to an
SOS solution

This
chapter

Smooth fi
Connected undirected, one variable

O(1/T )

Smooth fi, f satisfies the P–Ł condition Linearly to a global
optimum

3.3 Distributed primal–dual FO algorithm

In this section, we consider the situation that agent i knows the true gradient ∇ fi(x). We
propose a distributed primal–dual FO algorithm to solve the optimization problem (3.1)
and analyze its convergence rates under different conditions.

3.3.1 Algorithm description

In this section, we present the derivation of our proposed algorithm.
For simplicity, denote x = col(x1, . . . , xn), f̃ (x) =

∑n
i=1 fi(xi), and L = L ⊗ Ip, where L

is the Laplacian matrix of the communication graph G. The optimization problem (3.1) is
equivalent to the constrained optimization problem

min
x ∈ Rnp

f̃ (x) =

n∑
i=1

fi(xi)

s.t. xi = x j, ∀i, j ∈ [n].

(3.2)

Noting that the Laplacian matrix L is positive semi-definite and null(L) = {1n} when G is
connected, we know that the optimization problem (3.2) is equivalent to the constrained
optimization problem

min
x ∈ Rnp

f̃ (x)

s.t. L1/2x = 0np.
(3.3)

Here, we use L1/2x = 0np rather than Lx = 0np as the constraint since they are both
equivalent to x = 1n ⊗ x but the first has a particular property which will be discussed in
Remark 3.6.
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Let u ∈ Rnp denote the dual variable, then the augmented Lagrangian function
associated with (3.3) is

A(x,u) = f̃ (x) +
α

2
x>Lx + βu>L1/2x, (3.4)

where α > 0 and β > 0 are the regularization parameters.
Based on the primal–dual gradient method, a distributed FO algorithm to solve (3.3) is

xk+1 = xk − η(αLxk + βL1/2uk + ∇ f̃ (xk)), (3.5a)

uk+1 = uk + ηβL1/2xk, ∀x0, u0 ∈ R
np, (3.5b)

where η > 0 is a fixed stepsize. Denote vk = col(v1,k, . . . , vn,k) = L1/2uk, then the algorithm
(3.5) can be rewritten as

xk+1 = xk − η(αLxk + βvk + ∇ f̃ (xk)), (3.6a)

vk+1 = vk + ηβLxk, ∀x0 ∈ R
np,

n∑
j=1

v j,0 = 0p. (3.6b)

The initialization condition
∑n

j=1 v j,0 = 0p is derived from v0 = L1/2u0, and it is easy to be
satisfied, for example vi,0 = 0p, ∀i ∈ [n] or vi,0 =

∑n
j=1 Li jxi,0, ∀i ∈ [n]. It is straightforward

to verify that the algorithm (3.6) is equivalent to the EXTRA algorithm proposed in [219]
with mixing matrices W = Inp−ηαL and W̃ = Inp−ηαL+η2β2L. Note that the distributed
algorithm (3.6) can also be written agent-wise as

xi,k+1 = xi,k − η
(
α

n∑
j=1

Li jx j,k + βvi,k + ∇ fi(xi,k)
)
, (3.7a)

vi,k+1 = vi,k + ηβ

n∑
j=1

Li jx j,k, ∀xi,0 ∈ R
p,

n∑
j=1

v j,0 = 0p, ∀i ∈ [n]. (3.7b)

We present the distributed primal–dual FO algorithm (3.7) in pseudo-code as Algo-
rithm 3.1.

Remark 3.2. In the literature, various distributed first-order algorithms have been
proposed to solve the nonconvex optimization problem (3.1). For example, the distributed
gradient descent algorithm was proposed in [110, 116]; the distributed gradient track-
ing algorithm was proposed in [116]; and a distributed algorithm based on a novel
approximate filtering-then-predict and tracking (xFILTER) strategy was proposed in [114].
Compared with the proposed distributed algorithm (3.7), these algorithms have some
potential drawbacks. For the distributed gradient algorithm, existing studies, such as
[110,116], only showed that the output of the algorithm converges to a neighborhood of a
stationary point unless additional assumptions, such as the boundedness of the gradients
of cost functions, are assumed. In the distributed gradient tracking algorithm [116], at
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Algorithm 3.1 Distributed Primal–Dual FO Algorithm

1: Input: parameters α > 0, β > 0, and η > 0.
2: Initialize: xi,0 ∈ R

p and vi,0 = 0p, ∀i ∈ [n].
3: for k = 0, 1, . . . do
4: for i = 1, . . . , n in parallel do
5: Broadcast xi,k to Ni and receive x j,k from j ∈ Ni;
6: Update xi,k+1 by (3.7a);
7: Update vi,k+1 by (3.7b).
8: end for
9: end for

10: Output: {xk}.

each iteration each agent i needs to communicate one additional p-dimensional variables
besides the communication of xi,k with its neighbors. The xFILTER algorithm proposed in
[114] is a double-loop algorithm and thus at each iteration it requires more communication
and computation than the proposed distributed algorithm (3.7).

3.3.2 Convergence analysis

In this section, we provide convergence analysis for Algorithm 3.1.

Find stationary points

Let us consider the case when Algorithm 5.1 is able to find stationary points. We have the
following convergence results.

Theorem 3.1. Suppose that Assumptions 3.1–3.3 hold. Let {xk} be the sequence generated
by Algorithm 3.1 with α ∈ (β + κ1, κ2β], β > cβ, and η ∈ (0, cη), where κ1, κ2, cβ, and cη are
constants given in Section 3.8.1. Then, for any T ∈ N+,

1
T

T−1∑
k=0

1
n

n∑
i=1

‖xi,k − x̄k‖
2 = O(

1
T

), (3.8)

1
T

T−1∑
k=0

‖∇ f (x̄k)‖2 = O(
1
T

), (3.9)

f (x̄T ) − f ∗ = O(1), (3.10)

where x̄k = 1
n
∑n

i=1 xi,k.

Proof. The explicit expressions of the right-hand sides of (3.8)–(3.10) and the proof are
given in Section 3.8.1. �

Remark 3.3. This same convergence rate as stated in (3.9) has also been achieved by the
distributed gradient tracking algorithm proposed in [116] and the xFILTER algorithm
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proposed in [114] under the same assumptions on the cost functions. However, as
discussed in Remark 3.2, at each iteration, the distributed gradient tracking algorithm
requires double amount of communication and the xFILTER algorithm requires more
communication as well as more computation.

Find global optima

Let us next consider the case when Algorithm 3.1 finds global optima. We have the
following convergence results.

Theorem 3.2. Suppose that Assumptions 3.1–3.4 hold. Let {xk} be the sequence generated
by Algorithm 3.1 with the same α, β, and η used in Theorem 3.1, then

1
n

n∑
i=1

‖xi,k − x̄k‖
2 + f (x̄k) − f ∗ ≤ ε0ε

k, ∀k ∈ N0, (3.11)

where ε0 > 0 and ε ∈ (0, 1) given in Section 3.8.2.

Proof. The proof is given in Section 3.8.2. �

Remark 3.4. The proofs of Theorems 3.1 and 3.2 are based on the same appropriately
designed Lyapunov function given in Lemma 3.1 in Section 3.8.1. In the literature that
considered distributed nonconvex optimization, e.g., [112–115, 117], the lower bounded
potential functions (which may be negative) are commonly used to analyze the convergence
properties of the proposed algorithms. So the analysis in those studies cannot be extended
to show linear convergence when the P–Ł condition holds since the lower bounded
potential functions may not be Lyapunov functions. In the literature that obtained linear
convergence for distributed optimization, e.g., [68–91, 204, 219–223, 232], the convexity
and/or the uniqueness of the global minimizer are the key in the analysis. So the analysis
in those studies cannot be extended to show linear convergence when strong convexity is
relaxed by the P–Ł condition since the later does not imply convexity of cost functions and
uniqueness of global minimizers.

Remark 3.5. The distributed first-order algorithms proposed in [68–91, 204, 219–223]
also established linear convergence. However, in [68–87], it was assumed that each local
cost function is strongly convex. In [88–90], it was assumed that each local cost function
is convex and the global cost function is strongly convex. In [91], it was assumed that
the global cost function is strongly convex. In [204, 219], it was assumed that each local
cost function is convex, the global cost function is restricted strongly convex, and X∗ is a
singleton. In [220, 221], it was assumed that each local cost function is restricted strongly
convex and the optimal set X∗ is a singleton. In [222], it was assumed that each local cost
function is convex and the primal–dual gradient map is metrically subregular. In [223],
it was assumed that the global cost function satisfies the restricted secant inequality
condition and the gradients of each local cost function at optimal points are the same.
In contrast, the linear convergence result established in Theorem 3.2 only requires that
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the global cost function satisfies the P–Ł condition, but the convexity assumption on cost
functions and the singleton assumption on the optimal set and the set of the gradients
of each local cost function at optimal points are not required. Moreover, it should be
highlighted that when executing Algorithm 3.1 the P–Ł constant ν is not needed. Compared
with some of the aforementioned studies, one potential drawback is that we assume the
communication graph is static and undirected. We leave the extension to time-varying
directed graph for future work.

Remark 3.6. If we use Lx = 0np as the constraint in (3.3), then we could construct an
alternative distributed primal–dual FO algorithm

xi,k+1 = xi,k − η
( n∑

j=1

Li j(αx j,k + βv j,k) + ∇ fi(xi,k)
)
, (3.12a)

vi,k+1 = vi,k + ηβ

n∑
j=1

Li jx j,k, ∀xi,0, vi,0 ∈ R
p. (3.12b)

Similar results as shown in Theorems 3.1 and 3.2 can be obtained. We omit the details due
to the similarity. Different from the requirement that vi,0 = 0p in the algorithm (3.7), vi,0
can be arbitrarily chosen in the algorithm (3.12). In other words, the algorithm (3.12) is
robust to the initial condition vi,0. However, it requires additional communication of v j,k in
(3.12a), compared to (3.7).

3.4 Distributed ADMM algorithm

In this section, we consider the situation that each agent i knows the explicit expression of
fi(x). We propose a distributed ADMM algorithm and analyze its convergence properties
under different conditions.

3.4.1 Algorithm description

Note that the optimization problem (3.1) is equivalent to the constrained problem

min
xi, x0 ∈ R

p

n∑
i=1

fi(xi)

s.t. βxi = βx0, ∀i ∈ [n],

(3.13)

where β > 0 is a constant.
If there exists a virtual agent, denoted as agent 0, which can communicate with all of

the n agents1, then the optimization problem (3.13) can be efficiently solved by the classic
ADMM algorithm [93, 224]. Specifically, the classic ADMM algorithm to solve (3.13) is

x0,k+1 =
1
n

n∑
i=1

(x j,k +
β

γ
v j,k), (3.14a)

1This corresponds to that the communication graph G of the n agents is a star graph.
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xi,k+1 = argmin
x∈Rp

fi(x) + β〈vi,k, x〉 +
γ

2
‖x − x0,k+1‖

2, (3.14b)

vi,k+1 = vi,k +
γ

β
(xi,k+1 − x0,k+1), ∀i ∈ [n], (3.14c)

where γ > 0 is the penalty parameter. It has been shown in [238–240] that the classic
ADMM algorithm (3.14) can find first-order stationary points of the optimization problem
(3.13) with an O(1/k) convergence rate if γ is large enough, β = 1, and Assumptions 3.2
and 3.3 hold. If the communication graph G is a general connected graph, then each agent i
cannot execute (3.14b) and (3.14c) since x0,k+1 is not available in this case. Thus, the classic
ADMM algorithm (3.14) is restricted to a star graph. In order to remove this restriction,
we modify the classic ADMM algorithm (3.14) as follows

xi,k+1 = argmin
x∈Rp

fi(x) + β〈vi,k, x〉 +
γ

2

∥∥∥∥x − xi,k +
α

γ

n∑
j=1

Li jx j,k

∥∥∥∥2
, (3.15a)

vi,k+1 = vi,k +
β

γ

n∑
j=1

Li jx j,k+1, ∀xi,0 ∈ R
p,

n∑
j=1

v j,0 = 0p, ∀i ∈ [n], (3.15b)

where α > 0 is a constant.

Remark 3.7. The intuition of the modification from (3.14) to (3.15) is as follows. When γ
is large enough, then from (3.14a), we know x0,k+1 ≈

1
n
∑n

i=1 x j,k. In multi-agent systems, for
each agent i, 1

n
∑n

i=1 x j,k can be estimated by xi,k −b
∑n

j=1 Li jx j,k with some positive gains b.
Thus, replacing x0,k+1 in (3.14b) by its estimation xi,k −

α
γ

∑n
j=1 Li jx j,k gives (3.15a). Then,

each xi,k+1 is available to each agent i and through communication it is also available to
agent j if j ∈ Ni. Thus, replacing x0,k+1 in (3.14c) by its estimation xi,k+1−

β2

γ2

∑n
j=1 Li jx j,k+1

gives (3.15b). Here, we used different gains α
γ

and β2

γ2 since such a setting facilitates
the convergence analysis. Moreover, the extra initialization condition

∑n
j=1 v j,0 = 0p is

also used to facilitate the convergence analysis. This initialization condition is easy to be
satisfied, for example, vi,0 = 0p, ∀i ∈ [n], or vi,0 =

∑n
j=1 Li jx j,0, ∀i ∈ [n].

Remark 3.8. The objective function in subproblem (3.15a) may be not convex since
each fi is possibly nonconvex. However, if Assumption 3.3 holds and γ > L f , then
from Lemma 2.11, we know that the objective function is strongly convex with convexity
parameter γ − L f > 0. Hence, the subproblem (3.15a) is solvable.

We write the distributed ADMM algorithm (3.15) in pseudo-code as Algorithm 3.2.

3.4.2 Convergence analysis

In this section, we provide convergence analysis for Algorithm 3.2.

Find stationary points

Let us consider the case when Algorithm 3.2 is able to find stationary points. We have the
following convergence results.
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Algorithm 3.2 Distributed ADMM Algorithm

1: Input: constants α > 0, β > 0, and γ > 0.
2: Initialize: xi,0 ∈ R

p and vi,0 = 0p, ∀i ∈ [n].
3: Broadcast xi,0 to Ni and receive x j,0 from j ∈ Ni;
4: for k = 0, 1, . . . do
5: for i = 1, . . . , n in parallel do
6: Update xi,k+1 by (3.15a);
7: Broadcast xi,k+1 to Ni and receive x j,k+1 from j ∈ Ni;
8: Update vi,k+1 by (3.15b).
9: end for

10: end for
11: Output: {xk}.

Theorem 3.3. Suppose Assumptions 3.1–3.3 hold. Let {xk} be the sequence generated by
Algorithm 3.2 with α ∈ ( 1

ρ2(L) (ρ(L)β + χ1), χ2β], β > ĉβ, and γ > ĉγ, where χ1, χ2, ĉβ, and
ĉγ are constants given in Section 3.8.3. Then, for any T ∈ N+,

1
T

T−1∑
k=0

1
n

n∑
i=1

‖xi,k − x̄k‖
2 = O(

1
T

), (3.16)

1
T

T−1∑
k=0

‖∇ f (x̄k)‖2 = O(
1
T

), (3.17)

f (x̄T ) − f ∗ = O(1), (3.18)

where x̄k = 1
n
∑n

i=1 xi,k.

Proof. The explicit expressions of the right-hand sides of (3.16)–(3.18) and the proof are
given in Section 3.8.3. �

Remark 3.9. This same convergence rate as stated in (3.17) has also been achieved by the
Prox-PDA proposed in [112] under the same conditions. Same convergence rate has also
achieved by ADMM algorithms proposed in [117, 238–240]. However, these algorithms
are restricted to a star graph. Moreover, the algorithms proposed in [117,238,239] require
that each leaf agent has to communicate both primal and dual variables to the hub agent,
and the algorithm proposed in [240] is based on the standard master–worker architecture.
Compared with these algorithms, the advantages of Algorithm 3.2 are that it is suitable for
general connected graphs and each agent only needs to communicate the primal variable
with its neighbors, while one potential drawback is that our algorithm is synchronous. It is
unclear how to analyze the convergence rate for the proposed distributed ADMM algorithm
under the asynchronous communication, so we leave this for future studies.

Remark 3.10. The settings on α, β, and γ in Theorem 3.3 are instrumental in the
convergence analysis of Algorithm 3.2. They are just sufficient conditions. In other words,
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the lower bounds for α, β, and γ are not tight. We numerically observed that smaller α,
β, and γ still guarantee the same convergence rate and even lead to faster convergence in
some simulation examples. It remains an open question to analyze the convergence rate
under smaller α, β, and γ.

Find global optima

Let us next consider the case when Algorithm 3.2 finds global optima. We have the
following convergence results.

Theorem 3.4. Suppose Assumptions 3.1–3.4 hold. Let {xk} be the sequence generated by
Algorithm 3.2 with the same α, β, and γ used in Theorem 3.3, then

1
n

n∑
i=1

‖xi,k − x̄k‖
2 + f (x̄k) − f ∗ ≤ ε0ε

k, ∀k ∈ N0, (3.19)

where ε0 > 0 and ε ∈ (0, 1) given in Section 3.8.4.

Proof. The proof is given in Section 3.8.4. �

Remark 3.11. Among existing literature, to the best of our knowledge, the Prox-PDA
algorithm proposed in [112] is the only distributed ADMM algorithm with provable
convergence analysis when cost functions are nonconvex and the communication network
is arbitrarily connected. The proposed distributed ADMM algorithm (3.15) is closely
related to the Prox-PDA algorithm. The key differences between them is on the stepsize
for the dual variable updating, which facilitate us to show explicit convergence rates for
our distributed ADMM algorithm by a appropriately designed Lyapunov function given
in Lemma 3.2, which is modified from the one used in the proofs of Theorems 3.1 and
3.2 given in Lemma 3.1. With this Lyapunov function, we prove Theorems 3.3 and 3.4. In
contrast, a lower bounded potential functions (which may be negative) was used in [112]
to analyze the convergence properties of the Prox-PDA algorithm. So the analysis in [112]
cannot be extended to show linear convergence when the P–Ł condition holds since the
lower bounded potential functions may not be Lyapunov functions.

Remark 3.12. Linear convergence was also established by the distributed ADMM
algorithms proposed in [71, 73, 90, 232]. However, they all assumed that each local cost
function is convex. Moreover, in [71, 73], it was assumed that each local cost function is
strongly convex. In [232], it was assumed that the optimal set X∗ is a singleton and the
global cost function is locally strongly convex. In [90], it was assumed that the global
cost function is strongly convex. In contrast, the linear convergence result established in
Theorem 3.4 only requires that assumption that the global cost function satisfies the P–Ł
condition, but the convexity assumption on cost functions and the singleton assumption on
the optimal set are not required. Compared with the results established in [71,73,90,232],
one potential drawback of our results is that we need to use some global information, such
as the eigenvalues of the Laplacian matrix associated with the communication graph. It is
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unclear how to overcome this drawback. This drawback may be overcome with the studies
on estimating the second smallest eigenvalue (the connectivity) of the Laplacian matrix
associated with the communication graph [241, 242].

3.5 Distributed linearized ADMM algorithm

Same as existing distributed ADMM algorithms, such as [71, 73, 90, 230–233, 235–240],
one potential limitation of Algorithm 3.2 is the requirement that at each iteration each
subproblem (3.15a) needs to be solved exactly, which normally has no explicit solution,
and thus results in high computation burden to each agent. To over come this, in this
section, we propose a distributed linearized ADMM (L-ADMM) algorithm and analyze
its convergence rate under different conditions.

3.5.1 Algorithm description

In this section, we present the modification of (3.15a). The main idea is that instead
of minimizing exactly with respect to x we take an inexact minimization in which the
function fi(x) is replaced by a linearized approximation centered at the current iteration.
Specifically, replacing the function fi(x) with fi(xi,k) + 〈∇ fi(xi,k), x − xi,k〉 in (3.15a) gives
the inexact update for xi,k+1 as follows

xi,k+1 = argmin
x∈Rp

fi(xi,k) + 〈∇ fi(xi,k), x − xi,k〉 + β〈vi,k, x〉 +
γ

2

∥∥∥∥x − xi,k +
α

γ

n∑
j=1

Li jx j,k

∥∥∥∥2
.

(3.20)

Noting that the objective function in the subproblem (3.20) is strongly convex, from
the first-order optimality conditions for convex optimization problems, we can compute
the explicit expression of xi,k+1. Hence, we get the distributed L-ADMM algorithm

xi,k+1 = xi,k −
1
γ

(
α

n∑
j=1

Li jx j,k + βvi,k + ∇ fi(xi,k)
)
, (3.21a)

vi,k+1 = vi,k +
β

γ

n∑
j=1

Li jx j,k+1, ∀xi,0 ∈ R
p,

n∑
j=1

v j,0 = 0p, ∀i ∈ [n], (3.21b)

We write the distributed L-ADMM algorithm (3.21) in pseudo-code as Algorithm 3.3.

Remark 3.13. It is straightforward to see that the distributed L-ADMM algorithm (3.21)
is similar to the distributed primal–dual FO algorithm (3.7). The main difference between
them is the updating of the local dual variable vi,k+1. In (3.21b), {x j,k+1} are used, while in
(3.7b), {x j,k} are used. This difference results in different designs of algorithm parameters
and Lyapunov functions to analyze convergence rates, although they have the same
convergence properties.
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Algorithm 3.3 Distributed L-ADMM Algorithm

1: Input: constants α > 0, β > 0, and γ > 0.
2: Initialize: xi,0 ∈ R

p and vi,0 = 0p, ∀i ∈ [n].
3: Broadcast xi,0 to Ni and receive x j,0 from j ∈ Ni;
4: for k = 0, 1, . . . do
5: for i = 1, . . . , n in parallel do
6: Update xi,k+1 by (3.21a);
7: Broadcast xi,k+1 to Ni and receive x j,k+1 from j ∈ Ni;
8: Update vi,k+1 by (3.21b).
9: end for

10: end for
11: Output: {xk}.

3.5.2 Convergence analysis

In this section, we provide convergence analysis for Algorithm 3.3.

Find stationary points

Similar to Theorems 3.1 and 3.3, we have the following convergence result.

Theorem 3.5. Suppose Assumptions 3.1–3.3 hold. Let {xk} be the sequence generated by
Algorithm 3.3 with α ∈ ( 1

ρ2(L) (ρ(L)β + χ̆1), χ2β], β > c̆β, and γ > c̆γ, where χ̆1, c̆β, and c̆γ
and χ2 are constants given in Sections 3.8.5 and 3.8.3, respectively. Then, for any T ∈ N+,

1
T

T−1∑
k=0

1
n

n∑
i=1

‖xi,k − x̄k‖
2 = O(

1
T

), (3.22)

1
T

T−1∑
k=0

‖∇ f (x̄k)‖2 = O(
1
T

), (3.23)

f (x̄T ) − f ∗ = O(1). (3.24)

Proof. The explicit expressions of the right-hand sides of (3.22)–(3.24) and the proof are
given in Section 3.8.5. �

Remark 3.14. The same convergence rate as stated in (3.23) has also been achieved by the
linearized version of the Prox-PDA algorithm, the distributed proximal gradient primal–
dual algorithm (Prox-GPDA), proposed in [112] under the same conditions.

Find global optima

When Assumption 3.4 also holds, similar to Theorems 3.2 and 3.4 we have the following
results.
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Theorem 3.6. Suppose Assumptions 3.1–3.4 hold. Let {xk} be the sequence generated by
Algorithm 3.3 with the same α, β, and γ used in Theorem 3.5, then

1
n

n∑
i=1

‖xi,k − x̄k‖
2 + f (x̄k) − f ∗ ≤ ε̆0ε̆

k, ∀k ∈ N0, (3.25)

where ε̆0 > 0 and ε̆ ∈ (0, 1) given in Section 3.8.4.

Proof. The proof is given in Section 3.8.6. �

Remark 3.15. Linear convergence was also established by the distributed L-ADMM
algorithm proposed in [72]. However, in [72], it was assumed that each local cost
function is strongly convex, while we assume that the global cost function satisfies the
P–Ł condition, which is much weaker. Same as the analysis in Remark 3.12, compared
with the results established in [72], one potential drawback of our results is that we need
to use some global information, such as the eigenvalues of the Laplacian matrix associated
with the communication graph.

Remark 3.16. By comparing Theorems 3.3 and 3.4 with Theorems 3.5 and 3.6, respec-
tively, we see that, in theory, under the same conditions the distributed L-ADMM algorithm
(3.21) has the same convergence properties as the distributed ADMM algorithm (3.15).
However, in numerical simulations, the distributed ADMM algorithm (3.15) normally
requires less iterations than the distributed L-ADMM algorithm (3.21) to reach the same
error bound at a cost of more computation resource being needed by each agent to solve
the local optimization problem.

3.6 Simulations

3.6.1 Distributed regularized logistic regression

This section evaluates the performance of Algorithm 3.1 in solving the nonconvex
distributed regularized logistic regression problem with each component function fi
described in (1.2), i.e.,

fi(x) =
n
m

mi∑
l=1

(yil log(1 + exp(−x>zil)) + (1 − yil) log(1 + exp(x>zil))) +

p∑
s=1

λµ[x]2
s

1 + µ[x]2
s
.

In this simulation, all settings for cost functions and the communication graph are the same
as those described in [114]. Specifically, n = 20, p = 50, mi = 200, λ = 0.001, and µ = 1.
The graph used in the simulation is the random geometric graph and the graph parameter
is set to be 0.5. We independently and randomly generate nm data points with dimension p
and each agent contains m data points.

We compare Algorithm 3.1 with state-of-the-art algorithms: distributed gradient de-
scent (DGD) with diminishing stepsizes [110,116], distributed gradient tracking algorithm
(DGTA) [80, 116], xFILTER [114], Prox-GPDA [112], and D-GPDA [113]. Figure 3.1
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Figure 3.1: Performance of distributed FO optimization algorithms in the nonconvex
distributed regularized logistic regression problem: Evolutions of mink∈[T ]{‖∇ f (x̄k)‖2 +
1
n
∑n

i=1 ‖xi,k − x̄k‖
2} with respect to the number of communication rounds.

illustrates the evolutions of mink∈[T ]{‖∇ f (x̄k)‖2 + 1
n
∑n

i=1 ‖xi,k − x̄k‖
2} with respect to the

number of communication rounds for these algorithms with the same initial condition. It
can be seen that our primal–dual FO algorithm (Algorithm 3.1) gives the best performance
in general.

3.6.2 Distributed phase retrieval

This section evaluates the performance of Algorithms 3.2 and 3.3 in solving the distributed
phase retrieval problem with each component function fi described in (1.3), i.e.,

fi(x) =
n
m

mi∑
l=1

(y2
il − |b

>
il x|2)2 =

n
m

mi∑
l=1

(y2
il − (x>bR

il)
2 − (x>bI

il)
2)2.

In this simulation, all settings for cost functions and the communication graph are the same
as those described in [243]. Specifically, n = 50, p = 64, and mi = 30. We independently
and randomly generate the vectors bR

il and bI
il such that (bR

il , b
I
il) ∼ N(02p,

1
2 I2p). The scalars

yil are generated by yil = |b>il y0| + εi,l, where y0 = (1, 0, . . . , 0)> and εi,l ∼ N(0, 0.012) are
independent Gaussian noise. The graph used in the simulation is generated by uniformly
randomly sampling n points on S2, and then connecting pairs of points with spherical
distances less than π/4.
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Figure 3.2: Performance of distributed ADMM optimization algorithms in the distributed
phase retrieval problem: Evolutions of mink∈[T ]{‖∇ f (x̄k)‖2 + 1

n
∑n

i=1 ‖xi,k− x̄k‖
2}with respect

to the number of iterations.

We compare Algorithms 3.2 and 3.3 with state-of-the-art algorithms: distributed
gradient tracking algorithm (DGTA) [80, 243], Prox-PDA (which is a distributed ADMM
algorithm) and its linearized version (Prox-GPDA) [112]. Figure 3.2 illustrates the
evolutions of mink∈[T ]{‖∇ f (x̄k)‖2 + 1

n
∑n

i=1 ‖xi,k − x̄k‖
2} with respect to the number of

iterations for these algorithms with the same initial condition. It can be seen that, in this
numerical example, both distributed ADMM algorithms (Algorithms 3.2 and Prox-PDA)
give almost the same performance and are better than the rest algorithms. By comparing
the two distributed L-ADMM algorithms (Algorithm 3.3 and Prox-GPDA), we see that
Algorithm 3.3 converges faster. Moreover, Algorithm 3.3 also converges faster than DGTA.

3.7 Summary

In this chapter, we studied distributed nonconvex optimization with full-information feed-
back. We proposed three distributed algorithms: a distributed primal–dual FO algorithm, a
distributed ADMM algorithm, and a distributed L-ADMM algorithm. We derived their
convergence properties under different conditions. Particularly, linear convergence was
established when the global cost function satisfies the P–Ł condition. This relaxes the
standard strong convexity condition in the literature. Interesting directions for future work
include proving linear convergence rate for larger stepsizes, considering time-varying
graphs, and studying constraints.



3.8. Proofs 75

3.8 Proofs

3.8.1 Proof of Theorem 3.1

Denote Kn = In −
1
n 1n1>n , K = Kn ⊗ Ip, H = 1

n (1n1>n ⊗ Ip), x̄k = 1
n (1>n ⊗ Ip)xk, x̄k = 1n ⊗ x̄k,

gk = ∇ f̃ (xk), ḡk = Hgk, g0
k = ∇ f̃ (x̄k), and ḡ0

k = Hg0
k = 1

n (1n ⊗ ∇ f (x̄k)).
We also denote the following notations.

cβ = max
{ κ1

κ2 − 1
, κ3, κ4

}
, cη = min

{ ε1

ε2
,
ε3

ε4
,
ε5

ε6

}
, κ1 =

1
2ρ2(L)

(2 + 3L2
f ), κ2 > 1,

κ3 =
1
4

(
1 +

(
1 + 8κ2 +

8
ρ2(L)

) 1
2
)
, κ4 =

(
κ2 +

1
ρ2(L)

)
L2

f +
((
κ2 +

1
ρ2(L)

)2
L2

f + 2
) 1

2 L f ,

ε1 = (α − β)ρ2(L) −
1
2

(2 + 3L2
f ), ε2 = β2ρ(L) + (2α2 + β2)ρ2(L) +

5
2

L2
f ,

ε3 = β −
1
2
−

α

2β2 −
1

2βρ2(L)
, ε4 = 2β2 +

1
2
, ε5 =

1
4
−

1
2β

(1
β

+
1

ρ2(L)
+
α

β

)
L2

f ,

ε6 =
1
β2

(
1 +

1
ρ2(L)

+
α

β

)
L2

f +
L f (1 + L f )

2
, ε7 = ηmin

{
ε1 − ηε2, ε3 − ηε4, ε5 − ηε6,

1
4

}
,

ε8 =
α + β

2β
+

1
2ρ2(L)

ε9 = min
{ 1
2ρ(L)

,
α − β

2α

}
.

To prove Theorem 3.1, the following lemma is used, which presents the general
relations of two consecutive outputs of Algorithm 3.1.

Lemma 3.1. Suppose Assumptions 3.1–3.3 hold. Let {xk} be the sequence generated by
Algorithm 3.1 with α > β. Then,

Vk+1 ≤ Vk − ‖xk‖
2
ηk(ε1−ηkε2)K −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

ηk(ε3−ηkε4)K
− ηk(ε5 − ηkε6)‖ ḡk‖

2 −
ηk

4
‖ ḡ0

k‖
2,

(3.26)

where

Vk =

4∑
i=1

Vi,k, V1,k =
1
2
‖xk‖

2
K, V2,k =

1
2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

Q+ α
β K
,

V3,k = x>k K
(
vk +

1
β

g0
k

)
, V4,k = n( f (x̄k) − f ∗) = f̃ (x̄k) − f̃ ∗,

and Q = RΛ−1
1 R> ⊗ Ip with matrices R and Λ−1

1 given in Lemma 2.5.

Proof. We first note that V4,k is well defined due to f ∗ > −∞ as assumed in Assump-
tion 3.2. Thus, Vk is well defined.

Denote v̄k = 1
n (1>n ⊗ Ip)vk. Then, from (3.7b), we know that

v̄k+1 = v̄k. (3.27)
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Then, from (3.27) and
∑n

i=1 vi,0 = 0p, we know that

v̄k = 0p, (3.28)

Then, from (3.28) and (3.7a), we know that

x̄k+1 = x̄k − η ḡk. (3.29)

Noting that ∇ f̃ is Lipschitz-continuous with constant L f > 0 as assumed in Assump-
tion 3.3, we have

‖g0
k − gk‖

2 = ‖∇ f̃ (x̄k) − ∇ f̃ (xk)‖2 ≤ L2
f ‖x̄k − xk‖

2 = L2
f ‖xk‖

2
K. (3.30)

Then, from (3.30) and ρ(H) = 1, we have

‖ ḡ0
k − ḡk‖

2 = ‖H(g0
k − gk)‖2 ≤ ‖g0

k − gk‖
2 ≤ L2

f ‖xk‖
2
K. (3.31)

From ∇ f̃ is Lipschitz-continuous and (3.29), we have

‖g0
k+1 − g0

k‖
2 ≤ L2

f ‖x̄k+1 − x̄k‖
2 = η2L2

f ‖ ḡk‖
2. (3.32)

We have

V1,k+1 =
1
2
‖xk+1‖

2
K =

1
2
‖xk − η(αLxk + βvk + gk)‖2K

=
1
2
‖xk‖

2
K − ηα‖xk‖

2
L +

η2α2

2
‖xk‖

2
L2 − ηβx>k (Inp − ηαL)K

(
vk +

1
β

gk

)
+
η2β2

2

∥∥∥∥vk +
1
β

gk

∥∥∥∥2

K

= V1,k − ‖xk‖
2
ηαL− η2α2

2 L2
− ηβx>k (Inp − ηαL)K

(
vk +

1
β

g0
k +

1
β

gk −
1
β

g0
k

)
+
η2β2

2

∥∥∥∥vk +
1
β

g0
k +

1
β

gk −
1
β

g0
k

∥∥∥∥2

K

≤ V1,k − ‖xk‖
2
ηαL− η2α2

2 L2
− ηβx>k K

(
vk +

1
β

g0
k

)
+
η

2
‖xk‖

2
K +

η

2
‖gk − g0

k‖
2

+
η2α2

2
‖xk‖

2
L2 +

η2β2

2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+
η2α2

2
‖xk‖

2
L2 +

η2

2
‖gk − g0

k‖
2

+ η2β2
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

K
+ η2‖gk − g0

k‖
2

= V1,k − ‖xk‖
2
ηαL− η

2 K− 3η2α2
2 L2

+
η

2
(1 + 3η)‖gk − g0

k‖
2

− ηβx>k K
(
vk +

1
β

g0
k

)
+

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

3η2β2
2 K

(3.33)

≤ V1,k − ‖xk‖
2
ηαL− η

2 K− 3η2α2
2 L2−

η
2 (1+3η)L2

f K
− ηβx>k K

(
vk +

1
β

g0
k

)
+

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

3η2β2
2 K

,

(3.34)
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where the second equality holds due to (3.6a); the third equality holds due toe (2.5); the
first inequality holds due to the Cauchy-Schwarz inequality and ρ(K) = 1; and the last
inequality holds due to (3.30).

We have

V2,k+1 =
1
2

∥∥∥∥vk+1 +
1
β

g0
k+1

∥∥∥∥2

Q+ α
β K

=
1
2

∥∥∥∥vk +
1
β

g0
k + ηβLxk +

1
β

(g0
k+1 − g0

k)
∥∥∥∥2

Q+ α
β K

=
1
2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

Q+ α
β K

+ ηx>k (βK + αL)
(
vk +

1
β

g0
k

)
+ ‖xk‖

2
η2β

2 (βL+αL2)

+
1

2β2 ‖g
0
k+1 − g0

k‖
2
Q+ α

β K +
1
β

(
vk +

1
β

g0
k + ηβLxk

)>(
Q +

α

β
K
)
(g0

k+1 − g0
k)

≤ V2,k + ηx>k (βK + αL)
(
vk +

1
β

g0
k

)
+ ‖xk‖

2
η2β

2 (βL+αL2)

+
1

2β2 ‖g
0
k+1 − g0

k‖
2
Q+ α

β K +
η

2β

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

Q+ α
β K

+
1

2ηβ
‖g0

k+1 − g0
k‖

2
Q+ α

β K

+
η2β2

2
‖Lxk‖

2
Q+ α

β K +
1

2β2 ‖g
0
k+1 − g0

k‖
2
Q+ α

β K

= V2,k + ηx>k (βK + αL)
(
vk +

1
β

g0
k

)
+ ‖xk‖

2
η2β(βL+αL2)

+
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

η
2β (Q+ α

β K)
+

( 1
β2 +

1
2ηβ

)
‖g0

k+1 − g0
k‖

2
Q+ α

β K

≤ V2,k + ηx>k (βK + αL)
(
vk +

1
β

g0
k

)
+ ‖xk‖

2
η2β(βL+αL2)

+
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

η
2β (Q+ α

β K)
+

( 1
β2 +

1
2ηβ

)( 1
ρ2(L)

+
α

β

)
‖g0

k+1 − g0
k‖

2 (3.35)

≤ V2,k + ηx>k (βK + αL)
(
vk +

1
β

g0
k

)
+ ‖xk‖

2
η2β(βL+αL2)

+
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

η
2β (Q+ α

β K)
+ η

( η
β2 +

1
2β

)( 1
ρ2(L)

+
α

β

)
L2

f ‖ ḡk‖
2, (3.36)

where the second equality holds due to (3.6b); the third equality holds due to (2.5) and
(2.7); the first inequality holds due to the Cauchy-Schwarz inequality; the last equality
holds due to (2.5) and (2.7); the second inequality holds due to ρ(Q+ α

β
K) ≤ ρ(Q)+ α

β
ρ(K),

(2.8), ρ(K) = 1; and the last inequality holds due to (3.32).
We have

V3,k+1 = x>k+1K
(
vk+1 +

1
β

g0
k+1

)
= (xk − η(αLxk + βvk + g0

k + gk − g0
k))>K

(
vk +

1
β

g0
k + ηβLxk +

1
β

(g0
k+1 − g0

k)
)

= x>k (K − η(α + ηβ2)L)
(
vk +

1
β

g0
k

)
+ ‖xk‖

2
ηβ(L−ηαL2)
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+
1
β

x>k (K − ηαL)(g0
k+1 − g0

k) − ηβ
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

K
− η

(
vk +

1
β

g0
k

)>
K(g0

k+1 − g0
k)

− η(gk − g0
k)>K

(
vk +

1
β

g0
k + ηβLxk +

1
β

(g0
k+1 − g0

k)
)

≤ x>k (K − ηαL)
(
vk +

1
β

g0
k

)
+
η2β2

2
‖Lxk‖

2 +
η2β2

2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+ ‖xk‖

2
ηβ(L−ηαL2)

+
η

2
‖xk‖

2
K +

( 1
2ηβ2 +

1
2β2

)
‖g0

k+1 − g0
k‖

2 +
η2α2

2
‖Lxk‖

2 − ηβ
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

K

+
η2

2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+

1
2
‖g0

k+1 − g0
k‖

2 +
η

2
‖gk − g0

k‖
2 +

η

2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K

+
η2

2
‖gk − g0

k‖
2 +

η2β2

2
‖Lxk‖

2 +
η2

2
‖gk − g0

k‖
2 +

1
2β2 ‖g

0
k+1 − g0

k‖
2

= x>k (K − ηαL)
(
vk +

1
β

g0
k

)
+
η

2
(1 + 2η)‖gk − g0

k‖
2 + ‖xk‖

2
η(βL+ 1

2 K)+η2( α2
2 −αβ+β2)L2

+
( 1
2ηβ2 +

1
β2 +

1
2

)
‖g0

k+1 − g0
k‖

2 −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(β− 1
2−

η
2−

ηβ2
2 )K

(3.37)

≤ V3,k − ηαx>k L
(
vk +

1
β

g0
k

)
+ ‖xk‖

2
η(βL+ 1

2 K)+η2( α2
2 −αβ+β2)L2+

η
2 (1+2η)L2

f K

+ η
( 1
2β2 +

η

β2 +
η

2

)
L2

f ‖ ḡk‖
2 −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(β− 1
2−

η
2−

ηβ2
2 )K

, (3.38)

where the second equality holds due to (3.6); the third equality holds due to (2.5); the first
inequality holds due to the Cauchy-Schwarz inequality, (2.5), and ρ(K) = 1; and the last
inequality holds due to (3.32) and (3.30).

We have

V4,k+1 = n( f (x̄k) − f ∗) = f̃ (x̄k) − f̃ ∗ + f̃ (x̄k+1) − f̃ (x̄k)

≤ f̃ (x̄k) − f̃ ∗ − η ḡ>k g0
k +

η2L f

2
‖ ḡk‖

2 = V4,k − η ḡ>k ḡ0
k +

η2L f

2
‖ ḡk‖

2

= V4,k −
η

2
ḡ>k ( ḡk + ḡ0

k − ḡk) −
η

2
( ḡk − ḡ0

k + ḡ0
k)> ḡ0

k +
η2L f

2
‖ ḡk‖

2

≤ V4,k −
η

4
‖ ḡk‖

2 +
η

4
‖ ḡ0

k − ḡk‖
2 −

η

4
‖ ḡ0

k‖
2 +

η

4
‖ ḡ0

k − ḡk‖
2 +

η2L f

2
‖ ḡk‖

2

= V4,k −
η

4
(1 − 2ηL f )‖ ḡk‖

2 +
η

2
‖ ḡ0

k − ḡk‖
2 −

η

4
‖ ḡ0

k‖
2 (3.39)

≤ V4,k −
η

4
(1 − 2ηL f )‖ ḡk‖

2 + ‖xk‖
2
η
2 L2

f K −
η

4
‖ ḡ0

k‖
2, (3.40)

where the first inequality holds since that f̃ is smooth, (2.14) and (3.29); the third equality
holds due to ḡ>k g0

k = g>k Hg0
k = g>k HHg0

k = ḡ>k ḡ0
k ; the second inequality holds due to the

Cauchy-Schwarz inequality; and the last inequality holds due to (3.31).
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From (3.34), (3.36), (3.38), and (3.40), we have

Vk+1 ≤ Vk − ‖xk‖
2
ηαL− η

2 K− 3η2α2
2 L2−

η
2 (1+3η)L2

f K
+

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

3η2β2
2 K

+ ‖xk‖
2
η2β(βL+αL2) +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η
2β (Q+ α

β K)
+ η

( η
β2 +

1
2β

)( 1
ρ2(L)

+
α

β

)
L2

f ‖ ḡk‖
2

+ ‖xk‖
2
η(βL+ 1

2 K)+η2( α2
2 −αβ+β2)L2+

η
2 (1+2η)L2

f K
+ η

( 1
2β2 +

η

β2 +
η

2

)
L2

f ‖ ḡk‖
2

− ‖vk +
1
β

g0
k‖

2
η(β− 1

2−
η
2−

ηβ2
2 )K
−
η

4
(1 − 2ηL f )‖ ḡk‖

2 + ‖xk‖
2
η
2 L2

f K −
η

4
‖ ḡ0

k‖
2

= Vk − ‖xk‖
2
ηM1−η2 M2

−

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

ηM3−η2 M4
− η(ε5 − ηε6)‖ ḡk‖

2 −
η

4
‖ ḡ0

k‖
2, (3.41)

where

M1 = (α − β)L −
1
2

(2 + 3L2
f )K, M2 = β2L + (2α2 + β2)L2 +

5
2

L2
f K,

M3 =
(
β −

1
2
−

α

2β2

)
K −

1
2β

Q, M4 =
(
2β2 +

1
2

)
K.

From α > β, (2.6), and (2.8), we have

M1 = (α − β)L −
1
2

(2 + 3L2
f )K ≥ (α − β)ρ2(L)K −

1
2

(2 + 3L2
f )K = ε1K, (3.42)

M2 = β2L + (2α2 + β2)L2 +
5
2

L2
f K ≤ ε2K, (3.43)

M3 =
(
β −

1
2
−

α

2β2

)
K −

1
2β

Q ≥
(
β −

1
2
−

α

2β2

)
K −

1
2βρ2(L)

K = ε3K. (3.44)

From (3.41) and (3.42)–(3.44), we know that (3.26) holds.
�

We are now ready to prove Theorem 3.1.
Denote

V̂k = ‖xk‖
2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+ n( f (x̄k) − f ∗). (3.45)

We know

Vk =
1
2
‖xk‖

2
K +

1
2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

Q+ α
β K

+ x>k K
(
vk +

1
β

g0
k

)
+ V4,k

≥
1
2
‖xk‖

2
K +

1
2

( 1
ρ(L)

+
α

β

)∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
−

β

2α
‖xk‖

2
K −

α

2β

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+ V4,k

≥ ε9

(
‖xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K

)
+ V4,k (3.46)
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≥ ε9V̂k ≥ 0, (3.47)

where the first inequality holds due to (2.8) and the Cauchy-Schwarz inequality; and the
last inequality holds due to 0 < ε9 < 1. Similarly, we have

Vk ≤ ε8V̂k. (3.48)

From β + κ1 < α and κ1 = 1
2ρ2(L) (2 + 3L2

f ), we have

ε1 = (α − β)ρ2(L) −
1
2

(2 + 3L2
f ) > 0. (3.49)

From α ≤ κ2β and β > κ3, we have

ε3 ≥
(
β −

1
2
−
κ2

2β

)
−

1
2βρ2(L)

> 0. (3.50)

From α ≤ κ2β and β > κ4, we have

ε5 =
1
4
−

1
2β

(1
β

+
1

ρ2(L)
+
α

β

)
L2

f ≥
1
4
−

1
2β

(1
β

+
1

ρ2(L)
+ κ2

)
L2

f > 0. (3.51)

From (3.49)–(3.51), and 0 < η < min{ ε1
ε2
, ε3
ε4
, ε5
ε6
}, we have

η(ε1 − ηε2) > 0, (3.52)
η(ε3 − ηε4) > 0, (3.53)
η(ε5 − ηε6) > 0. (3.54)

Then, rom (3.52)–(3.54), we have

ε7 > 0 (3.55)

From (3.26), we have

T∑
k=0

Vk+1 ≤

T∑
k=0

Vk −

T∑
k=0

‖xk‖
2
η(ε1−ηε2)K −

T∑
k=0

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(ε3−ηε4)K

−

T∑
k=0

η(ε5 − ηε6)‖ ḡk‖
2 −

T∑
k=0

η

4
‖ ḡ0

k‖
2. (3.56)

Hence, from (3.56), we have

VT+1 + ε7

T∑
k=0

(
‖xk − x̄k‖

2 +
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

K
+ ‖ ḡk‖

2 + ‖ ḡ0
k‖

2
)
≤ V0. (3.57)

From (3.57), (3.55), and (3.47), we know that∑T
k=0(‖xk − x̄k‖

2 + ‖vk + 1
β

g0
k‖

2
K + ‖ ḡk‖

2 + ‖ ḡ0
k‖

2)

T + 1
≤

V0

ε7(T + 1)
, ∀T ∈ N0, (3.58)
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which yields (3.8) and (3.9).
From (3.57), (3.55), and (3.46), we know that

f (x̄T+1) − f ∗ ≤
V0

n
, ∀T ∈ N0, (3.59)

which gives (3.10).

3.8.2 Proof of Theorem 3.2

In addition to the notations defined in Section 3.8.1, we also denote the following notations.

ε0 =
V0

ε9
, ε = 1 −

ε10

ε8
, ε10 = ηmin

{
ε1 − ηε2, ε3 − ηε4,

ν

2

}
.

From (3.47), we have

‖xk − x̄k‖
2 + n( f (x̄k) − f ∗) = ‖xk‖

2
K + n( f (x̄k) − f ∗) ≤ V̂k ≤

Vk

ε9
. (3.60)

From Assumptions 3.2 and 3.4 as well as (2.16), we have that

‖ ḡ0
k‖

2 = n‖∇ f (x̄k)‖2 ≥ 2νn( f (x̄k) − f ∗). (3.61)

From (3.52) and (3.53), we have

ε10 > 0,
ε10

ε8
> 0. (3.62)

Noting that ε3 < β, ε4 > 2β2, and ε8 >
α+β
2β > 1, we have

0 <
ε10

ε8
≤
η(ε3 − ηε4)

ε8
≤

ε2
3

4ε4ε8
<

1
8
. (3.63)

Then, from (3.26), (3.54), and (3.61), we have

Vk+1 ≤ Vk − V̂kηk min
{
ε1 − ηkε2, ε3 − ηkε4,

ν

2

}
. (3.64)

From (3.64), (3.62), and (3.48), we have

Vk+1 ≤ Vk − ε10V̂k ≤ Vk −
ε10

ε8
Vk. (3.65)

From (3.65) and (3.63), we have

Vk+1 ≤
(
1 −

ε10

ε8

)
Vk ≤

(
1 −

ε10

ε8

)k+1
V0. (3.66)

Hence, (3.66) and (3.60) give

‖xk − x̄k‖
2 + n( f (x̄k) − f ∗) ≤

V0

ε9

(
1 −

ε10

ε8

)k
, ∀k ∈ N0, (3.67)

which yields (3.11).
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3.8.3 Proof of Theorem 3.3

In addition to the notations introduced in Section 3.8.1, we also denote the following
notations.

ĉβ = max
{ χ1

χ2ρ2(L) − ρ(L)
, χ3, χ4

}
, ĉγ = max

{ε4

ε3
,
ε6

ε5
,
ε8 + ε9 + ε10

ε7
,

1
ε15

}
,

χ1 = 2L2
f + 2, χ2 >

ρ(L)
ρ2(L)

, χ3 =
1
4

(
1 +

(
1 + 8χ2 +

8
ρ2(L)

) 1
2
)
,

χ4 =
(
χ2 +

1
ρ2(L)

)
L2

f +
((
χ2 +

1
ρ2(L)

)2
L4

f + 2L2
f

) 1
2
, ε1 =

3
2

+ 2L2
f + βρ(L),

ε2 = (2 + ρ(L2))3L2
f + β2ρ(L) + αβρ(L2), ε3 = αρ2(L) −

1
2
− ε1,

ε4 =
3
2

(3 + ρ(L2))α2ρ(L2) + ε2, ε5 = β −
1
2
−

α

2β2 −
1

2βρ2(L)
,

ε6 =
1
2

(α2 + (7 + 3ρ(L2))β2), ε7 =
1
4
−

1
2β

( 1
ρ2(L)

+
α + 1
β

)
L2

f ,

ε8 =
(1
2

+
1
β2

( 1
ρ2(L)

+
α

β

)
L f

)
L f , ε9 = 3L2

f , ε10 = 3(2 + ρ(L2))L2
f , ε11 =

1
2
−

1
γ
ε1 −

1
γ2 ε2,

ε12 =
1
2

( 1
ρ(L)

+
α

β

)
, ε13 =

1
2

(
ε11 − ε12 + ((ε11 − ε12)2 + 1)

1
2

)
, ε14 =

α + β

2β
+

1
2ρ2(L)

,

ε15 =
1

2ε2

(
− ε1 +

(
ε2

1 + 2 −
1
ε12

) 1
2
)
, ε16 =

1
γ

min
{
ε3 −

1
γ
ε4, ε5 −

1
γ
ε6,

1
4

}
.

To prove Theorem 3.3, the following lemma is used, which presents the general
relations of two consecutive outputs of Algorithm 3.2.

Lemma 3.2. Let {xk} be the sequence generated by Algorithm 3.2. If Assumptions 3.1–3.3
hold and γ > L f , then

Ṽk+1 ≤ Ṽk − ‖xk‖
2
1
γ (ε3−

1
γ ε4)K −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

1
γ (ε5−

1
γ ε6)K

−
1

4γ
‖ ḡ0

k‖
2

−
1
γ

(
ε7 −

1
γ
ε8 −

1
γ2 ε9 −

1
γ3 ε10

)
‖ ḡk+1‖

2, ∀k ∈ N0, (3.68)

where

Ṽk = Vk − ‖xk‖
2
1
γ (ε1+ 1

γ ε2)K, Vk =

4∑
i=1

Vi,k, V1,k =
1
2
‖xk‖

2
K, V2,k =

1
2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

Q+ α
β K
,

V3,k = x>k K
(
vk +

1
β

g0
k

)
, V4,k = n( f (x̄k) − f ∗) = f̃ (x̄k) − f̃ ∗,

and Q = RΛ−1
1 R> ⊗ Ip with matrices R and Λ−1

1 given in Lemma 2.5.
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Proof. Noting γ > L f , from Remark 3.8, we know that the subproblem (3.15a) is solvable
and xi,k+1 is unique. Then noting first order optimality conditions for convex optimization
problems, we know that the algorithm (3.15) can be rewritten as

xi,k+1 = xi,k − η
(
α

n∑
j=1

Li jx j,k + βvi,k + ∇ fi(xi,k+1)
)
, (3.69a)

vi,k+1 = vi,k + ηβ

n∑
j=1

Li jx j,k+1, ∀xi,0 ∈ R
p,

n∑
j=1

v j,0 = 0p, (3.69b)

where η = 1
γ
. We write (3.69) in a compact form

xk+1 = xk − η(αLxk + βvk + gk+1), (3.70a)

vk+1 = vk + ηβLxk+1, ∀x0 ∈ R
np,

n∑
j=1

v j,0 = 0p. (3.70b)

From (3.70), similar to the way to get (3.29), we know that

x̄k+1 = x̄k − η ḡk+1. (3.71)

We have

‖g0
k+1 − g0

k‖
2 = ‖∇ f̃ (x̄k+1) − ∇ f̃ (x̄k)‖2 ≤ L2

f ‖x̄k+1 − x̄k‖
2 = η2L2

f ‖ ḡk+1‖
2, (3.72)

where the first inequality holds since ∇ f̃ is Lipschitz-continuous; and the last equality
holds due to (3.71). Then, we have

‖g0
k − gk+1‖

2 = ‖g0
k − g0

k+1 + g0
k+1 − gk+1‖

2 ≤ 2‖g0
k − g0

k+1‖
2 + 2‖g0

k+1 − gk+1‖
2

≤ 2η2L2
f ‖ ḡk+1‖

2 + 2L2
f ‖xk+1‖

2
K, (3.73)

where the first inequality holds due to the Cauchy-Schwarz inequality; and the last
inequality holds due to (3.30) and (3.72). Then, we have

‖ ḡ0
k − ḡk+1‖

2 = ‖H(g0
k − gk+1)‖2 ≤ ‖g0

k − gk+1‖
2 ≤ 2η2L2

f ‖ ḡk+1‖
2 + 2L2

f ‖xk+1‖
2
K, (3.74)

where the first inequality holds due to ρ(H) = 1; and the last inequality holds due to (3.73).
Then, we have

‖xk+1 − xk‖
2
K = η2‖αLxk + βvk + gk+1‖

2
K = η2‖αLxk + βvk + g0

k + gk+1 − g0
k‖

2
K

≤ 3η2(‖αLxk‖
2 + ‖βvk + g0

k‖
2
K + ‖gk+1 − g0

k‖
2)

≤ 3η2(α2ρ(L2)‖xk‖
2
K + ‖βvk + g0

k‖
2
K + 2η2L2

f ‖ ḡk+1‖
2 + 2L2

f ‖xk+1‖
2
K)

= ‖xk‖
2
3η2α2ρ(L2)K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

3η2β2 K
+ 6η4L2

f ‖ ḡk+1‖
2 + ‖xk+1‖

2
6η2L2

f K, (3.75)
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where the first equality holds due to (3.70a); the first inequality holds due to the Cauchy-
Schwarz inequality, (2.5), and ρ(K) = 1; and the last inequality holds due to (2.6) and
(3.73).

From (3.70a), similar to the way to get (3.33), we have

V1,k+1 ≤ V1,k − ‖xk‖
2
ηαL− η

2 K− 3η2α2
2 L2

+
η

2
(1 + 3η)‖gk+1 − g0

k‖
2

− ηβx>k K
(
vk +

1
β

g0
k

)
+

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

3η2β2
2 K

. (3.76)

Then, from (3.76), the Cauchy-Schwarz inequality, (2.6), and (3.73), we have

V1,k+1 ≤ V1,k − ‖xk‖
2
ηαL− η

2 K− 3η2α2
2 L2

+
η

2
(1 + 3η)‖gk+1 − g0

k‖
2

− ηβ(xk − xk+1 + xk+1)>K
(
vk +

1
β

g0
k

)
+

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

3η2β2
2 K

≤ V1,k − ‖xk‖
2
ηαρ2(L)K− η

2 K− 3η2α2
2 ρ(L2)K

+ ‖xk+1‖
2
η(1+3η)L2

f K + η3(1 + 3η)L2
f ‖ ḡk+1‖

2

− ηβx>k+1K
(
vk +

1
β

g0
k

)
+

1
2
‖xk+1 − xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

2η2β2 K
. (3.77)

From (3.70b), similar to the way to get (3.35), we have

V2,k+1 ≤ V2,k + ηx>k+1(βK + αL)
(
vk +

1
β

g0
k

)
+ ‖xk+1‖

2
η2β(βL+αL2)

+
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

η
2β (Q+ α

β K)
+

( 1
β2 +

1
2ηβ

)( 1
ρ2(L)

+
α

β

)
‖g0

k+1 − g0
k‖

2. (3.78)

Then, from (3.78), (2.6), (2.8), and (3.72), we have

V2,k+1 ≤ V2,k + ηx>k+1(βK + αL)
(
vk +

1
β

g0
k

)
+ ‖xk+1‖

2
η2β(βρ(L)+αρ(L2))K

+
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

η
2β ( 1

ρ2(L) + α
β )K

+ η
( η
β2 +

1
2β

)( 1
ρ2(L)

+
α

β

)
L2

f ‖ ḡk+1‖
2. (3.79)

We have

V3,k+1 = x>k+1K
(
vk+1 +

1
β

g0
k+1

)
= x>k+1K(vk +

1
β

g0
k + ηβLxk+1 +

1
β

(g0
k+1 − g0

k))

= (xk − η(αLxk + βvk + g0
k + gk+1 − g0

k))>K(vk +
1
β

g0
k)

+ x>k+1K
(
ηβLxk+1 +

1
β

(g0
k+1 − g0

k)
)

= x>k (K − ηαL)(vk +
1
β

g0
k) − ηβ

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
− η(gk+1 − g0

k)>K
(
vk +

1
β

g0
k

)
+ ηβx>k+1Lxk+1 +

1
β

x>k+1K(g0
k+1 − g0

k)
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≤ x>k (K − ηαL)
(
vk +

1
β

g0
k

)
− ηβ

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+
η

2
‖gk+1 − g0

k‖
2 +

η

2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K

+ ηβx>k+1Lxk+1 +
η

2
‖xk+1‖

2
K +

1
2ηβ2 ‖g

0
k+1 − g0

k‖
2

≤ x>k K(vk +
1
β

g0
k) − ηα(xk − xk+1 + xk+1)>L

(
vk +

1
β

g0
k

)
−

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(β− 1
2 )K

+ η3L2
f ‖ ḡk+1‖

2 + ηL2
f ‖xk+1‖

2
K + ‖xk+1‖

2
η
2 K+ηβL +

ηL2
f

2β2 ‖ ḡk+1‖
2

≤ V3,k −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(β− 1
2 )K

+
η2α2

2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+
ρ(L2)

2
‖xk − xk+1‖

2
K

− ηαx>k+1L
(
vk +

1
β

g0
k

)
+

(
η3 +

η

2β2

)
L2

f ‖ ḡk+1‖
2 + ‖xk+1‖

2
η( 1

2 +L2
f )K+ηβL

= V3,k − ηαx>k+1L
(
vk +

1
β

g0
k

)
−

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(β− 1
2 )K− η2α2

2 K

+
ρ(L2)

2
‖xk+1 − xk‖

2
K +

(
η3 +

η

2β2

)
L2

f ‖ ḡk+1‖
2 + ‖xk+1‖

2
η( 1

2 +L2
f )K+ηβρ(L)K, (3.80)

where the second equality holds due to (3.70b); the third equality holds due to (3.70a);
the forth equality holds due to (2.5); the first inequality holds due to the Cauchy-Schwarz
inequality, (2.5), and ρ(K) = 1; the second inequality holds due to (3.72) and (3.73); the
third inequality holds due to the Cauchy-Schwarz inequality; and the last inequality holds
due to (2.6).

From f̃ is smooth and (3.71), similar to the way to get (3.39), we have

V4,k+1 ≤ V4,k −
η

4
(1 − 2ηL f )‖ ḡk+1‖

2 +
η

2
‖ ḡ0

k − ḡk+1‖
2 −

η

4
‖ ḡ0

k‖
2. (3.81)

Then, from (3.81) and (3.74), we have

V4,k+1 ≤ V4,k −
η

4
(1 − 2ηL f − 4η2L2

f )‖ ḡk+1‖
2 + ‖xk+1‖

2
ηL2

f K −
η

4
‖ ḡ0

k‖
2. (3.82)

Then, we have

Vk+1 ≤ Vk − ‖xk‖
2
ηαρ2(L)K− η

2 K− 3η2α2
2 ρ(L2)K

+ ‖xk+1‖
2
η(1+3η)L2

f K + η3(1 + 3η)L2
f ‖ ḡk+1‖

2

+
1
2
‖xk+1 − xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

2η2β2 K
+ ‖xk+1‖

2
η2β(βρ(L)+αρ(L2))K

+
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

η
2β ( 1

ρ2(L) K+ α
β K)

+ η
( η
β2 +

1
2β

)( 1
ρ2(L)

+
α

β

)
L2

f ‖ ḡk+1‖
2

−

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(β− 1
2 )K− η2α2

2 K
+
ρ(L2)

2
‖xk+1 − xk‖

2
K + (η3 +

η

2β2 )L2
f ‖ ḡk+1‖

2

+ ‖xk+1‖
2
η( 1

2 +L2
f )K+ηβρ(L)K −

η

4
(1 − 2ηL f − 4η2L2

f )‖ ḡk+1‖
2 + ‖xk+1‖

2
ηL2

f K −
η

4
‖ ḡ0

k‖
2



86 Distributed primal–dual first-order and ADMM algorithms

= Vk − ‖xk‖
2
η(αρ2(L)− 1

2 )K−η2 3α2
2 ρ(L2)K

+ ‖xk+1‖
2
ηε1 K+η2(3L2

f +β
2ρ(L)+αβρ(L2))K

−

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

ηε5 K−η2( α2
2 +2β2)K

+
1 + ρ(L2)

2
‖xk+1 − xk‖

2
K −

η

4
‖ ḡ0

k‖
2

− η(ε7 − ηε8 − 3η2L2
f (1 + η))‖ ḡk+1‖

2

≤ Vk − ‖xk‖
2
η(αρ2(L)− 1

2 )K−η2 3α2
2 ρ(L2)K

+ ‖xk+1‖
2
ηε1 K+η2(3L2

f +β
2ρ(L)+αβρ(L2))K −

η

4
‖ ḡ0

k‖
2

+
1 + ρ(L2)

2

(
‖xk‖

2
3η2α2ρ(L2)K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

3η2β2 K
+ 6η4L2

f ‖ ḡk+1‖
2 + ‖xk+1‖

2
6η2L2

f K

)
−

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

ηε5 K−η2( α2
2 +2β2)K

− η(ε7 − ηε8 − 3η2L2
f (1 + η))‖ ḡk+1‖

2, (3.83)

where the first inequality holds due to (3.77), (3.79), (3.79), and (3.82); and the second
inequality holds due to (3.75).

Combining and rearranging terms in (3.83) gives (3.68). �

We are now ready to prove Theorem 3.3.
From 1

ρ2(L) (ρ(L)β + χ1) < α, we have α
β
> ρ(L)

ρ2(L) ≥ 1. Then, we know ε12 >
1
2 . Thus,

2 − 1
ε12

> 0. Hence,

ε15 > 0. (3.84)

Then, from 0 < η = 1
γ
< ε15, we have 4ε11ε12 > 1. Hence,

1
2
> ε11 − ε13 > 0. (3.85)

From 1
ρ2(L) (ρ(L)β + χ1) < α, we have

ε3 = αρ2(L) − βρ(L) − 2L2
f − 2 > χ1 − 2L2

f − 2 = 0. (3.86)

Hence, from 0 < η < ε3
ε4

and (3.86), we have

η(ε3 − ηε4) > 0. (3.87)

From α ≤ χ2β and β > χ3, we have

ε5 ≥
(
β −

1
2
−
χ2

2β

)
−

1
2βρ2(L)

> 0. (3.88)

Hence, from 0 < η < ε5
ε6

and (3.88), we have

η(ε5 − ηε6) > 0. (3.89)

From (3.87) and (3.89), we have

ε16 > 0. (3.90)
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From α ≤ χ2β and β > χ4, we have

ε7 ≥
1
4
−

1
2β

(1
β

+
1

ρ2(L)
+ χ2

)
L2

f > 0. (3.91)

From χ2 > 1, we have χ3 > 1. Thus, β > 1. Thus, η < ε5
ε6
< 2

7β < 2
7 . Hence, from

0 < η < ε7
ε8+ε9+ε10

and (3.91), we have

η(ε7 − ε8η − ε9η
2 − ε10η

3) > η(ε7 − ε8η − ε9η − ε10η) > 0. (3.92)

Noting that β > χ4 >
√

2L f and 0 < ε5 < β, we know γ > ε6
ε5
> ε6

β
> 7β

2 >
7
√

2L f

2 > L f .
Thus, the conditions needed in Lemma 3.2 are all satisfied. Thus, (3.68) holds.

We know

Ṽk =
(1
2
− ε1η − ε2η

2
)
‖xk‖

2
K +

1
2

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

Q+ α
β K

+ x>k K
(
vk +

1
β

g0
k

)
+ V4,k

≥ ε11‖xk‖
2
K + ε12

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
− ε13‖xk‖

2
K −

1
4ε13

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+ V4,k

= (ε11 − ε13)
(
‖xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K

)
+ V4,k (3.93)

≥ (ε11 − ε13)V̂k ≥ 0, (3.94)

where V̂k is defined in (3.45); the first inequality holds due to (2.8) and the Cauchy-Schwarz
inequality; the second equality holds due to ε11 − ε13 = ε12 −

1
4ε13

; and the last inequality
holds due to (3.85). Similarly, we have

Ṽk ≤ Vk ≤ ε14V̂k. (3.95)

From (3.68), (3.92) and K ≥ 0, we know that

Ṽk+1 ≤ Ṽk − ‖xk‖
2
η(ε1−ε3−η(ε2+ε4))K −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(ε5−ηε6)K
−
η

4
‖ ḡ0

k‖
2

≤ Ṽk − ε16

(
‖xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+ ‖ ḡ0

k‖
2
)
. (3.96)

Then, (3.96) yields

T∑
k=0

Ṽk+1 ≤

T∑
k=0

Ṽk − ε16

T∑
k=0

(
‖xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+ ‖ ḡ0

k‖
2
)
. (3.97)

Then, (3.97) yields

ṼT+1 + ε16

T∑
k=0

(
‖xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
+ ‖ ḡ0

k‖
2
)
≤ Ṽ0. (3.98)
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From (3.98), (3.90), and (3.94) we know that∑T
k=0(‖xk‖

2
K + ‖vk + 1

β
g0

k‖
2
K + ‖ ḡ0

k‖
2)

T + 1
≤

Ṽ0

ε16(T + 1)
, ∀T ∈ N0, (3.99)

which yields (3.16) and (3.17).
From (3.98), (3.85), (3.90), and (3.93) we know that

f (x̄T+1) − f ∗ ≤
Ṽ0

n
, ∀T ∈ N0, (3.100)

which gives (3.18).

3.8.4 Proof of Theorem 3.4

In addition to the notations defined in Sections 3.8.1 and 3.8.3, we also denote the following
notations.

ε0 =
Ṽ0

ε11 − ε13
, ε = 1 −

ε17

ε14
, ε17 =

1
γ

min
{
ε3 −

1
γ
ε4, ε5 −

1
γ
ε6,

ν

2

}
.

From (3.87) and (3.89), we have

ε17 > 0. (3.101)

Then, from (3.92), (3.45), (3.61), (3.101), and (3.95) we have

Ṽk+1 ≤ Ṽk − ε17V̂k ≤ Ṽk −
ε17

ε14
Ṽk. (3.102)

Noting that ε5 < β, ε6 >
7
2β

2, and ε14 >
α+β
2β > 1, we have

0 < ε17 ≤ η(ε5 − ηε6) ≤
ε2

5

4ε6
<

1
14
. (3.103)

From (3.102), (3.94), and (3.103), we have

Ṽk+1 ≤
(
1 −

ε17

ε14

)
Ṽk ≤

(
1 −

ε17

ε14

)k+1
Ṽ0. (3.104)

Hence, from (3.94) and (3.85), we have

‖xk − x̄k‖
2 + n( f (x̄k) − f ∗) = ‖xk‖

2
K + n( f (x̄k) − f ∗) ≤ V̂k ≤

Ṽk

ε11 − ε13
. (3.105)

Hence, (3.104) and (3.105) give

‖xk − x̄k‖
2 + n( f (x̄k) − f ∗) ≤

Ṽ0

ε11 − ε13

(
1 −

ε17

ε14

)k
, ∀k ∈ N0, (3.106)

which yields (3.19).
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3.8.5 Proof of Theorem 3.5

In addition to the notations defined in Sections 3.8.1 and 3.8.3, we also denote the following
notations.

c̆β = max
{ χ̆1

χ2ρ2(L) − ρ(L)
, χ3, χ4

}
, c̆γ = max

{ ε̆4

ε̆3
,
ε6

ε5
,
ε8

ε7
,

1
ε̆15

}
,

χ̆1 =
3
2

L2
f + 1, ε̆11 =

1
2
−

1
γ
ε̆1 −

1
γ2 ε̆2, ε̆13 =

1
2

(
ε̆11 − ε12 + ((ε̆11 − ε12)2 + 1)

1
2

)
,

ε̆15 =
1

2ε̆2

(
− ε̆1 +

(
ε̆2

1 + 2 −
1
ε12

) 1
2
)
, ε̆16 =

1
γ

min
{
ε̆3 −

1
γ
ε̆4, ε5 −

1
γ
ε6,

1
4

}
.

Similar to Lemma 3.2, we have the following lemma, which presents the general
relations of two consecutive outputs of Algorithm 3.3.

Lemma 3.3. Let {xk} be the sequence generated by Algorithm 3.3. If Assumptions 3.1–3.3
hold, then

V̆k+1 ≤ V̆k − ‖xk‖
2
1
γ (ε̆3−

1
γ ε̆4)K −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

1
γ (ε5−

1
γ ε6)K

−
1

4γ
‖ ḡ0

k‖
2 −

1
γ

(
ε7 −

1
γ
ε8

)
‖ ḡk‖

2,

(3.107)

where

V̆k = Vk − ‖xk‖
2
1
γ (ε̆1+ 1

γ ε̆2)K, ε̆1 =
1
2

+ βρ(L), ε̆2 = β2ρ(L) + αβρ(L2),

ε̆3 =
1
2

(2αρ2(L) − 1 − 3L2
f ) − ε̆1, ε̆4 =

3
2

(2 + ρ(L2))(α2ρ(L2) + L2
f ) + ε̆2.

Proof. This proof is similar to the proof of Lemma 3.2 with some modifications.
We rewrite the distributed linearized ADMM algorithm (3.21) into the compact form

xk+1 = xk − η(αLxk + βvk + gk), (3.108a)

vk+1 = vk + ηβLxk+1, ∀x0 ∈ R
np,

n∑
j=1

v j,0 = 0p. (3.108b)

From (3.108), we know that (3.29)–(3.31) still hold. Thus, (3.40) also holds.
From (3.30) and ρ(H) = 1, similar to the way to get (3.75), we have

‖xk+1 − xk‖
2
K ≤ ‖xk‖

2
3η2(α2ρ(L2)+L2

f )K +
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

3η2β2 K
. (3.109)

From (3.108a) and (3.30), similar to the way to get (3.77), we have

V1,k+1 ≤ V1,k − ‖xk‖
2
η
2 (2αρ2(L)−1−L2

f )K− 3η2
2 (α2ρ(L2)+L2

f )K

− ηβx>k+1K
(
vk +

1
β

g0
k

)
+

1
2
‖xk+1 − xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

2η2β2 K
. (3.110)
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From (3.108b) and (3.32), similar to the way to get (3.79), we have

V2,k+1 ≤ V2,k + ηx>k+1(βK + αL)(vk +
1
β

g0
k) + ‖xk+1‖

2
η2β(βρ(L)+αρ(L2))K

+ ‖vk +
1
β

g0
k‖

2
η

2β ( 1
ρ2(L) + α

β )K + η(
η

β2 +
1

2β
)(

1
ρ2(L)

+
α

β
)L2

f ‖ ḡk‖
2. (3.111)

From (3.108), (3.29), (3.30), and (3.32), similar to the way to get (3.80), we have

V3,k+1 ≤ V3,k − ηαx>k+1L(vk +
1
β

g0
k) − ‖vk +

1
β

g0
k‖

2
η(β− 1

2 )K− η2α2
2 K

+
ρ(L2)

2
‖xk+1 − xk‖

2
K + ‖xk‖

2
η
2 L2

f K + ‖xk+1‖
2
η
2 (1+2βρ(L))K +

ηL2
f

2β2 ‖ ḡk‖
2. (3.112)

From (3.109)–(3.112) and (3.40), similar to the way to get (3.68), we know that (3.107)
holds. �

Finally, similar to the way to get (3.99) and (3.100), we have∑T
k=0(‖xk‖

2
K + ‖vk + 1

β
g0

k‖
2
K + ‖ ḡ0

k‖
2)

T + 1
≤

V̆0

ε̆16(T + 1)
, ∀T ∈ N0, (3.113)

f (x̄T+1) − f ∗ ≤
V̆0

n
, ∀T ∈ N0. (3.114)

From (3.113), we have (3.22) and (3.23).
From (3.114), we have (3.24).

3.8.6 Proof of Theorem 3.6

In addition to the notations defined in Sections 3.8.1, 3.8.3, and 3.8.5, we also denote the
following notations.

ε̆0 =
V̆0

ε̆11 − ε̆13
, ε̆ = 1 −

ε̆17

ε14
, ε̆17 =

1
γ

min
{
ε̆3 −

1
γ
ε̆4, ε5 −

1
γ
ε6,

ν

2

}
.

Similar to they way to get (3.106), we have

‖xk − x̄k‖
2 + n( f (x̄k) − f ∗) ≤

V̆0

ε̆11 − ε̆13

(
1 −

ε̆17

ε14

)k
, ∀k ∈ N0, (3.115)

which yields (3.25)



Chapter 4

Distributed primal–dual SGD optimization
algorithm

In this chapter, we consider the distributed nonconvex optimization problem with stochastic
gradient feedback, i.e., each agent is only able to collect stochastic gradients of its local
cost function. We propose a distributed primal–dual stochastic gradient descent (SGD)
algorithm, suitable for arbitrarily connected communication networks and any smooth cost
functions. We show that the proposed algorithm converges to a stationary point with the
linear speedup convergence rate O(1/

√
nT ) for smooth nonconvex cost functions, and to

a global optimum with the linear speedup convergence rate O(1/(nT )) when the global
cost function satisfies the P–Ł condition in addition, where n and T are the number of
agents and the total number of iterations, respectively. We also show that the output of
the proposed algorithm with constant parameters linearly converges to a neighborhood of
a global optimum. We finally demonstrate through numerical simulations the efficiency
of our algorithm in comparison with the baseline centralized SGD and recently proposed
distributed SGD algorithms.

This chapter is organized as follows. Section 4.1 gives the background. Section 4.2
introduces the problem formulation and assumptions. Section 4.3 presents the distributed
primal–dual SGD algorithm and analyzes its convergence properties. Simulations are given
in Section 4.4. Concluding remarks are offered in Section 4.5. To improve the readability,
all the proofs can be found in Section 4.6

4.1 Introduction

In general, SGD algorithms are suitable for scenarios where explicit expressions of the
gradients are unavailable or at least difficult to obtain. For example, in empirical risk
minimization, the actual gradient hass to be calculated from the entire data set, which
results in a heavy computational burden. A stochastic gradient can be calculated from a
randomly selected subset of the data and is often an efficient way to replace the actual
gradient. Other examples when SGD algorithms are suitable include scenarios where data
are arriving sequentially such as in online learning [244].

91
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When the communication network is a star graph, various parallel SGD algorithms
have been proposed. A potential performance bottleneck of such algorithms lies on the
communication burden of the master. To overcome this issue, a promising strand of
research is combining parallel SGD algorithms with communication reduction approaches,
e.g., asynchronous parallel SGD algorithms [245–249], gradient compression based
parallel SGD algorithms [246,250–253], periodic averaging based parallel SGD algorithms
[33, 251, 252, 254–257], and parallel SGD algorithm with dynamic batch sizes [258].
Convergence properties of these algorithms have been analyzed in detail. In particular,
in [33,251,255,258], the linear speedup convergence rate O(1/

√
nT ) has been established

for smooth nonconvex cost functions, where n and T are the number of agents and the total
number of iterations, respectively. In [257,258], the convergence rate has been improved to
O(1/(nT )) when the global cost function satisfies the P–Ł condition, which also achieves a
linear speedup. In addition to the star architecture restriction, aforementioned parallel SGD
algorithms require certain restrictions on the cost functions, such as bounded gradients of
the local cost functions or bounded difference between the gradients of the local and global
cost functions.

Distributed algorithms executed over arbitrarily connected communication networks
have been suggested to overcome communication bottlenecks for parallel SGD algorithms.
Various distributed SGD algorithms have been proposed, e.g., synchronous distributed
SGD algorithms [31, 33, 129, 130], asynchronous distributed SGD algorithms [131, 132],
compression based distributed SGD algorithms [133–136], and periodic averaging based
distributed SGD algorithm [137]. Convergence properties of these algorithms have been
analyzed and the linear speedup convergence rate O(1/

√
nT ) has been established for

smooth nonconvex cost functions in [31, 33, 132, 133, 135–137]. However, similar to
aforementioned parallel SGD algorithms, these distributed algorithms require restrictive
assumptions on the cost functions. In order to remove these restrictions, the authors of [32]
proposed a variant of the distributed SGD algorithm proposed in [31], named D2, in which
each agent stores the stochastic gradient and its local model in last iteration and linearly
combines them with the current stochastic gradient and local model. For this algorithm
the authors established the linear speedup convergence rate O(1/

√
nT ), but they required

that the eigenvalues of the mixing matrix associated with the communication network
are strictly greater than −1/3. The authors of [138, 139] proposed distributed stochastic
gradient tracking algorithms suitable for arbitrarily connected communication networks.
However, these algorithms only achieve an O(1/

√
T ) convergence rate, which is not a

speedup. Moreover, gradient tracking algorithms have the common potential drawback that
in order to track the global gradient, at each iteration each agent needs to communicate one
additional p-dimensional variable with its neighbors. This results in heavy communication
burden when p is large. Note that all aforementioned distributed SGD algorithms converge
to stationary points, which may be local or global optima, or saddle points. None of existing
studies on distributed SGD algorithms consider finding global optima when the global cost
function satisfies some additional properties, such as the P–Ł condition studied for the
parallel algorithms in [257, 258].

Noting above, two core theoretical questions with important practical relevance arise.
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(Q4.1) Are there any distributed SGD algorithms that not only are suitable for arbitrarily
connected communication networks and any smooth cost functions, but also find
stationary points with the linear speedup convergence rate O(1/

√
nT )?

(Q4.2) If the P–Ł condition holds in addition, can the above SGD algorithms find global
optima with the linear speedup convergence rate O(1/(nT ))?

This chapter provides positive answers to the above two questions. More specifically,
the contributions of this chapter are summarized as follows.

(C4.1) We propose a distributed primal–dual SGD algorithm (Algorithm 4.1), which is
suitable for arbitrarily connected communication networks and any smooth (possibly
nonconvex) cost functions.

(C4.2) We show in Corollary 4.1 that our algorithm finds a stationary point with the linear
speedup convergence rate O(1/

√
nT ) for smooth nonconvex cost functions, thus

(Q5.1) is answered. Compared with [31–33, 132, 133, 135–137, 251, 255, 258], we
achieve the same convergence rate but under weaker assumptions related to network
architectures and/or cost functions, and compared with [138, 139], we not only
achieve linear speedup but also just use half communication in each iteration.

(C4.3) We show in Theorem 4.3 that our algorithm finds a global optimum with the linear
speedup convergence rate O(1/(nT )) when the global cost function satisfies the P–
Ł condition, thus (Q5.2) is answered. Compared with [136, 140, 141, 257–259] ,
we achieve the same convergence rate but under weaker assumptions related to
network architectures and/or cost functions, and compared with [129,252,260–264],
we not only establish linear speedup but also relax the strong convexity by the P–Ł
condition.

(C4.4) We show in Theorems 4.4 and 4.5 that the output of our algorithm with constant
parameters linearly converges to a neighborhood of a global optimum when the
global cost function satisfies the P–Ł condition. Compared with [129, 264–267],
which used the strong convexity assumption, we achieve the similar convergence
result under weaker assumptions on the cost function.

Table 4.1 compares this chapter with other SGD optimization algorithms.

4.2 Distributed nonconvex optimization with stochastic gradient
feedback

Consider a network of n agents, each of which has a local cost function fi : Rp → R. All
agents collaborate to solve the optimization problem

min
x∈Rp

f (x) =
1
n

n∑
i=1

fi(x). (4.1)
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Table 4.1: Comparison of Chapter 4 to some related SGD optimization algorithms.

Reference Problem type Extra assumption Communication strategy Communication
rounds Convergence rate

[251] Nonconvex Bounded ‖∇ fi − ∇ f ‖ Star graph, one quantized variable O(n5/4T 3/4) O(1/
√

nT )

[252]
Nonconvex

Identical ∇ fi Star graph, one quantized variable O(T )
O(1/

√
T )

Strongly convex O(1/T )

[255] Nonconvex Bounded ‖∇ fi‖ Star graph, one variable O(n3/4T 3/4) O(1/
√

nT )

Star graph, two variables O(n3/4T 3/4)
[33] Nonconvex Bounded ‖∇ fi − ∇ f ‖

Connected graph, two variables O(T )
O(1/

√
nT )

[257] P–Ł condition Identical ∇ fi Star graph, one variable O((nT )1/3) O(1/(nT ))

Nonconvex O(
√

nT log(T/n)) O(1/
√

nT )
[258]

P–Ł condition

Identical ∇ fi,
exponentially

increasing batch size
Star graph, one variable

O(log(T )) O(1/(nT ))

[129]
Nonconvex

Bounded ‖∇ fi‖ Connected graph, one variable O(T )
O(1/T θ), ∀θ ∈ (0, 0.5)

Strongly convex O(1/T );
linearly to a neighbor

[31] Nonconvex Bounded ‖∇ fi − ∇ f ‖ Connected graph, one variable O(T ) O(1/
√

nT )

[132] Nonconvex Bounded ‖∇ fi − ∇ f ‖ Uniformly jointly strongly
connected digraph, one variable O(T ) O(1/

√
nT )

[133] Nonconvex Bounded ‖∇ fi − ∇ f ‖ Connected graph,
one compressed variable O(T ) O(1/

√
nT )

[135] Nonconvex Bounded ‖∇ fi‖
Strongly connected digraph,

one quantized variable O(T ) O(1/
√

nT )

Nonconvex O(1/
√

nT )
[136]

Strongly convex
Bounded ‖∇ fi‖

Connected graph,
one compressed variable Event-triggered

O(1/(nT ))

[137] Nonconvex Identical ∇ fi Connected graph, one variable O(n3/2
√

T ) O(1/
√

nT )

[32] Nonconvex

The eigenvalues of
the mixing matrix
are strictly greater

than −1/3

Connected graph, one variable O(T ) O(1/
√

nT )

[138, 139] Nonconvex No Connected graph, two variables O(T ) O(1/
√

T )

[259] Strongly convex Bounded ‖∇ fi‖ Star graph, one variable O(
√

T/n) O(1/(nT ))

[140] Strongly convex Bounded ‖∇ fi‖
Connected graph,

one compressed variable O(T ) O(1/(nT ))

[141] Strongly convex No Connected graph, two variables O(T ) O(1/(nT ))

[260] Strongly convex Identical ∇ fi Connected graph, one variable O(T ) O(1/T )

[261] Strongly convex No Connected graph, one variable O(
√

T ) O(1/T )

[262] Strongly convex Bounded ‖∇ fi‖
Uniformly jointly strongly

connected digraph, one variable O(T ) O(1/T )

[263] Strongly convex No Connected graph in expectation,
one variable O(T ) O(1/T )

[264] Strongly convex No Connected graph, one variable O(T ) O(1/T );
linearly to a neighbor

[265] Strongly convex No Connected graph, one variable O(T ) Linearly to a neighbor

[266] Strongly convex No Connected graph, two variables O(T ) Linearly to a neighbor

[267] Strongly convex No Strongly connected digraph,
two variables O(T ) Linearly to a neighbor

Nonconvex O(1/
√

nT )

O(1/(T θ)), ∀θ ∈ (0, 1);
linearly to a neighbor

This
chapter P–Ł condition

No Connected graph, one variable O(T )

O(1/(nT ))
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This is the same as the distributed nonconvex optimization problem (3.1). However, in
this chapter, we consider the case where each agent is only able to collect the stochastic
gradients rather than the actual gradient of its local cost function. Specifically, at each
iteration k and given any x ∈ Rp, each agent i knows gi(x, ξi,k) which is a stochastic
estimation of ∇ fi(x), where ξi,k is a random variable.

Based on the definitions introduced in Chapter 2, the following assumptions are made.

Assumption 4.1. The communication among agents is described by a weighted undirected
connected graph G.

Assumption 4.2. The set X∗ is nonempty and f ∗ > −∞, where X∗ and f ∗ denote the
optimal set and the minimum function value of the optimization problem (4.1), respectively.

Assumption 4.3. Each local cost function fi(x) is smooth with constant L f > 0.

Assumption 4.4. The global cost function f (x) satisfies the P–Ł condition with constant
ν > 0.

Assumption 4.5. The random variables {ξi,k, i ∈ [n], k ∈ N0} are independent of each
other.

Assumption 4.6. The stochastic gradient gi(x, ξi,k) is unbiased, i.e., for all i ∈ [n], k ∈ N0,
and x ∈ Rp,

Eξi,k [gi(x, ξi,k)] = ∇ fi(x). (4.2)

Assumption 4.7. The stochastic gradient gi(x, ξi,k) has bounded variance, i.e., there exists
a constant σ such that for all i ∈ [n], k ∈ N0, and x ∈ Rp,

Eξi,k [‖gi(x, ξi,k) − ∇ fi(x)‖2] ≤ σ2. (4.3)

Remark 4.1. Assumptions 4.5 and 4.6 are standard in the study of using SGD methods
to solve optimization problems. The bounded variance assumption (Assumption 4.7) is
weaker than the bounded second moment (or bounded gradient) assumption made in [129,
130, 135, 136, 140, 143, 245–247, 249, 253, 255, 259, 262]. Moreover, note that we make
no assumption on the boundedness of the deviation between the gradients of local cost
functions. In other words, we do not assume that 1

n
∑n

i=1 ‖∇ fi(x) − ∇ f (x)‖2 is uniformly
bounded, which is commonly done in studies of deep learning, e.g., [31, 33, 131–133, 251,
255]. Also, we do not assume that the mean of each local stochastic gradient is the gradient
of the global cost function, i.e., Eξ[gi(x, ξ)] = ∇ f (x), ∀x ∈ Rp, ∀i ∈ [n], which is commonly
assumed in studies of empirical risk minimization and stochastic optimization, e.g., [134,
137, 248, 250, 252, 254, 256–258, 260].

Our goal in this chapter is to answer (Q4.1) and (Q4.2), i.e., solve the following
problem.

Problem 4.1. Propose a distributed SGD algorithm for the nonconvex optimization
problem (4.1) such that stationary points or global optima can be found at linear speedup
convergence rates.
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Algorithm 4.1 Distributed Primal–Dual SGD Algorithm

1: Input: parameters {αk}, {βk}, {ηk} ⊆ (0,+∞).
2: Initialize: xi,0 ∈ R

p and vi,0 = 0p, ∀i ∈ [n].
3: for k = 0, 1, . . . do
4: for i = 1, . . . , n in parallel do
5: Broadcast xi,k to Ni and receive x j,k from j ∈ Ni;
6: Sample stochastic gradient gi(xi,k, ξi,k);
7: Update xi,k+1 by (4.4a);
8: Update vi,k+1 by (4.4b).
9: end for

10: end for
11: Output: {xk}.

4.3 Distributed primal–dual SGD algorithm

In this section, we propose a distributed SGD algorithm and analyze its convergence
properties.

4.3.1 Algorithm description

Based on the distributed primal–dual FO algorithm (3.7), we propose the distributed
primal–dual SGD algorithm

xi,k+1 = xi,k − ηk

(
αk

n∑
j=1

Li jx j,k + βkvi,k + gu
i,k

)
, (4.4a)

vi,k+1 = vi,k + ηkβk

n∑
j=1

Li jx j,k, ∀xi,0 ∈ R
p, vi,0 = 0p, ∀i ∈ [n], (4.4b)

where ηk > 0 is the stepsize at iteration k, αk > 0 and βk > 0 are the values of the parameters
α and β at iteration k, respectively, gu

i,k = gi(xi,k, ξi,k) is the stochastic gradient of fi at xi,k,
and ξi,k is a random variable.

We present the distributed stochastic gradient primal–dual algorithm (4.4) in pseudo-
code as Algorithm 4.1.

It should be pointed out that {αk}, {βk}, {ηk}, xi,0, vi,0, and vi,1 in Algorithm 4.1 are
deterministic, while {xi,k}k≥1 and {vi,k}k≥2 are random variables generated by Algorithm 4.1.
Let Fk denote the σ-algebra generated by the random variables ξ1,k, . . . , ξn,k and let Fk =⋃k

s=1 Fs. It is straightforward to see that xi,k and vi,k+1, i ∈ [p] depend on Fk−1 and are
independent of Fs for all s ≥ k.

4.3.2 Convergence analysis

In this section, we analyze the convergence rate of Algorithm 4.1.
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Find stationary points

Let us consider the case when Algorithm 4.1 is able to find stationary points. We have the
following convergence results.

Theorem 4.1. Suppose Assumptions 4.1–4.3 and 4.5–4.7 hold. Let {xk} be the sequence
generated by Algorithm 4.1 with

αk = κ1βk, βk = β, ηk =
κ2

βk
, ∀k ∈ N0, (4.5)

where κ1 > c1, κ2 ∈ (0, c2(κ1)), and β ≥ c0(κ1, κ2) with c0(κ1, κ2), c1, c2(κ1) > 0 defined in
Appendix 4.6.2. Then, for any T ∈ N+,

1
T

T−1∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]

= O(
1
T

) + O(
1
β2 ), (4.6a)

1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] = O(
β

κ2T
) + O(

κ2

nβ
) + O(

1
T

) + O(
1
β2 ), (4.6b)

E[ f (x̄T )] − f ∗ = O(1) + O(
T

nβ2 ) + O(
T
β3 ), (4.6c)

where x̄k = 1
n
∑n

i=1 xi,k.

Proof. The explicit expressions of the right-hand sides of (4.6a)–(4.6c) and the proof are
given in Appendix 4.6.2. It should be highlighted that the omitted constants in the first
two terms in the right-hand side of (4.6b) do not depend on any parameters related to the
communication network. �

Noting the right-hand side of (4.6b), the linear speedup in the number of agents can be
established if we set β = κ2

√
T/
√

n, as shown in the following.

Corollary 4.1 (Linear speedup). Under the same assumptions as in Theorem 4.1, let β =

κ2
√

T/
√

n. Then, for any T > max{n(c0(κ1, κ2)/κ2)2, n3},

1
T

T−1∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]

= O(
n
T

), (4.7a)

1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] = O(
1
√

nT
) + O(

n
T

), (4.7b)

E[ f (x̄T )] − f ∗ = O(1). (4.7c)

Remark 4.2. It should be highlighted that the omitted constants in the first term in the
right-hand side of (4.7b) do not depend on any parameters related to the communication
network. The same linear speedup result as in (4.7b) was also established by the
SGD algorithms proposed in [31–33, 132, 133, 135–137, 251, 255, 258]. However, in
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[31, 33, 132, 133, 251], the additional assumption that the deviation between the gradients
of local cost functions is bounded was made; in [135, 136, 255], it was required that each
local stochastic gradient has bounded second moment; in [137, 258], it was assumed that
the mean of each local stochastic gradient is the gradient of the global cost function;
and in [32], it was required that the eigenvalues of the mixing matrix are strictly greater
than −1/3. Moreover, the algorithms proposed in [251, 258] are restricted to a star
graph; the distributed momentum SGD algorithm proposed in [33] requires each agent i
to communicate one additional p-dimensional variable besides the communication of
xi,k with its neighbors at each iteration; and the algorithm proposed in [258] requires
an exponentially increasing batch size, which is not favorable in practice. Under the
same conditions, the well-known O(1/

√
T ) convergence rate, which is not a speedup,

was achieved by the distributed stochastic gradient tracking algorithm proposed in
[138, 139]. Moreover, similar to the distributed momentum SGD algorithm proposed in
[33], one potential drawback of the distributed stochastic gradient tracking algorithms
is that at each iteration each agent needs to communicate one additional variable. The
potential drawbacks of the results stated in Corollary 4.1 are that (i) we do not consider
communication efficiency, which was considered in [133, 135–137, 251, 255, 258]; and
(ii) we use time-invariant undirected graphs rather than directed graphs as considered in
[132,135]. We leave the extension to the time-varying directed graphs with communication
efficiency as future research directions.

Find global optima

Let us next consider cases when Algorithm 4.1 finds global optima. We have the following
global convergence results.

Theorem 4.2. Suppose Assumptions 4.1–4.7 hold. For any given T ≥ (c0(κ1, κ2)/κ2)1/θ, let
{xk, k ∈ [T ]} be the output generated by Algorithm 4.1 with

αk = κ1βk, βk = κ2(T + 1)θ, ηk =
κ2

βk
, ∀k ≤ T, (4.8)

where θ ∈ (0, 1), κ1 > c1, κ2 ∈ (0, c2(κ1)). Then,

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
1

T 2θ ), (4.9a)

E[ f (x̄T ) − f ∗] = O(
1

nT θ
) + O(

1
T 2θ ). (4.9b)

Proof. The explicit expressions of the right-hand sides of (4.9a) and (4.9b), and the proof
are given in Appendix 4.6.3. It should be highlighted that the omitted constants in the
first term in the right-hand side of (4.9b) do not depend on any parameters related to the
communication network. �

From Theorem 4.2, we see that the convergence rate is strictly greater than O(1/(nT )).
In the following we show that the linear speedup convergence rate O(1/(nT )) can be
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achieved if the P–Ł constant ν is known in advance and each f ∗i > −∞, where f ∗i =

minx∈Rp fi(x). The total number of iterations T is not needed.

Theorem 4.3 (Linear speedup). Suppose Assumptions 4.1–4.7 hold, and the P–Ł constant
ν is known in advance, and each f ∗i > −∞. Let {xk} be the sequence generated by
Algorithm 4.1 with

αk = κ1βk, βk = κ0(k + t1), ηk =
κ2

βk
, ∀k ∈ N0, (4.10)

where κ0 ∈ [ĉ0νκ2/4, νκ2/4), κ1 > c1, κ2 ∈ (0, ĉ2(κ1)), and t1 > ĉ3(κ0, κ1, κ2) with ĉ0 ∈ (0, 1)
being a constant, ĉ2(κ1) and ĉ3(κ0, κ1, κ2) defined in Appendix 4.6.4. Then, for any T ∈ N+,

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
1

T 2 ), (4.11a)

E[ f (x̄T ) − f ∗] = O(
1

nT
) + O(

1
T 2 ). (4.11b)

Proof. The explicit expressions of the right-hand sides of (4.11a) and (4.11b), and the
proof are given in Appendix 4.6.4. It should be highlighted that the omitted constants in
the first term in the right-hand side of (4.11b) do not depend on any parameters related to
the communication network. �

Remark 4.3. It has been shown in [143] that O(1/T ) convergence rate is optimal
for centralized strongly convex optimization. This rate has been established by various
distributed SGD algorithms when each local cost function is strongly convex, e.g., [129,
252, 260–264]. In contrast, the linear speedup convergence rate O(1/(nT )) established in
Theorem 4.3 only requires that the global cost function satisfies the P–Ł condition, but
no convexity assumption is required neither on the global cost function nor on the local
cost functions. The SGD algorithms in [136, 140, 141, 257–259] also achieved this linear
speedup convergence rate. However, the algorithms in [257–259] are restricted to a star
graph, while our algorithm is applicable to an arbitrarily connected graph. Moreover,
[257, 258] assumed that the mean of each local stochastic gradient is the gradient of the
global cost function, and T has to be known to choose the algorithm parameters. The
algorithm in [258] furthermore required an exponentially increasing batch size, which is
not favorable in practice. In [259], it was assumed that the global cost function is strongly
convex. In [136, 259], it was assumed that each local stochastic gradient has bounded
second moment. In [136,140,141], it was assumed that each local cost function is strongly
convex. It is one of our future research directions to achieve linear speedup with reduced
communication rounds and communication efficiency for an arbitrarily connected graph.

Theorem 4.3 show that the convergence rate to a global optimum is sublinear when
we allow the algorithm parameters to be time-varying. The following theorem establishes
that the output of Algorithm 4.1 with constant algorithm parameters linearly converges to
a neighborhood of a global optimum.
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Theorem 4.4. Suppose Assumptions 4.1–4.7 hold. Let {xk} be the sequence generated by
Algorithm 4.1 with

αk = α = κ1β, βk = β, ηk = η =
κ2

β
, ∀k ∈ N0, (4.12)

where κ1 > c1, κ2 ∈ (0, c2(κ1)), and β ≥ c0(κ1, κ2) with c0(κ1, κ2), c1, c2(κ1) > 0 defined in
Appendix 4.6.2. Then,

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2 + f (x̄k) − f ∗

]
≤ (1 − ηε)kc4 + c5ησ

2, ∀k ∈ N+, (4.13)

where ε ∈ (0, 1/η), c4, c5 > 0 are constants defined in Appendix 4.6.5.

Proof. The proof is given in Appendix 4.6.5. �

Remark 4.4. It should be highlighted that we do not need to know the P–Ł constant ν
in advance. Similar convergence result as stated in (4.13) was achieved by the distributed
SGD algorithms proposed in [129, 264–267] when each local cost function is strongly
convex, which obviously is stronger than the P–Ł condition assumed in Theorem 4.4. In
addition to the strong convexity condition, in [129], it was also assumed that each local
cost function is Lipschitz-continuous. Some information related to the Lyapunov function
and global parameters, which may be difficult to get, were furthermore needed to design
the stepsize. Moreover, in [264–267], the strong convexity constant was needed to design
the stepsize and in [266, 267], a p-dimensional auxiliary variable, which is used to track
the global gradient, was communicated between agents. The potential drawbacks of the
results stated in Theorem 4.4 are that (i) we use undirected graphs rather than directed
graphs as considered in [267]; and (ii) we do not analyze the robustness level to gradient
noise as [264] did. We leave the extension to the (time-varying) directed graphs and the
robustness level analysis as future research directions.

The unbiased assumption, i.e., Assumption 4.6, can be removed, as shown in the
following.

Theorem 4.5 (Biased SGD). Suppose Assumptions 4.1–4.5 and 4.7 hold. Let {xk} be the
sequence generated by Algorithm 4.1 with

αk = α = κ1β, βk = β, ηk = η =
κ2

β
, ∀k ∈ N0, (4.14)

where κ1 > c1, κ2 ∈ (0, c2(κ1)), and β ≥ c̆0(κ1, κ2) with c̆0(κ1, κ2) > 0 and c1, c2(κ1) > 0
defined in Appendices 4.6.6 and 4.6.2, respectively. Then,

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2 + f (x̄k) − f ∗

]
≤ (1 − ηε)kc4 + c̆5σ

2, ∀k ∈ N+, (4.15)

where ε ∈ (0, 1/η), c4 > 0 and c̆5 > 0 are constants defined in Appendices 4.6.5 and 4.6.6,
respectively.
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Figure 4.1: Communication network in NN experiment.

Proof. The proof is given in Appendix 4.6.6. �

Remark 4.5. By comparing (4.13) with (4.15), we can see that no matter the unbiased
assumption holds or not, the output of Algorithm 4.1 with constant algorithm parameters
linearly converges to a neighborhood of a global optimum, but the size of neighborhood is
different. Specifically, in (4.13) the size of neighborhood is in an order of O(η), while it is
O(1) in (4.15).

4.4 Simulations

In this section, we evaluate the performance of the proposed distributed primal–dual SGD
algorithm through numerical simulations.

4.4.1 Training of neural networks

We consider the training of neural networks (NN) for image classification tasks of the
database MNIST [268]. The same NN is adopted as in [130] for each agent and the
communication graph is generated randomly. The communication network is shown in
Figure 4.1 and the corresponding Laplacian matrix L is given in (4.16). The corresponding
mixing matrix W is constructed by metropolis weight, which is given in (4.17).

We compare our proposed distributed primal–dual SGD algorithm with time-varying
and fixed parameters (DPD-SGD-T and DPD-SGD-F) with state-of-the-art algorithms:
distributed momentum SGD algorithm (DM-SGD) [33], distributed SGD algorithm (D-
SGD-1) [31, 129], distributed SGD algorithm (D-SGD-2) [130], D2 [32], distributed
stochastic gradient tracking algorithm (D-SGT-1) [138,267], distributed stochastic gradient
tracking algorithm (D-SGT-2) [139, 266], and the baseline centralized SGD algorithm (C-
SGD). We list all the parameters1 we choose in the NN experiment for each algorithm in
Table 4.2.

1Note: the parameter names are different in each reference.
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L =



1 −1 0 0 0 0 0 0 0 0
−1 3 −1 −1 0 0 0 0 0 0
0 −1 3 −1 0 0 −1 0 0 0
0 −1 −1 4 −1 −1 0 0 0 0
0 0 0 −1 2 −1 0 0 0 0
0 0 0 −1 −1 2 0 0 0 0
0 0 −1 0 0 0 2 −1 0 0
0 0 0 0 0 0 −1 2 −1 0
0 0 0 0 0 0 0 −1 2 −1
0 0 0 0 0 0 0 0 −1 1



. (4.16)

W =



3/4 1/4 0 0 0 0 0 0 0 0
1/4 3/10 1/4 1/5 0 0 0 0 0 0
0 1/4 3/10 1/5 0 0 1/4 0 0 0
0 1/5 1/5 1/5 1/5 1/5 0 0 0 0
0 0 0 1/5 7/15 1/3 0 0 0 0
0 0 0 1/5 1/3 7/15 0 0 0 0
0 0 1/4 0 0 0 5/12 1/3 0 0
0 0 0 0 0 0 1/3 1/3 1/3 0
0 0 0 0 0 0 0 1/3 1/3 1/3
0 0 0 0 0 0 0 0 1/3 2/3



. (4.17)

Table 4.2: Parameters in each algorithm in the NN experiment.

Algorithm ηk αk βk

DPD-SGD-T 0.08/k10−5
4k10−5

3k10−5

DPD-SGD-F 0.03 5 20

DM-SGD [33] 0.1 7 0.8

D-SGD-1 [31, 129] 0.1 7 7

D-SGD-2 [130] 7 0.1/(10−5k + 1) 0.2/(10−5k + 1)0.3

D2 [32] 0.01 7 7

D-SGT-1 [138, 267] 0.01 7 7

D-SGT-2 [139, 266] 0.01 7 7

C-SGD 0.1 7 7
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Figure 4.2: Performance of SGD optimization algorithms in the NN experiment:
Evolutions of empirical risk.

We demonstrate the result in terms of the empirical risk loss [269], which is given as

R(z) = −
1
n

n∑
i=1

1
mn

mn∑
j=1

9∑
k=0

(tk ln yk(x, z) + (1 − tk) ln(1 − yk(x, z)))

where mn indicates the size of data set for each agent, tk denotes the target (ground truth)
of digit k corresponding to a single image, x is a single image input, z = (z(1), z(2)) with
z(1) and z(2) being the weights in the 2 layers separately, and yk ∈ [0, 1] is the output which
expresses the probability of digit k = 0, . . . , 9. The mapping from input to output is given
as:

yk(x, z) = σ

 50∑
j=0

z(2)
k, jσ

28×28∑
i=0

z(1)
j,i xi


 ,

where σ(s) = 1
1+exp(−s) is the sigmoid function.

Figure 4.2 shows that the proposed distributed primal–dual SGD algorithm with time-
varying parameters converges almost as fast as the distributed SGD algorithm in [31, 129]
and faster than the distributed SGD algorithms in [32, 130, 138, 139, 266, 267] and the
centralized SGD algorithm. Note that our algorithm converges slower than the distributed
momentum SGD algorithm [33]. This is reasonable since that algorithm is an accelerated
algorithm with extra requirement on the cost functions, i.e., the deviations between the
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gradients of local cost functions is bounded, and it requires each agent to communicate
two p-dimensional variables with its neighbors at each iteration. The slope of the curves
are however almost the same. The accuracy of each algorithm is given in Table 4.3. We can
see that the proposed distributed primal–dual SGD algorithm with time-varying parameters
has almost the same accuracy as the distributed momentum SGD algorithm [33], which is
better than other algorithms.

Table 4.3: Accuracy of each algorithm in the NN experiment.

Algorithm Accuracy

DPD-SGD-T 93.04%

DPD-SGD-F 92.76%

DM-SGD [33] 93.44%

D-SGD-1 [31, 129] 92.96%

D-SGD-2 [130] 92.88%

D2 [32] 90.44%

D-SGT-1 [138, 267] 92.88%

D-SGT-2 [139, 266] 92.96%

C-SGD 93%

4.4.2 Training of convolutional neural networks

Let us consider the training of convolutional neural networks (CNNs). We build a CNN
model for each agent with five 3×3 convolutional layers using ReLU as activation function,
one average pooling layer with filters of size 2×2, one sigmoid layer with dimension 360,
another sigmoid layer with dimension 60, one softmax layer with dimension 10. In this
experiment, we use the whole MNIST data set. We use the same communication graph as
in above NN experiment. Each agent is assigned 6000 data points randomly. We set the
batch size as 20, which means at each iteration, 20 data points are chosen by the agent to
update the gradient, which is also following a uniform distribution. For each algorithm, we
do 10 epochs to train the CNN model.

We compare our algorithms DPD-SGD-T and DPD-SGD-F with the fastest one above:
DM-SGD, D-SGD-1, and C-SGD. We list all the parameters we choose in the CNN
experiment for each algorithm in Table 4.4.

We demonstrate the training loss and the test accuracy of each algorithm in Fig-
ures 4.3 (a) and (b), respective. Here we use Categorical Cross-Entropy loss, which is
a softmax activation plus a Cross-Entropy loss. We can see that our algorithms perform
almost the same as the DM-SGD algorithm and better than the D-SGD-1 and the
centralized C-SGD algorithms. The accuracy of each algorithm is given in Table 4.5.
We can see that the proposed distributed primal–dual SGD algorithm with time-varying
parameters has the best accuracy than other algorithms.
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Figure 4.3: Performance of SGD optimization algorithms in the CNN experiment.
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Table 4.4: Parameters in each algorithm in the CNN experiment.

Algorithm ηk αk βk

DPD-SGD-T 0.5/k10−5
0.5k10−5

0.1k10−5

DPD-SGD-F 0.5 0.5 0.1

DM-SGD [33] 0.1 7 0.8

D-SGD [31, 129] 0.1 7 7

C-SGD 0.1 7 7

Table 4.5: Accuracy of each algorithm in the CNN experiment.

Algorithm Accuracy

DPD-SGD-T 94.75%

DPD-SGD-F 93.17%

DM-SGD [33] 94.29%

D-SGD [31, 129] 92.96%

C-SGD 89.91%

4.5 Summary

In this chapter, we studied the distributed nonconvex optimization problem with stochastic
gradient information feedback. We proposed a distributed primal–dual SGD algorithm
and derived its convergence rate. More specifically, the linear speedup convergence
rate O(1/

√
nT ) was established for smooth nonconvex cost functions under arbitrarily

connected communication networks. The convergence rate was improved to the linear
speedup convergence rate O(1/(nT )) when the global cost function additionally satisfies
the P–Ł condition. It was also shown that the output of the proposed algorithm with
constant parameters linearly converges to a neighborhood of a global optimum. Interesting
directions for future work include achieving linear speedup under the P–Ł condition while
considering communication reduction.

4.6 Proofs

4.6.1 Notations and useful lemmas

Denote Kn = In −
1
n 1n1>n , K = Kn ⊗ Ip, H = 1

n (1n1>n ⊗ Ip), x̄k = 1
n (1>n ⊗ Ip)xk, x̄k = 1n ⊗ x̄k,

gk = ∇ f̃ (xk), ḡk = Hgk, g0
k = ∇ f̃ (x̄k), ḡ0

k = Hg0
k = 1

n (1n⊗∇ f (x̄k)), gu
k = col(gu

1,k, . . . , g
u
n,k),

and ḡu
k = Hgu

k .
The distributed SGD algorithm can be rewritten as

xk+1 = xk − ηk(αk Lxk + βkvk + gu
k), (4.18a)
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vk+1 = vk + ηkβk Lxk, ∀x0 ∈ R
np,

n∑
j=1

v j,0 = 0p. (4.18b)

Lemma 4.1. Suppose Assumptions 4.1, 4.3, and 4.5–4.7 hold. Then the following holds
for Algorithm 4.1

EFk [W1,k+1] ≤ W1,k − ‖xk‖
2
ηkαk L− 1

2 ηk K− 3
2 η

2
kα

2
k L2− 1

2 ηk(1+5ηk)L2
f K

− ηkβk x>k K
(
vk +

1
βk

g0
k

)
+

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

3
2 η

2
kβ

2
k K

+ 2nσ2η2
k , (4.19)

where W1,k = 1
2‖xk‖

2
K.

Proof. Noting that ∇ f̃ is Lipschitz-continuous with constant L f > 0 since Assumption 4.3
is satisfied, we have that

‖g0
k − gk‖

2 ≤ L2
f ‖x̄k − xk‖

2 = L2
f ‖xk‖

2
K. (4.20)

From Assumptions 4.5–4.7, we know that

EFk [gu
k] = gk, (4.21a)

EFk [‖g
u
k − gk‖

2] ≤ nσ2. (4.21b)

From (4.20), (4.21b), and the Cauchy-Schwarz inequality, we have

EFk [‖g
0
k − gu

k‖
2] = EFk [‖g

0
k − gk + gk − gu

k‖
2]

≤ 2‖g0
k − gk‖

2 + 2EUk [‖gk − gu
k‖

2] ≤ 2L2
f ‖xk‖

2
K + 2nσ2. (4.22)

We have

EFk [W1,k+1] = EFk

[1
2
‖xk+1‖

2
K

]
= EFk

[1
2
‖xk − ηk(αk Lxk + βkvk + gu

k)‖2K
]

= EFk

[1
2
‖xk‖

2
K − ηkαk‖xk‖

2
L +

1
2
η2

kα
2
k‖xk‖

2
L2 +

1
2
η2

kβ
2
k

∥∥∥∥vk +
1
βk

gu
k

∥∥∥∥2

K

− ηkβk x>k (Inp − ηkαk L)K
(
vk +

1
βk

gu
k

)]
=

1
2
‖xk‖

2
K − ‖xk‖

2
ηkαk L− 1

2 η
2
kα

2
k L2 +

1
2
η2

kβ
2
kEFk

[∥∥∥∥vk +
1
βk

g0
k +

1
βk

gu
k −

1
βk

g0
k

∥∥∥∥2

K

]
− ηkβk x>k (Inp − ηkαk L)K

(
vk +

1
βk

g0
k +

1
βk

gk −
1
βk

g0
k

)
≤ W1,k − ‖xk‖

2
ηkαk L− 1

2 η
2
kα

2
k L2 + η2

kβ
2
k

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ η2

kEFk [‖g
u
k − g0

k‖
2]

− ηkβk x>k K
(
vk +

1
βk

g0
k

)
+
ηk

2
‖xk‖

2
K +

ηk

2
‖gk − g0

k‖
2
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+
1
2
η2

kα
2
k‖xk‖

2
L2 +

1
2
η2

kβ
2
k

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+

1
2
η2

kα
2
k‖xk‖

2
L2 +

1
2
η2

k‖gk − g0
k‖

2

= W1,k − ‖xk‖
2
ηkαk L− 1

2 ηk K− 3
2 η

2
kα

2
k L2 +

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

3
2 η

2
kβ

2
k K

+ η2
kEFk [‖g

u
k − g0

k‖
2]

+
ηk

2
(1 + ηk)‖gk − g0

k‖
2 − ηkβk x>k K

(
vk +

1
βk

g0
k

)
, (4.23)

where the second equality holds due to (4.18a); the third equality holds due to (2.5) in
Lemma 2.5; the fourth equality holds since xk and vk are independent of Fk and (4.21a);
and the inequality holds due to the Cauchy-Schwarz inequality and ρ(K) = 1.

Then, from (4.20), (4.22), and (4.23), we have (4.19). �

Lemma 4.2. Suppose Assumptions 4.1 and 4.3 hold, and {βk} is nondecreasing. Then the
following holds for Algorithm 4.1

W2,k+1 ≤ W2,k + (1 + ωk)ηkβk x>k (K + κ1L)
(
vk +

1
βk

g0
k

)
+

1
2

( 1
ρ2(L)

+ κ1

)
(ωk + ω2

k)‖g0
k+1‖

2

+
1
2

(ηk + ωk + ηkωk)
( 1
ρ2(L)

+ κ1

)∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ ‖xk‖

2
(1+ωk)η2

kβ
2
k (L+κ1 L2)

+
ηk

β2
k

(
ηk +

1
2

)
(1 + ωk)

( 1
ρ2(L)

+ κ1

)
L2

f ‖ ḡ
u
k‖

2, (4.24)

where W2,k = 1
2‖vk + 1

βk
g0

k‖
2
Q+κ1 K, Q = RΛ−1

1 R> ⊗ Ip with matrices R and Λ−1
1 given in

Lemma 2.5, ωk = 1
βk
− 1

βk+1
, and κ1 > 0 is a constant.

Proof. Denote v̄k = 1
n (1>n ⊗ Ip)vk. Then, from (4.18b), we know that

v̄k+1 = v̄k. (4.25)

Then, from (4.25) and
∑n

i=1 vi,0 = 0p, we know that

v̄k = 0p. (4.26)

Then, from (4.26) and (4.18a), we know that

x̄k+1 = x̄k − ηk ḡu
k . (4.27)

Since ∇ f̃ is Lipschitz-continuous and (4.27), we have

‖g0
k+1 − g0

k‖
2 ≤ L2

f ‖x̄k+1 − x̄k‖
2 = η2

k L2
f ‖ ḡ

u
k‖

2. (4.28)

We know that ωk ≥ 0 since {βk} is nondecreasing. We have

W2,k+1 =
1
2

∥∥∥∥vk+1 +
1
βk+1

g0
k+1

∥∥∥∥2

Q+κ1 K
=

1
2

∥∥∥∥vk+1 +
1
βk

g0
k+1 +

( 1
βk+1

−
1
βk

)
g0

k+1

∥∥∥∥2

Q+κ1 K
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≤
1
2

(1 + ωk)
∥∥∥∥vk+1 +

1
βk

g0
k+1

∥∥∥∥2

Q+κ1 K
+

1
2

(ωk + ω2
k)‖g0

k+1‖
2
Q+κ1 K, (4.29)

where the inequality holds due to the Cauchy-Schwarz inequality.
For the first term in the right-hand side of (4.29), we have

1
2

∥∥∥∥vk+1 +
1
βk

g0
k+1

∥∥∥∥2

Q+κ1 K
=

1
2

∥∥∥∥vk +
1
βk

g0
k + ηkβk Lxk +

1
βk

(g0
k+1 − g0

k)
∥∥∥∥2

Q+κ1 K

=
1
2

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

Q+κ1 K
+ ηkβk x>k (K + κ1L)

(
vk +

1
βk

g0
k

)
+ ‖xk‖

2
1
2 η

2
kβ

2
k (L+κ1 L2)

+
1

2β2
k

‖g0
k+1 − g0

k‖
2
Q+κ1 K +

1
βk

(
vk +

1
βk

g0
k + ηkβk Lxk

)>
(Q + κ1K)(g0

k+1 − g0
k)

≤ W2,k + ηkβk x>k (K + κ1L)
(
vk +

1
βk

g0
k

)
+ ‖xk‖

2
1
2 η

2
kβ

2
k (L+κ1 L2) +

1
2β2

k

‖g0
k+1 − g0

k‖
2
Q+κ1 K

+
ηk

2

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

Q+κ1 K
+

1
2
η2

kβ
2
k‖Lxk‖

2
Q+κ1 K +

( 1
2ηkβ

2
k

+
1

2β2
k

)
‖g0

k+1 − g0
k‖

2
Q+κ1 K

≤ W2,k + ηkβk x>k (K + κ1L)
(
vk +

1
βk

g0
k

)
+

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

1
2 ηk(Q+κ1 K)

+ ‖xk‖
2
η2

kβ
2
k (L+κ1 L2) +

1
β2

k

(
1 +

1
2ηk

)( 1
ρ2(L)

+ κ1

)
‖g0

k+1 − g0
k‖

2

≤ W2,k + ηkβk x>k (K + κ1L)
(
vk +

1
βk

g0
k

)
+

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

1
2 ηk(Q+κ1 K)

+ ‖xk‖
2
η2

kβ
2
k (L+κ1 L2) +

ηk

β2
k

(
ηk +

1
2

)( 1
ρ2(L)

+ κ1

)
L2

f ‖ ḡ
u
k‖

2, (4.30)

where the first equality holds due to (4.18b); the second equality holds due to (2.5) and
(2.7) in Lemma 2.5; the first inequality holds due to the Cauchy-Schwarz inequality; the
last equality holds due to (2.5) and (2.7) in Lemma 2.5; the second inequality holds due to
ρ(Q + κ1K) ≤ ρ(Q) + κ1ρ(K), (2.8), ρ(K) = 1; and the last inequality holds due to (4.28).

For the second term in the right-hand side of (4.29), we have

‖g0
k+1‖

2
Q+κ1 K ≤

( 1
ρ2(L)

+ κ1

)
‖g0

k+1‖
2. (4.31)

Also note that ∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

Q+κ1 K
≤

( 1
ρ2(L)

+ κ1

)∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
. (4.32)

Then, from (4.29)–(4.32), we have (4.24). �

Lemma 4.3. Suppose Assumptions 4.1, 4.3, and 4.5–4.7 hold, and {βk} in nondecreasing.
Then the following holds for Algorithm 4.1

EFk [W3,k+1] ≤ W3,k − (1 + ωk)ηkαk x>k L
(
vk +

1
βk

g0
k

)
+

ηk

2β2
k

(1 + 3ηk)L2
f EFk [‖ ḡ

u
k‖

2]
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+ ‖xk‖
2
ηk(βk L+ 1

2 K)+η2
k ( 1

2α
2
k−αkβk+β2

k )L2+ 1
2ωkηkαk L2+ 1

2 ηk(1+3ηk)L2
f K + nσ2η2

k

−

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

ηk(βk−
1
2−ηkβ

2
k−

1
2ωkαk)K

+
1
2
ωkEFk [2W1,k+1 + ‖g0

k+1‖
2], (4.33)

where W3,k = x>k K(vk + 1
βk

g0
k).

Proof. We have

W3,k+1 = x>k+1K
(
vk+1 +

1
βk+1

g0
k+1

)
= x>k+1K

(
vk+1 +

1
βk

g0
k+1

)
− ωk x>k+1K g0

k+1

≤ x>k+1K
(
vk+1 +

1
βk

g0
k+1

)
+

1
2
ωk(‖xk+1‖

2
K + ‖g0

k+1‖
2). (4.34)

For the first term in the right-hand side of (4.34), we have

EFk

[
x>k+1K

(
vk+1 +

1
βk

g0
k+1

)]
= EFk

[
(xk − ηk(αk Lxk + βkvk + g0

k + gu
k − g0

k))>K
(
vk +

1
βk

g0
k + ηkβk Lxk +

g0
k+1 − g0

k

βk

)]
= x>k (K − ηk(αk + ηkβ

2
k)L)

(
vk +

1
βk

g0
k

)
+ ‖xk‖

2
ηkβk(L−ηkαk L2) − ηkβk

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K

+
1
βk

x>k (K − ηkαk L)EFk [g0
k+1 − g0

k] − ηk

(
vk +

1
βk

g0
k

)>
KEFk [g0

k+1 − g0
k]

− ηk(gk − g0
k)>K

(
vk +

1
βk

g0
k + ηkβk Lxk

)
−

1
βk

EFk [ηk(gu
k − g0

k)>K(g0
k+1 − g0

k)]

≤ x>k (K − ηkαk L)
(
vk +

1
βk

g0
k

)
+

1
2
η2

kβ
2
k

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+

1
2
η2

kβ
2
k‖Lxk‖

2 + ‖xk‖
2
ηkβk(L−ηkαk L2)

− ηkβk

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+

1
2
ηk‖xk‖

2
K +

( 1
2ηkβ

2
k

+
1

2β2
k

)
EFk [‖g

0
k+1 − g0

k‖
2 +

1
2
η2

kα
2
k‖Lxk‖

2

+
1
2
η2

kβ
2
k

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+

1
2β2

k

EFk [‖g
0
k+1 − g0

k‖
2] +

(1
2
ηk +

1
2
η2

k

)
‖gk − g0

k‖
2

+
1
2
ηk

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+

1
2
η2

kβ
2
k‖Lxk‖

2 +
1
2
η2

kEFk [‖g
u
k − g0

k‖
2] +

1
2β2

k

EFk [‖g
0
k+1 − g0

k‖
2]

= x>k (K − ηkαk L)
(
vk +

1
βk

g0
k

)
−

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

ηk(βk−
1
2−ηkβ

2
k )K

+ ‖xk‖
2
ηk(βk L+ 1

2 K)+η2
k ( 1

2α
2
k−αkβk+β2

k )L2

+
1
2

(ηk + η2
k)‖gk − g0

k‖
2 +

1
2
η2

kEFk [‖g
u
k − g0

k‖
2] +

( 1
2ηkβ

2
k

+
3

2β2
k

)
EFk [‖g

0
k+1 − g0

k‖
2]

(4.35)

≤ x>k K
(
vk +

1
βk

g0
k

)
− (1 + ωk)ηkαk x>k L

(
vk +

1
βk

g0
k

)
+ ωkηkαk x>k L

(
vk +

1
βk

g0
k

)
−

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

ηk(βk−
1
2−ηkβ

2
k )K

+ ‖xk‖
2
ηk(βk L+ 1

2 K)+η2
k ( 1

2α
2
k−αkβk+β2

k )L2+ 1
2 ηk(1+3ηk)L2

f K
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+
ηk

2β2
k

(1 + 3ηk)L2
f EFk [‖ ḡ

u
k‖

2] + nσ2η2
k , (4.36)

where the first equality holds due to (4.18); the second equality holds since (2.5) in
Lemma 2.5, xk and vk are independent of Fk, and (4.21a); the first inequality holds due
to the Cauchy-Schwarz inequality, (2.5), ρ(K) = 1, and the Jensen’s inequality; and the
last inequality holds due to (4.20), (4.22), and (4.28). For the third term in the right-hand
side of (4.36), we have

ωkηkαk x>k L
(
vk +

1
βk

g0
k

)
= ωkηkαk x>k LK

(
vk +

1
βk

g0
k

)
≤ ‖xk‖

2
1
2ωkηkαk L2 +

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

1
2ωkηkαk K

. (4.37)

Then, from (4.34)–(4.37), we have (4.33). �

Lemma 4.4. Suppose Assumptions 4.2, 4.3, 4.5, and 4.6 hold. Then the following holds
for Algorithm 4.1

EFk [W4,k+1] ≤ W4,k −
ηk

4
‖ ḡk‖

2 + ‖xk‖
2
ηk
2 L2

f K −
ηk

4
‖ ḡ0

k‖
2 +

1
2
η2

k L f EFk [‖ ḡ
u
k‖

2], (4.38)

where W4,k = n( f (x̄k) − f ∗) = f̃ (x̄k) − f̃ ∗.

Proof. We first note that W4,k is well defined due to f ∗ > −∞ as assumed in Assump-
tion 4.2.

From (4.20) and ρ(H) = 1, we have that

‖ ḡ0
k − ḡk‖

2 = ‖H(g0
k − gk)‖2 ≤ ‖g0

k − gk‖
2 ≤ L2

f ‖xk‖
2
K. (4.39)

From (4.21a), we have

EFk [ ḡu
k] = EFk [Hgu

k] = HEFk [gu
k] = ḡk. (4.40)

We have

EFk [W4,k+1] = EFk [ f̃ (x̄k+1) − f̃ ∗] = EFk [ f̃ (x̄k) − f̃ ∗ + f̃ (x̄k+1) − f̃ (x̄k)]

≤ EFk [ f̃ (x̄k) − f̃ ∗ − ηk( ḡu
k)> g0

k +
1
2
η2

k L f ‖ ḡu
k‖

2]

= f̃ (x̄k) − f̃ ∗ − ηk ḡ>k g0
k +

1
2
η2

k L f EFk [‖ ḡ
u
k‖

2]

= f̃ (x̄k) − f̃ ∗ − ηk ḡ>k ḡ0
k +

1
2
η2

k L f EFk [‖ ḡ
u
k‖

2]

= W4,k −
ηk

2
ḡ>k ( ḡk + ḡ0

k − ḡk) −
ηk

2
( ḡk − ḡ0

k + ḡ0
k)> ḡ0

k +
1
2
η2

k L f EFk [‖ ḡ
u
k‖

2]

≤ W4,k −
ηk

4
‖ ḡk‖

2 +
ηk

2
‖ ḡ0

k − ḡk‖
2 −

ηk

4
‖ ḡ0

k‖
2 +

1
2
η2

k L f EFk [‖ ḡ
u
k‖

2], (4.41)
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where the first inequality holds since that f̃ is smooth, (2.14) and (4.27); the third equality
holds since xk and vk are independent of Fk and (4.40); the fourth equality holds due to
ḡ>k g0

k = g>k Hg0
k = g>k HHg0

k = ḡ>k ḡ0
k ; and the last inequality holds due to the Cauchy-

Schwarz inequality.
Then, from (4.39) and (4.41), we have (4.38). �

4.6.2 Proof of Theorem 4.1

We denote the following notations

c0(κ1, κ2) = max{4κ2ε5, ε6}, c1 =
1

ρ2(L)
+ 1, c2(κ1) = min

{ε1

ε2
,

1
5

}
, κ3 =

1
ρ2(L)

+ κ1 + 1,

κ4 =
1

ρ2(L)
+ κ1 +

3
2
, κ5 =

κ1 + 1
2

+
1

2ρ2(L)
, κ6 = min

{ 1
2ρ(L)

,
κ1 − 1

2κ1

}
,

ε1 = (κ1 − 1)ρ2(L) − 1, ε2 = ρ(L) + (2κ2
1 + 1)ρ(L2) + 1, ε3 = ε1κ2 − ε2κ

2
2,

ε4 =
1
2

(κ2 − 5κ2
2), ε5 = L f +

1
κ2ε6

κ3L2
f +

2
ε2

6

κ4L2
f , ε6 = max

{1
2

(2 + 3L2
f ), κ3

}
.

To prove Theorem 4.1, we need the following lemma.

Lemma 4.5. Suppose Assumptions 4.1–4.3 and 4.5–4.7 hold. Suppose αk = α = κ1β,
βk = β ≥ c0(κ1, κ2), and ηk = η = κ2/β, where κ1 > c1 and κ2 ∈ (0, c2(κ1)). Then, for any
k ∈ N0 the following holds for Algorithm 4.1

EFk [Wk+1] ≤ Wk − ‖xk‖
2
ε3 K −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

ε4 K
−

1
4
η‖ ḡ0

k‖
2 + (ε5 + 3n)σ2η2, (4.42a)

EFk [W̆k+1] ≤ W̆k − ‖xk‖
2
ε3 K −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

ε4 K
+ 2ε5η

2‖ ḡ0
k‖

2

+ 2L2
f ε5η

2‖xk‖
2
K + (ε5 + 3n)σ2η2, (4.42b)

EFk [W4,k+1] ≤ W4,k −
1
4
η‖ ḡ0

k‖
2 + ‖xk‖

2
1
2 ηL2

f K + L fσ
2η2, (4.42c)

where Wk =
∑4

i=1 Wi,k and W̆k =
∑3

i=1 Wi,k.

Proof. (i) Noting that αk = α = κ1β, βk = β, ηk = η, and ωk = 1
βk
− 1

βk+1
= 0, from (4.19),

(4.24), (4.33), and (4.38), we have

EFk [Wk+1] ≤ Wk +
∥∥∥∥vk +

1
β

g0
k

∥∥∥∥2

3
2 η

2β2 K
+ 2nσ2η2 − ‖xk‖

2
ηαL− 1

2 ηK− 3
2 η

2α2 L2− 1
2 η(1+5η)L2

f K

+ ‖xk‖
2
η2β2(L+κ1 L2) +

1
2
η
( 1
ρ2(L)

+ κ1

)∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K

+
η

β2

(
η +

1
2

)( 1
ρ2(L)

+ κ1

)
L2

f EFk [‖ ḡ
u
k‖

2]

+ ‖xk‖
2
η(βL+ 1

2 K)+η2( 1
2α

2−αβ+β2)L2+ 1
2 η(1+3η)L2

f K
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+
η

2β2 (1 + 3η)L2
f EFk [‖ ḡ

u
k‖

2] + nσ2η2 −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(β− 1
2−ηβ

2)K

−
1
4
η‖ ḡk‖

2 + ‖xk‖
2
1
2 ηL2

f K −
1
4
η‖ ḡ0

k‖
2 +

1
2
η2L f EFk [‖ ḡ

u
k‖

2]. (4.43)

Note that

EFk [‖ ḡ
u
k‖

2] = EFk [‖ ḡ
u
k − ḡk + ḡk‖

2] ≤ 2EFk [‖ ḡ
u
k − ḡk‖

2] + 2‖ ḡk‖
2

= 2nEFk [‖
1
n

n∑
i=1

(gu
i,k − gi,k)‖2] + 2‖ ḡk‖

2 =
2
n

EFk [‖
n∑

i=1

(gu
i,k − gi,k)‖2] + 2‖ ḡk‖

2

=
2
n

n∑
i=1

EFk [‖g
u
i,k − gi,k‖

2] + 2‖ ḡk‖
2 ≤ 2σ2 + 2‖ ḡk‖

2, (4.44)

where the first inequality holds due to the Cauchy-Schwarz inequality; the last equality
holds since {gu

i,k, i ∈ [n]} are independent of each other as assumed in Assumption 4.5, xk

and vk are independent of Fk, and EFk [g
u
i,k] = gi,k as assumed in Assumption 4.6; and the

last inequality holds due to (4.21b).
From (4.43), (4.44), and α = κ1β, we have

EFk [Wk+1] ≤ Wk − ‖xk‖
2
ηM1−η2 M2

−

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

b1,k K

− b2,kη‖ ḡk‖
2 −

1
4
η‖ ḡ0

k‖
2 + b3,kσ

2η2 + 3nσ2η2, (4.45)

where

M1 = (α − β)L −
1
2

(2 + 3L2
f )K, M2 = β2L + (2α2 + β2)L2 + 4L2

f K,

b1,k =
1
2

(2β − κ3)η −
5
2
β2η2, b2,k =

1
4
− b3,kη, b3,k = L f +

1
β2η

κ3L2
f +

2
β2 κ4L2

f .

From (2.6), α = κ1β, κ1 > c1 > 1, η = κ2/β, and β ≥ c0(κ1, κ2) ≥ ε6 ≥ (2 + 3L2
f )/2, we

have

ηM1 ≥ ε1κ2K. (4.46)

From (2.6), α = κ1β, and β ≥ 1
2 (2 + 3L2

f ) > 2L f , we have

η2 M2 ≤ ε2κ
2
2 K. (4.47)

From β ≥ κ3, we have

b1,k ≥ε4. (4.48)

From κ1 > c1 = 1/ρ2(L) + 1, we have

ε1 > 0. (4.49)
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From (4.49) and κ2 ∈ (0,min{ ε1
ε2
, 1

5 }), we have

ε3 > 0, (4.50a)
ε4 > 0. (4.50b)

From (4.50a), (4.50b), and β ≥ 4κ2ε5, we have

b3,k = L f +
1

β2ηk
κ3L2

f +
2
β2 κ4L2

f ≤ ε5, (4.51a)

b2,k =
1
4
− b3,kη ≥

1
4
−
κ2

β
ε5 ≥ 0. (4.51b)

From (4.45)–(4.48), (4.51a), and (4.51b), we have (4.42a).
(ii) Similar to the way to get (4.42a), we have

EFk [W̆k+1] ≤ W̆k − ‖xk‖
2
ε3 K −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

ε4 K
+ ε5η

2‖ ḡk‖
2 + (ε5 + 3n)σ2η2, (4.52)

We have

‖ ḡk‖
2 = ‖ ḡk − ḡ0

k + ḡ0
k‖

2 ≤ 2‖ ḡk − ḡ0
k‖

2 + 2‖ ḡ0
k‖

2 ≤ 2L2
f ‖xk‖

2
K + 2‖ ḡ0

k‖
2, (4.53)

where the last inequality holds due to (4.39).
From (4.52) and (4.53), we have (4.42b).

(iii) From (4.38) and (4.44), we have

EFk [W4,k+1] ≤ W4,k −
1
4
η‖ ḡk‖

2 + ‖xk‖
2
1
2 ηL2

f K −
1
4
η‖ ḡ0

k‖
2 + η2L f (σ2 + ‖ ḡk‖

2), (4.54)

From η = κ2/β and β ≥ 4κ2ε5 > 4κ2L f , we have

ηL f <
1
4
. (4.55)

From (4.54) and (4.55), we have (4.42c). �

Now we are ready to prove Theorem 4.1.
Denote

V̂k = ‖xk‖
2
K +

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ n( f (x̄k) − f ∗).

Similar to the way to get (3.46)–(3.48),we have

Wk ≥ κ6

(
‖xk‖

2
K +

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K

)
+ n( f (x̄k) − f ∗) (4.56)

≥ κ6V̂k ≥ 0, (4.57)
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and

Wk ≤ κ5V̂k. (4.58)

From (4.42a) and (4.50b), we have

EFk [Wk+1] ≤ Wk − ε3‖xk‖
2
K −

κ2

4β
‖ ḡ0

k‖
2 +

(ε5 + 3n)κ2
2σ

2

β2 . (4.59)

Then, taking expectation in FT and summing (4.59) over k ∈ [0,T ] yield

E[WT+1] +

T∑
k=0

E
[
ε3‖xk‖

2
K +

κ2

4β
‖ ḡ0

k‖
2
]
≤ W0 +

(T + 1)(ε5 + 3n)κ2
2σ

2

β2 . (4.60)

From (4.60), (4.57), and (4.50a), we have

1
T + 1

T∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]

=
1

n(T + 1)

T∑
k=0

E[‖xk‖
2
K] ≤

W0

nε3(T + 1)
+

(ε5 + 3n)κ2
2σ

2

nε3β2 .

(4.61)

Noting that W0 = O(n), from (4.61), we have (4.6a).
Taking expectation in FT and summing (4.42c) over k ∈ [0,T ] yield

1
4

n
T∑

k=0

E[‖∇ f (x̄k)‖2] =
1
4

T∑
k=0

E[‖ ḡ0
k‖

2] ≤
W4,0

η
+

1
2

L2
f

T∑
k=0

E[‖xk‖
2
K] + (T + 1)L fσ

2η.

(4.62)

From (4.62), η = κ2/β =
√

n/
√

T , and (4.61), we have

1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] ≤
4β
κ2T

( f (x̄0) − f ∗) +
4L fσ

2κ2

nβ
+ O(

1
T

) + O(
1
β2 ),

which gives (4.6b).
Taking expectation in FT and summing (4.42c) over k ∈ [0,T ] yield

n(E[ f (x̄T+1)] − f ∗) = E[W4,T+1] ≤ W4,0 +
1
2
ηL2

f

T∑
k=0

E[‖xk‖
2
K] + L fσ

2η2(T + 1). (4.63)

Noting that W4,0 = O(n) and η = κ2/β, from (4.60) and (4.63), we have (4.6c).

4.6.3 Proof of Theorem 4.2

In addition to the notations defined in Appendix 4.6.2, we also denote

ε7 =
1
κ5

min
{
ε3, ε4,

ν

2(T + 1)θ
}
.
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From the conditions in Theorem 4.2, we know that all conditions needed in Lemma 4.5
are satisfied, so (4.42a)–(4.42c) still hold.

From (4.57), we have

‖xk‖
2
K + W4,k ≤ V̂k ≤

Wk

κ6
. (4.64)

From (2.16) and Assumption 4.4, we have that

‖ ḡ0
k‖

2 = n‖∇ f (x̄k)‖2 ≥ 2νn( f (x̄k) − f ∗) = 2νW4,k. (4.65)

From (4.42a), (4.65), (4.57), (4.58), and (4.8), we have

EFk [Wk+1] ≤ Wk − ε3‖xk‖
2
K − ε4

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
−

1
2
ηνW4,k + (ε5 + 3n)σ2η2

≤ Wk −
1
κ5

min
{
ε3, ε4,

νη

2

}
Wk + (ε5 + 3n)σ2η2. (4.66)

From (4.66) and (4.8), we have

EFk [Wk+1] ≤ Wk − ε7Wk +
(ε5 + 3n)σ2

(T + 1)2θ , ∀k ≤ T. (4.67)

From κ1 > 1, we have κ5 > 1. From 0 < κ2 < 1/5, we have ε4 = (κ2 − 5κ2
2)/2 ≤ 1/40.

Thus,

0 < ε7 ≤
ε4

κ5
≤

1
40
. (4.68)

Then, from (4.67), (4.57), and (4.68), we have

E[Wk+1] ≤ (1 − ε7)k+1W0 +
(ε5 + 3n)σ2

(T + 1)2θ

k∑
l=0

(1 − ε7)l

≤ (1 − ε7)k+1W0 +
(ε5 + 3n)σ2

ε7(T + 1)2θ , ∀k ≤ T. (4.69)

Then, noting that ε7 = O(1/(T + 1)θ) and θ ∈ (0, 1), from (4.69), (2.63), and (4.64), we
have

E[‖xk‖
2
K + W4,k] = O(

n
T θ

), ∀k ≤ T. (4.70)

Thus, there exists a constant c f > 0 such that

E[‖xk‖
2
K + W4,k] ≤ nc f , ∀k ≤ T. (4.71)

From (4.56) and (4.58), we have

0 ≤ 2κ6(W1,k + W2,k) ≤ W̆k ≤ 2κ5(W1,k + W2,k). (4.72)
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From (2.15), we have

‖ ḡ0
k‖

2 = n‖∇ f (x̄k)‖2 ≤ 2L f n( f (x̄k) − f ∗) = 2L f W4,k. (4.73)

Denote z̆k = E[W̆k]. From (4.42b) and (4.71)–(4.73), we have

z̆k+1 ≤ (1 − a1)z̆k + a2η
2, ∀k ≤ T, (4.74)

where

a1 =
1
κ5

min{ε3, ε4}, a2 = n(4ε5L f c f + 2ε5L2
f c f + (ε5 + 3)σ2). (4.75)

From (4.68), we have

a1 ≤
ε4

κ5
≤

1
40
. (4.76)

From (4.74) and (4.76), we have

z̆k+1 ≤ (1 − a1)k+1z̆0 +
a2η

2

a1
, ∀k ≤ T,

which yields (4.9a).
From (4.42c) and (4.65), we have

EFk [W4,k+1] ≤
(
1 −

νη

2

)
W4,k +

1
2
ηL2

f ‖xk‖
2
K + L fσ

2η2

≤
(
1 −

νη

2

)k+1
W4,0 +

1
ν

(L2
f ‖xk‖

2
K + 2L fσ

2η). (4.77)

Noting η = 1/(T + 1)θ, from (4.77), (2.63), and (4.9a), we have (4.9b).

4.6.4 Proof of Theorem 4.3

In addition to the notations defined in Appendix 4.6.2, we also denote

c̃0(κ1, κ2) = max
{
4ε11, ε6,

ε10

ε4

}
, ĉ2(κ1) = min

{ε1

ε2
,
ε8

ε9
,

1
5

}
,

ĉ3(κ0, κ1, κ2) = max
{ c̃0(κ1, κ2)

κ0
,

8L f κ3

νκ2
,

16L f (κ3 − 1)
νκ0κ2

}
,

σ̃2 = 2L f f ∗ − 2L f
1
n

n∑
i=1

f ∗i , ε8 = κ1ρ2(L) − 1, ε9 =
1
2

(3κ1 + 2)κ1ρ(L2) + ρ(L) + 1,

ε10 = κ2(κ3 − 1) + κ1κ2 + κ3 − 1 + 3κ2
2, ε11 = κ2L f + (2κ3 − 1 + κ2(10κ3 − 4))L2

f ,

ε12 = 3 + L f +
κ3L2

f

κ0κ2t1
+

2κ4L2
f

κ2
0t2

1

+
2 + 2κ3L2

f

κ0t2
1

+
(κ3 − 1)L2

f

κ2
0κ2t3

1

+
(κ3 − 1)L2

f

κ2
0t4

1

( 2
κ0

+ 2
)
,
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ε13 =
κ0κ3

κ2
2

+
κ3 − 1
κ2

2t2
1

, ε14 = ε12σ
2 + ε13σ̃

2, ε15 =
1
κ5

min
{ε3κ0t1

κ2
,
ε4κ0t1

2κ2
,
ν

8

}
,

ε16 =
4L fσ

2κ2
2

κ2
0( νκ2

2κ0
− 1)

.

To prove Theorem 4.3, we need the following lemma.

Lemma 4.6. Suppose Assumptions 4.1–4.3 and 4.5–4.7 hold. Suppose αk = κ1βk, βk =

κ0(k + t1), and ηk = κ2/βk, where κ0 ≥ c̃0(κ1, κ2)/t1, κ1 > c1, κ2 ∈ (0, ĉ2(κ1)), and t1 ≥ 1.
Then, for any k ∈ N0 the following holds for Algorithm 4.1

EFk [Wk+1] ≤ Wk − ε3‖xk‖
2
K −

1
2
ε4

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K

−
1
4
ηk‖ ḡ0

k‖
2 + 2L f b8,kη

2
kW4,k + nε14η

2
k , (4.78a)

EFk [W̆k+1] ≤ W̆k − ε3‖xk‖
2
K −

1
2
ε4

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ nε14η

2
k

+ 2ε12L2
f η

2
k‖xk‖

2
K + 2(2ε12 + ε13)L f η

2
kW4,k, (4.78b)

EFk [W4,k+1] ≤ W4,k −
ηk

4
‖ ḡ0

k‖
2 + ‖xk‖

2
1
2 L2

f ηk K + η2
k L fσ

2, (4.78c)

where b8,k = κ3
ωk

η2
k

+ (κ3 − 1)ω
2
k

η2
k
.

Proof. (i) We have

‖g0
k‖

2 =

n∑
i=1

‖∇ fi(x̄k)‖2 ≤
n∑

i=1

2L f ( fi(x̄k) − f ∗i ) = 2L f n( f (x̄k) − f ∗) + nσ̃2, (4.79)

where the inequality holds due to (2.15).
From the Cauchy-Schwarz inequality, (4.28), and (4.79), we have

‖g0
k+1‖

2 = ‖g0
k+1 − g0

k + g0
k‖

2 ≤ 2(‖g0
k+1 − g0

k‖
2 + ‖g0

k‖
2)

≤ 2(η2
k L2

f ‖ ḡ
u
k‖

2 + 2L f W4,k + nσ̃2). (4.80)

From (4.19), (4.24), (4.33), (4.38), (4.44), (4.80), αk = κ1βk, and ηk = κ2/βk, we have

EFk [Wk+1] ≤ Wk − ‖xk‖
2
ηk M3,k−η

2
k M4,k−

1
2 κ1κ2ωk+ηkωk M5,k−η

2
kωk M6,k

−

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

b0
4,k K
−

1
4
ηk‖ ḡ0

k‖
2

− ηkb5,k‖ ḡk‖
2 + η2

k(b6,kn + b7,k)σ2 + η2
kb8,k(2L f W4,k + nσ̃2), (4.81)

where

M3,k = (αk − βk)L −
1
2

(2 + 3L2
f )K, M4,k = β2

k L + (2α2
k + β2

k)L2 + 4L2
f K,
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M5,k = αk L −
1
2

(1 + L2
f )K, M6,k =

3
2
α2

k L2 + β2
k(L + κ1L2) +

5
2

L2
f K,

b0
4,k =

1
2
ηk(2βk − κ3) −

5
2
η2

kβ
2
k −

1
2
ωkηk(κ3 − 1) −

1
2
ωk(ηkαk + κ3 − 1 + 3η2

kβ
2
k),

b5,k =
1
4
− ηkb6,k, b6,k = 3 + 2ωk,

b7,k = L f +
1

β2
kηk

κ3L2
f +

2
β2

k

κ4L2
f + 2κ3L2

fωk + ωk

( 1
β2

kηk
+

2
β2

k

+ 2ωk

)
(κ3 − 1)L2

f .

From (2.6), αk = κ1βk, κ1 > 1, βk ≥ κ0t1 ≥ c̃0(κ1, κ2) ≥ ε6 ≥ (2+3L2
f )/2, and ηk = κ2/βk,

we have

ηk M3,k ≥ ε1κ2K. (4.82)

From (2.6), αk = κ1βk, βk ≥ (2 + 3L2
f )/2 > 2L f , and ηk = κ2/βk, we have

η2
k M4,k ≤ ε2κ

2
2 K. (4.83)

From (2.6), αk = κ1βk, βk ≥ (2 + 3L2
f )/2 > (1 + L2

f )/2, and ηk = κ2/βk, we have

ηk M5,k ≥ ε8κ2K. (4.84)

From (2.6), αk = κ1βk, βk > 2L f >
√

10L f /2, and ηk = κ2/βk, we have

η2
k M6,k ≤ ε9κ

2
2 K. (4.85)

From αk = κ1βk, βk ≥ κ3, and ηk = κ2/βk, we have

b0
4,k ≥ b4,k, (4.86)

where b4,k = ε4 −
1
2ωkηk(κ3 − 1) − 1

2ωk(κ1κ2 + κ3 − 1 + 3κ2
2).

From κ1 > c1 = 1/ρ2(L) + 1, we have

ε1 > 0, ε8 > 0. (4.87)

From (4.87) and κ2 ∈ (0,min{ ε1
ε2
, ε8
ε9
, 1

5 }), we have

ε3 > 0, (4.88a)

ε8κ2 − ε9κ
2
2 > 0, (4.88b)

ε4 > 0. (4.88c)

From βk = κ0(k + t1), we have

ωk =
1
βk
−

1
βk+1

=
1
κ0

( 1
k + t1

−
1

k + t1 + 1

)
=

1
κ0(k + t1)(k + t1 + 1)

≤
κ0

β2
k

. (4.89)
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From (4.88a)–(4.89), and κ0 ≥ max{ 4ε11
t1
, ε10
ε4t1
}, we have

b4,k ≥ ε4 −
ε10

2κ0t2
1

≥ ε4 −
ε10

2κ0t1
≥

1
2
ε4 > 0, (4.90a)

b5,k ≥
1
4
−
ε11

κ0t1
≥ 0. (4.90b)

From (4.89) and βk = κ0(k + t1) ≥ κ0t1, we have

b6,k + b7,k ≤ ε12, (4.91a)
b8,k ≤ ε13. (4.91b)

From (4.81)–(4.86), (4.88a)–(4.88c), and (4.90a)–(4.91b), we have (4.78a).
(ii) Similarly to the way to get (4.78a), we have

EFk [W̆k+1] ≤ W̆k − ε3‖xk‖
2
K −

1
2
ε4

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ ε12η

2
k‖ ḡk‖

2

+ 2L f ε13η
2
kW4,k + nε14η

2
k , ∀k ∈ N0, (4.92)

From (4.92), (4.53), and (4.73), we have (4.78b).
(iii) From (4.38) and (4.44), we have

EFk [W4,k+1] ≤ W4,k −
ηk

4
‖ ḡk‖

2 + ‖xk‖
2
1
2 L2

f ηk K −
ηk

4
‖ ḡ0

k‖
2 + η2

k L f (σ2 + ‖ ḡk‖
2). (4.93)

From 0 < ηk ≤ κ2/(κ0t1) and κ0t1 ≥ c̃0(κ1, κ2) ≥ 4ε11 > 4κ2L f , we have

η2
k L f <

1
4
ηk. (4.94)

From (4.93) and (4.94), we have (4.78c). �

Now we are ready to prove Theorem 4.3.
From t1 > ĉ3(κ0, κ1, κ2) ≥ c̃0(κ1, κ2)/κ0, we have

κ0 >
c̃0(κ1, κ2)

t1
.

Thus, all conditions needed in Lemma 4.6 are satisfied, so (4.78a)–(4.78c) hold.
From (4.78a) and (4.65), we have

EFk [Wk+1] ≤ Wk − ε3‖xk‖
2
K −

1
2
ε4

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
−
ηkν

2
W4,k + 2L f b8,kη

2
kW4,k + nε14η

2
k

= Wk − ε3‖xk‖
2
K −

1
2
ε4

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ nε14η

2
k

− 2
(1
4
−

1
ν

L f b8,kηk

)
νηkW4,k, ∀k ∈ N0. (4.95)
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From t1 > ĉ3(κ0, κ1, κ2) ≥ 8L f κ3/(νκ2), we have

1
4
−

L f κ3

νκ2t1
≥

1
8
. (4.96)

From (4.89), (4.96), and κ0 > c̃0(κ1, κ2)/t1 ≥ 16L f (κ3 − 1)/(νκ2t1), we have

1
4
−

1
ν

L f b8,kηk ≥
1
4
−

L f κ0κ3

νκ2βk
−

L f κ
2
0(κ3 − 1)

νκ2β
3
k

≥
1
4
−

L f κ3

νκ2t1
−

L f (κ3 − 1)

νκ2κ0t3
1

≥
1
8
−

L f (κ3 − 1)
νκ2κ0t1

≥
1
16
. (4.97)

From (4.95), (4.57), and (4.58), we have

EFk [Wk+1] ≤ Wk −
ηk

κ5
min

{ε3

ηk
,
ε4

2ηk
,
ν

8

}
Wk + nε14η

2
k

≤ Wk − ε15ηkWk + nε14η
2
k , ∀k ∈ N0. (4.98)

Denote zk = E[Wk], r1,k = ε15ηk, and r2,k = nε14η
2
k , then from (4.98), we have

zk+1 ≤ (1 − r1,k)zk + r2,k, ∀k ∈ N0. (4.99)

From (4.10), we have

r1,k = ηkε15 =
a3

k + t1
, (4.100a)

r2,k = η2
kε14nσ2 =

a4

(k + t1)2 , (4.100b)

where

a3 =
κ2ε15

κ0
, a4 =

nκ2
2ε14

κ2
0

.

From (4.68), we have

r1,k ≤
ε4

2κ5
≤

1
80
. (4.101)

Then, from (4.99)–(4.101) and (2.43), we have

zk ≤ φ2(k, t1, a3, a4, 2, z0), ∀k ∈ N+, (4.102)

where the function φ1 is defined in (2.44).
From κ0 ≥ ĉ0νκ2/4, we have

φ1(k, t1, a3, a4, 2, z0) =


O( n

k ), if a3 > 1,
O( n ln(k−1)

k ), if a3 = 1,
O( n

ka3 ), if a3 < 1,
(4.103)
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From (4.102), (4.103), and (4.64), we know that there exists a constant c f > 0 such that

E[‖xk‖
2
K + W4,k] ≤ nc f . (4.104)

From (4.78b), (4.104), (4.72), and (4.10), we have

z̆k+1 ≤ (1 − a5)z̆k +
a6

(t + t1)2 , (4.105)

where

a5 =
1
κ5

min
{
ε3,

ε4

2

}
, a6 =

κ2
2

κ2
0

n(2ε12L2
f c f + 2(2ε12 + ε13)L f c f + ε14).

From (4.68), we have

a5 ≤
ε4

2κ5
≤

1
80
. (4.106)

From (4.88a) and (4.88c), we know that

a5 > 0 and a6 > 0. (4.107)

From (4.105)–(4.107) and (2.45), we have

z̆k ≤ φ3(k, t1, a5, a6, 2, z̆0) = O(
n
k2 ), ∀k ∈ N+, (4.108)

where the function φ3 is defined in (2.46).
From (2.46), (4.72), and (4.108), we have

E[‖xk‖
2
K] ≤

1
κ6

z̆k ≤
1
κ6
φ3(k, t1, a5, a6, 2, z̆0) = O(

n
k2 ). (4.109)

From (4.109), we have (4.11a).
From (4.78c) and (4.65), we have

E[W4,k+1] ≤
(
1 −

ν

2
ηk

)
E[W4,k] + ‖xk‖

2
1
2 L2

f ηk K + L fσ
2η2

k . (4.110)

From κ0 < νκ2/4, we have
νκ2

2κ0
> 2. (4.111)

Similar to the way to prove (2.43), from (4.109)–(4.111), we have

E[ f (x̄T ) − f ∗] ≤
ε16

nT
+ O(

1
T 2 ), (4.112)

where ε16 is determined by the last terms in (2.44) and (4.110).
From κ0 ≥ ĉ0νκ2/4, we have

ε16 =
4L fσ

2κ2
2

κ2
0( νκ2

2κ0
− 1)

≤
4L fσ

2κ2
2

κ2
0( νκ2

2κ0
−

νκ2
4κ0

)
=

16L fσ
2κ2

νκ0
≤

64L fσ
2

ĉ0ν2 . (4.113)

From (4.112) and (4.113), we have (4.11b).
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4.6.5 Proof of Theorem 4.4

In addition to the notations defined in Appendices 4.6.2 and 4.6.3, we also denote

ε =
1
κ5

min
{ε3

η
,
ε4

η
,
ν

2

}
, c4 =

W0

nκ6
, c5 =

ε5 + 3n
nεκ6

.

From the conditions in Theorem 4.4, we know that (4.66) holds. Thus,

EFk [Wk+1] ≤ Wk − ηεWk + (ε5 + 3n)σ2η2. (4.114)

Similar to the way to get (4.68), we have

0 < ηε < 1. (4.115)

From (4.114) and (4.115), we have

E[Wk+1] ≤ (1 − ηε)E[Wk] + (ε5 + 3n)σ2η2

≤ (1 − ηε)k+1W0 + (ε5 + 3n)σ2η2
k∑
τ=0

(1 − ηε)τ

≤ (1 − ηε)k+1W0 +
η(ε5 + 3n)σ2

ε
. (4.116)

Hence, (4.116) and (4.64) give (4.13).

4.6.6 Proof of Theorem 4.5

In addition to the notations defined in Appendices 4.6.3, 4.6.2, and (4.6.5), we also denote

c̆0(κ1, κ2) = max{4κ2ε5, ε̆6}, ε̆6 = max{1 + 3L2
f , κ3}, c̆5 =

3 + 5η
εκ6

Without unbiased assumption, we know that (4.30) still holds. Similar to the way to get
(4.19), (4.36), and (4.38), we have

EFk [W1,k+1] ≤ W1,k − ‖xk‖
2
ηαL− η

2 K− 3η2α2
2 L2−η(1+3η)L2

f K
− ηβx>k K

(
vk +

1
β

g0
k

)
+

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

3η2β2
2 K

+ η(1 + 3η)nσ2, (4.117a)

EFk [W3,k+1] ≤ W3,k − ηαx>k L
(
vk +

1
β

g0
k

)
+ ‖xk‖

2
η(βL+ 1

2 K)+η2( α2
2 −αβ+β2)L2+η(1+2η)L2

f K

+
η

2β2 (1 + 3η)L2
f EFk [‖ ḡ

u
k‖

2] + η(1 + 2η)nσ2 −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

η(β− 1
2−ηβ

2)K
,

(4.117b)

EFk [W4,k+1] ≤ W4,k −
η

4
(1 − 2ηL f )EFk [‖ ḡ

u
k‖

2] + ‖xk‖
2
ηL2

f K −
η

4
‖ ḡ0

k‖
2 + nσ2η. (4.117c)
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Then, similar to the way to get (4.42a), from (4.30) and (4.117a)–(4.117c), we have

EFk [Wk+1] ≤ Wk − ‖xk‖
2
ε3 K −

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

ε4 K
−

1
4
η‖ ḡ0

k‖
2 + η(3 + 5η)nσ2. (4.118)

Then, similar to the way to get (4.13), from (4.118) and (4.65), we have (4.15).



Chapter 5

Distributed zeroth-order optimization
algorithms

In this chapter, we consider the distributed nonconvex optimization problem with zeroth-
order (ZO) oracle feedback, i.e., each agent is only able to sample ZO oracles (the values
of its local cost function). We first consider the situation that deterministic zeroth-order
(DZO) oracle feedback is available. We propose a distributed primal–dual DZO algorithm.
In this algorithm, at each iteration each agent samples its local DZO oracles at p + 1
different points with an adaptive smoothing parameter, where p is the dimension of the
decision variable. We show that the proposed algorithm converges to a stationary point
with an O(1/T ) convergence rate for smooth nonconvex cost functions, where T is the
total number of iterations, and to a global optimum with a linear convergence rate when the
global cost function satisfies the P–Ł condition in addition. In other words, our proposed
distributed DZO algorithm has the same convergence properties as its FO counterpart in
Chapter 3 under the same conditions. We then consider the situation that stochastic zeroth-
order (SZO) oracle feedback is available. We propose two distributed SZO algorithms:
distributed primal–dual and dual SZO algorithms. In both algorithms, at each iteration
each agent samples its local SZO oracles at two different points with an adaptive smoothing
parameter. We show that the proposed algorithms converge to a stationary point with the
linear speedup convergence rate O(

√
p/(nT )) for smooth nonconvex cost functions, and to

a global optimum with the linear speedup convergence rateO(p/(nT )) when the global cost
function satisfies the P–Ł condition in addition, where n is the number of agents. To the
best of our knowledge, this is the first linear speedup result for distributed SZO algorithms.
We also show that the proposed algorithms converge linearly when considering centralized
optimization problems with DZO oracle feedback under the P–Ł condition. We finally
demonstrate through numerical simulations the efficiency of our algorithms in comparison
with the baseline and recently proposed centralized and distributed ZO algorithms.

This chapter is organized as follows. Section 5.1 gives the background. Section 5.2
introduces problem formulation and assumptions. Section 5.3–5.5 provide the distributed
primal–dual DZO algorithm, the distributed primal–dual SZO algorithm, and the dis-
tributed primal SZO algorithm, and analyze their convergence properties. Simulations
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are given in Section 5.6. Concluding remarks are offered in Section 5.7. To improve the
readability, all the proofs can be found in Section 5.8.

5.1 Introduction

Many existing optimization algorithms and the algorithms proposed in the previous
two chapters use at least (stochastic) gradient information of the cost functions, and
sometimes even the second or higher order information. However, in many applications,
the (stochastic) gradients are unavailable [144–146]. For example, many cost functions of
big data problems that deal with complex data-generating processes cannot be explicitly
defined [46]. Thus, gradient-free (derivative-free) optimization algorithms are needed. The
study of gradient-free optimization problems has a long history, which can be traced back
at least to the 1960’s [270–272], and has recently gained renewed attention in machine
learning community. Generally speaking, traditional gradient-free optimization methods
can be classified into direct-search and model-based methods. For example, stochastic
direct-search and model-based trust-region algorithms have been proposed in [273–276]
and [277–279], respectively. In recent years, the more popular gradient-free optimization
methods are ZO optimization methods, which are gradient-free counterparts of first-order
optimization methods and thus are easy to implement. In ZO optimization methods, the full
or stochastic gradients are approximated by directional derivatives which can be calculated
through the sampled function values. The commonly used method to calculate directional
derivatives is using the function difference at two different points [213, 214, 280].

Via modification of gradient-based optimization algorithms, various ZO optimization
methods have been proposed, e.g., ZO (stochastic) gradient descent algorithms [142, 213,
281–290], ZO stochastic coordinate descent algorithms [248], ZO (stochastic) variance
reduction algorithms [215, 286, 287, 289–302], ZO (stochastic) proximal algorithms
[291, 298, 303, 304], ZO Frank–Wolfe algorithms [289, 300, 302, 305], ZO mirror descent
algorithms [214, 296, 306], ZO adaptive momentum methods [304, 307], ZO methods
of multipliers [215, 292, 308, 309], ZO stochastic path-integrated differential estimator
[294, 299, 309]. Convergence properties of these algorithms have been analyzed in detail.
For instance, the typical convergence results for two-point sampling based centralized DZO
algorithms is that first-order stationary points can be found at an O(p/T ) convergence
rate [213, 285], while for two-point sampling based centralized SZO algorithms the
convergence rate is reduced to O(

√
p/T ) [142, 248], where p and T are the dimension

of the decision variable and the total number of iterations, respectively.
Aforementioned ZO optimization algorithms are all centralized and thus are not

suitable to solve distributed optimization problems. Some recent works have started
to modify distributed gradient-based optimization algorithms to ZO, e.g., distributed
ZO gradient descent algorithms [147–151], distributed ZO push-sum algorithm [152],
distributed ZO mirror descent algorithm [153], distributed ZO gradient tracking algorithm
[151], distributed ZO primal–dual algorithms [155], distributed ZO sliding algorithm
[154]. Convergence properties of these algorithms have been analyzed in detail. For
example, in [151] it was established that the output of the 2p-point sampling based
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distributed DZO algorithm achieves an O(1/T ) convergence rate for smooth cost functions
and a linear convergence rate when the global cost function satisfies the P–Ł condition in
addition; and in [155] it was established that the output of the two-point sampling based
distributed SZO algorithm achieves an O(p2n/T ) convergence rate for smooth nonconvex
cost functions, where n is the number of agents. However, the algorithm in [151] requires
each agent to communicate three p-dimensional variables with its neighbors, which results
in a heavy communication burden when p is large, and uses the P–Ł constant, which is
normally difficult to determine, to design algorithm parameters. The algorithm in [155]
requires each agent to sample O(T ) times per iteration, which is not favorable in practice.

Noting above, four core theoretical questions with important practical relevance arise
when considering distributed ZO optimization problems.

(Q5.1) Are there any distributed DZO algorithms that have the same convergence properties
as the 2p-point sampling based distributed DZO algorithm in [151] under the same
conditions, but require less communication and do not use the P–Ł constant?

(Q5.2) Can distributed SZO algorithms have similar convergence properties as centralized
such algorithms? For instance, can two-point sampling based distributed SZO
algorithms also have an O(

√
p/T ) convergence rate as their centralized counterparts

did in [142, 248]?

(Q5.3) As shown in Chapter 4, distributed SGD algorithms can achieve linear speedup in
the number of agents n, compared with centralized SGD algorithms. Can distributed
SZO algorithms also achieve linear speedup? In particular, can two-point sampling
based distributed SZO algorithms achieve the linear speedup convergence rate
O(

√
p/nT )?

(Q5.4) Centralized and distributed DZO algorithms can achieve faster convergence rates
under more stringent conditions such as the strong convexity and P–Ł conditions, as
shown in [213, 283,285, 299,301, 303] and [151], respectively. Can SZO algorithms
also achieve faster convergence rates under such conditions?

This chapter provides positive answers to the above four questions. We first consider
the situation that DZO oracle feedback is available and have the following contributions.

(C5.1) We propose a distributed DZO primal–dual algorithm (Algorithm 5.1), by integrat-
ing the distributed FO primal–dual algorithm (3.7) with the deterministic gradient
estimator (2.33). In this algorithm, at each iteration each agent samples its local
DZO oracles at p + 1 different points.

(C5.2) We show in Theorems 5.1 and 5.2 that the proposed algorithm achieves an O(1/T )
convergence rate for smooth nonconvex cost functions and a linear convergence rate
when the global cost function satisfies the P–Ł condition in addition. In other words,
our proposed distributed DZO algorithm has the same convergence properties as
its FO counterpart and the 2p-point sampling based distributed DZO algorithm in
[151] under the same conditions. Two potential advantages of our distributed DZO
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algorithm are that it only requires each agent to communicate one p-dimensional
variable with its neighbors at each iteration and does not use the P–Ł constant, thus
(Q5.1) is answered.

We then consider the situation that SZO oracle feedback is available and have the following
contributions.

(C5.3) We propose two distributed SZO algorithms (Algorithms 5.2 and 5.3). In both
algorithms, at each iteration each agent samples its local SZO oracles at two different
points with an adaptive smoothing parameter. This is different from many existing
ZO algorithms and is favorable in practice.

(C5.4) We show in Theorems 5.4 and 5.10 that our SZO algorithms find a stationary point
with the linear speedup convergence rate O(

√
p/(nT )) for smooth nonconvex cost

functions, and thus are faster than the centralized ZO algorithms in [142, 248, 286–
289, 307] and the distributed DZO primal algorithm in [151]. To the best of our
knowledge, this is the first linear speedup result for distributed SZO algorithms, thus
(Q5.2) and (Q5.3) are answered.

(C5.5) We show in Theorems 5.6, 5.7, 5.12, and 5.13 that our SZO algorithms find a global
optimum with an O(p/(nT )) convergence rate when the global cost function satisfies
the P–Ł condition, which is faster than the centralized ZO algorithms in [281, 282]
and the distributed ZO primal algorithms in [148, 151], even though [148, 281, 282]
assumed strongly convex cost functions and only considered additive sampling
noise, and [151] considered the DZO oracle feedback setting. To the best of our
knowledge, this is the first analysis for the performance of SZO algorithms under
the P–Ł condition or the strong convexity assumption, thus (Q5.4) is answered.

(C5.6) When considering centralized optimization problems with DZO oracle feedback, we
show in Theorems 5.8 and 5.14 that above two SZO algorithms linearly find a global
optimum under the P–Ł condition. Compared with [213, 283, 285, 299, 301, 303]
which also achieved linear convergence, we use weaker assumptions on the cost
function and/or less samplings per iteration.

The detailed comparison between this chapter and other ZO optimization algorithms is
summarized in Table 5.1. In this table, NoSPPI denotes the number of sampled points per
iteration, and the sampling complexity is the total number of function samplings needed to
attain an ε-accuracy, i.e., E[‖∇ f (xT )‖2] ≤ ε for nonconvex problems or E[ f (xT ) − f ∗] ≤ ε
for (strongly) convex problems or problems satisfying the P–Ł condition, where ε > 0 is a
constant.
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Table 5.1: Comparison of Chapter 5 to some related ZO optimization algorithms.

Reference Problem settings NoSPPI Convergence
rate Sampling complexity

[213]
DZO, centralized, nonconvex, smooth

Two
O(p/T ) O(p/ε)

Strongly convex in addition Linear O(p log(1/ε))

[283] DZO, centralized, strongly convex, smooth, Lipschitz Hessian p Linear O(p log(1/ε))

[285]
DZO, centralized, nonconvex, smooth

Two
O(p/T ) O(p/ε)

P–Ł condition in addition Linear O(p log(1/ε))

[303] DZO, centralized, restricted strongly convex, smooth, s-sparse
gradient 4s log(p/s) Linear O(s log(p/s) log(1/ε))

[281] DZO, centralized, quadratic, additive sampling noise One O(p2/T ) O(p2/ε)

[282] DZO, centralized, strongly convex, smooth, additive sampling
noise Two O(p/

√
T ) O(p2/ε2)

DZO, centralized, nonconvex, Lipschitz, smooth O(p2/T 2/3) O(p3/ε3/2)
[288]

SZO, centralized, nonconvex, Lipschitz, smooth
One

O(p4/3/T 1/3) O(p4/ε3)

[142, 248] SZO, centralized, nonconvex, smooth Two O(
√

p/T ) O(p/ε2)

[289] SZO, centralized, nonconvex, smooth, s-sparse gradient Two O(s log(p)/
√

T ) O((s log(p))2/ε2)

[291] SZO, centralized, constrained, nonconvex, Lipschitz, smooth O(pT ) O(1/T ) O(p/ε2)

[307] SZO, centralized, constrained, nonconvex, Lipschitz, smooth Two O(p/
√

T ) O(p2/ε2)

[286] DZO, finite-sum, nonconvex, constrained, Lipschitz, smooth O(
√

T ) O(p/
√

T ) O(p3/ε3)

[287] DZO, finite-sum, nonconvex, Lipschitz, smooth O(pT ) O(
√

p/T ) O(p3/ε4)

[293] DZO, finite-sum, nonconvex, smooth, the original and mixture
gradients are proportional 2b O(pnθ/(bT )) O(pnθ/ε), ∀θ ∈ (0, 1)

[294] DZO, finite-sum, nonconvex, smooth O(pn1/2) O(1/T ) O(pn1/2/ε)

[295] DZO, finite-sum, nonconvex, smooth, similar fi 2n O(p/T ) O(pn/ε)

[298] DZO, finite-sum, nonconvex, Lipschitz, smooth O(pn2/3) O(p/T ) O(p2n2/3/ε)

[299]
DZO, finite-sum, nonconvex, smooth, similar fi

O(pn1/2)
O(1/T ) O(pn1/2/ε)

P–Ł condition in addition Linear O(pn1/2 log(1/ε))

[301] DZO, finite-sum, strongly convex, smooth Four Linear O(pn log(p/ε))

[292] SZO, finite-sum, nonconvex, constrained, Lipschitz, smooth O(nT ) O(p/T ) O(p2n/ε2)

[297] SZO, finite-sum, nonconvex, smooth Four O(p1/3n2/3/T ) O(p1/3n2/3/ε)

[147] DZO, distributed, convex, constrained, Lipschitz 2n Asymptotic —-

[152] DZO, distributed, convex, Lipschitz 2n O(p3n2/
√

T ) O(p6n5/ε2)

[153]
DZO, distributed, convex, compact constrained, Lipschitz

2n
O(p
√

n/T ) O(p2n2/ε2)

DZO, distributed, strongly convex, constrained, Lipschitz O(p2n2/T ) O(p2n3/ε)

[148] DZO, distributed, strongly convex, smooth, additive sampling
noise 2n O(pn2/

√
T ) O(p2n5/ε2)

[149] DZO, distributed, convex, compact constrained, Lipschitz,
additive sampling noise 2n O(1/

√
T ) O(n/ε2)

[154] SZO, distributed, convex, compact constrained, Lipschitz O(pnT ) O(1/T ) O(pn/ε2)

[151]

DZO, distributed, nonconvex, Lipschitz, smooth
2n

O(
√

p/T ) O(pn/ε2)

DZO, distributed, nonconvex, smooth, P–Ł condition O(p/T ) O(pn/ε)

DZO, distributed, nonconvex, smooth
2pn

O(1/T ) O(pn/ε)

P–Ł condition in addition Linear O(pn log(1/ε))

[155] SZO, distributed, nonconvex, Lipschitz, smooth O(nT ) O(p2n/T ) O(p4n3/ε2)

DZO, distributed, nonconvex, smooth
(p + 1)n

O(1/T ) O(pn/ε)

P–Ł condition in addition (without using the P–Ł constant) Linear O(pn log(1/ε))

SZO, distributed, nonconvex, smooth, similar fi O(
√

p/(nT )) O(p/ε2)

SZO, distributed, nonconvex, smooth, P–Ł condition
2n

O(p/(nT )) O(p/ε)

DZO, centralized, nonconvex, smooth, O(p/T ) O(p/ε)

This
chapter

P–Ł condition in addition (without using the P–Ł constant)
Two

Linear O(p log(1/ε))
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5.2 Distributed nonconvex optimization with ZO oracle feedback

Consider a network of n agents, each of which has a local cost function fi : Rp → R. All
agents collaborate to solve the optimization problem

min
x∈Rp

f (x) =
1
n

n∑
i=1

fi(x). (5.1)

This is the same as the distributed nonconvex optimization problem (3.1). However, in this
chapter, we consider the case where each agent is only able to collect ZO oracles, i.e., the
values of its local cost function, rather than FO oracles, i.e., the true or stochastic gradients
of its local cost function.

Both DZO and SZO oracle feedback settings are considered. Under the DZO oracle
feedback setting, each agent can sample the true values of its local cost function. In this
setting, based on the definitions introduced in Chapter 2, the following assumptions are
made.

Assumption 5.1. The communication among agents is described by a weighted undirected
connected graph G.

Assumption 5.2. The optimal set X∗ is nonempty and f ∗ > −∞, where X∗ and f ∗ are the
optimal set and the minimum function value of the optimization problem (5.1), respectively.

Assumption 5.3. Each local cost function fi(x) is smooth with constant L f > 0.

Assumption 5.4. The global cost function f (x) satisfies the P–Ł condition with constant
ν > 0.

Under the SZO oracle feedback setting, each agent can sample stochastic approxima-
tions of the true local cost function values. Let Fi(x, ξi) be a stochastic approximation of
the true local cost function value fi(x) that can be sampled by agent i, where ξi is a random
variable. In addition to Assumptions 5.1–5.4, we also make the following assumptions.

Assumption 5.5. The SZO oracle Fi(x, ξi) is unbiased, i.e., Eξi [Fi(x, ξi)] = fi(x), ∀i ∈
[n], ∀x ∈ Rp.

Assumption 5.6. For almost all ξi, the SZO oracle Fi(·, ξi) is smooth with constant L f > 0.

Assumption 5.7. The stochastic gradient ∇xFi(x, ξi) has bounded variance, i.e., there
exists σ1 ∈ R such that Eξi [‖∇xFi(x, ξi) − ∇ fi(x)‖2] ≤ σ2

1, ∀i ∈ [n], ∀x ∈ Rp.

Assumption 5.8. Local cost functions are similar, i.e., there exists σ2 ∈ R such that
‖∇ fi(x) − ∇ f (x)‖2 ≤ σ2

2, ∀i ∈ [n], ∀x ∈ Rp.

Remark 5.1. It should be highlighted that no convexity assumptions are made. As-
sumptions 5.5–5.7 are standard when considering the SZO oracle feedback setting, e.g.,
[142, 155, 215, 248, 289, 291, 292, 296, 297, 304, 305]. Assumption 5.8 is slightly weaker
than the assumption that each ∇ fi is bounded, which is normally used in the literature
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studying finite-sum ZO optimization, e.g., [147, 151, 152, 154, 155, 214, 215, 286, 287,
292, 293, 298, 305, 308, 309]. Bounded gradient is not the case for many unconstrained
optimization problems, e.g., quadratic optimization problems. Assumption 5.8 is not needed
when Assumption 5.4 holds.

Our goal in this chapter is to answer (Q5.1)–(Q5.4), i.e., solve the following problem.

Problem 5.1. Propose distributed DZO and SZO algorithms for the nonconvex optimiza-
tion problem (5.1) such that stationary points or global optima can be found.

5.3 Distributed primal–dual DZO algorithm

In this section, we consider the situation that DZO oracle feedback is available. We propose
a distributed primal–dual DZO algorithm based on the deterministic gradient estimator
introduced in Section 2.9 and analyze its convergence rate.

5.3.1 Algorithm description

Inspired by the deterministic gradient estimator (2.33), based on the distributed primal–
dual FO algorithm (3.7), we propose the distributed primal–dual DZO algorithm

xi,k+1 = xi,k − η
(
α

n∑
j=1

Li jx j,k + βvi,k + ∇̂p fi(xi,k, δi,k)
)
, (5.2a)

vi,k+1 = vi,k + ηβ

n∑
j=1

Li jx j,k,∀xi,0 ∈ R
p,

n∑
j=1

v j,0 = 0p, (5.2b)

where ∇̂p fi(xi,k, δi,k) is the deterministic estimator of ∇ fi(xi,k) as defined in (2.33) and δi,k

is the exploration parameter. Recall that

∇̂p fi(xi,k, δi,k) =
1
δi,k

p∑
l=1

( fi(x + δi,kel) − fi(x))el.

Note that the gradient estimator ∇̂p fi(xi,k, δi,k) can be calculated by querying the true
function values of fi at p + 1 points.

We present the distributed primal–dual DZO algorithm (5.2) in pseudo-code as
Algorithm 5.1.

Remark 5.2. In [243], the authors proposed the distributed DZO gradient tracking algo-
rithm. However, in that algorithm, at each iteration each agent i needs to communicate two
additional p-dimensional variables besides the communication of xi,k with its neighbors,
which results in a heavy burden on the communication channel when p is large. Moreover,
the deterministic gradient estimator used in [243] requires that at each iteration each agent
queries its local cost function values at 2p points compared with p + 1 points used in our
algorithm.
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Algorithm 5.1 Distributed Primal–Dual DZO Algorithm

1: Input: parameters α > 0, β > 0, η > 0, and {δi,k > 0}.
2: Initialize: xi,0 ∈ R

p and vi,0 = 0p, ∀i ∈ [n].
3: for k = 0, 1, . . . do
4: for i = 1, . . . , n in parallel do
5: Broadcast xi,k to Ni and receive x j,k from j ∈ Ni;
6: Sample fi(xi,k) and { fi(xi,k + δi,kel)}

p
l=1;

7: Update xi,k+1 by (5.2a);
8: Update vi,k+1 by (5.2b).
9: end for

10: end for
11: Output: {xk}.

5.3.2 Convergence analysis

In this section, we analyze convergence rate of Algorithm 5.1.

Find stationary points

Let us consider the case when Algorithm 5.1 is able to find stationary points. We have the
following convergence results.

Theorem 5.1. Suppose that Assumptions 5.1–5.3 hold. Let {xk} be the sequence generated
by Algorithm 5.1 with α ∈ (β + κ1, κ2β], β > cβ, η ∈ (0, cη), and δi,k > 0 such that

+∞∑
k=0

δ2
i,k < +∞, (5.3)

where κ1, κ2, cβ, and cη are constants given in Section 5.8.1. Then, for any T ∈ N+,

1
T

T−1∑
k=0

1
n

n∑
i=1

‖xi,k − x̄k‖
2 = O(

1
T

), (5.4)

1
T

T−1∑
k=0

‖∇ f (x̄k)‖2 = O(
1
T

), (5.5)

f (x̄T ) − f ∗ = O(1), (5.6)

where x̄k = 1
n
∑n

i=1 xi,k.

Proof. The explicit expressions of the right-hand sides of (5.4)–(5.6) and the proof are
given in Section 5.8.1. �



5.4. Distributed primal–dual SZO algorithm 133

Find global optima

Let us next consider the case when Algorithm 5.1 finds global optima. We have the
following convergence results.

Theorem 5.2. Suppose that Assumptions 5.1–5.4 hold. Let {xk} be the sequence generated
by Algorithm 5.1 with the same α, β, and η given in Theorem 5.1, and δi,k ∈ (0, κk/2

δ ), where
κδ ∈ (0, 1) is a constant, then

1
n

n∑
i=1

‖xi,k − x̄k‖
2 + f (x̄k) − f ∗ ≤ ζ0ζ

k, ∀k ∈ N0, (5.7)

where ζ0 > 0 and ζ ∈ (0, 1) given in Section 5.8.2.

Proof. The proof is given in Section 5.8.2. �

Remark 5.3. By comparing Theorems 3.1 and 3.2 with Theorems 5.1 and 5.2, respectively,
we see that the proposed distributed FO and ZO algorithms have the same convergence
properties under the same assumptions. Similar convergence results as stated in Theo-
rems 5.1 and 5.2 were also achieved by the distributed DZO gradient tracking algorithm
proposed in [243] under the same assumptions. Compared with [243], in addition to the
advantages discussed in Remark 5.2, one more advantage of Theorem 5.2 is that the P–Ł
constant ν is not needed to be known in advance.

5.4 Distributed primal–dual SZO algorithm

In this and the next sections, we consider the situation that SZO oracle feedback is
available. In this section, we propose a distributed primal–dual SZO algorithm based on
the two-point sampling random gradient estimator introduced in Section 2.8 and analyze
its convergence rate.

5.4.1 Algorithm description

Inspired by the two-point sampling random gradient estimator (2.26), based on the
distributed primal–dual FO algorithm (3.7), we propose the distributed primal–dual SZO
algorithm

xi,k+1 = xi,k − ηk

(
αk

n∑
j=1

Li jx j,k + βkvi,k + ge
i,k

)
, (5.8a)

vi,k+1 = vi,k + ηkβk

n∑
j=1

Li jx j,k, ∀xi,0 ∈ R
p,

n∑
j=1

v j,0 = 0p, ∀i ∈ [n], (5.8b)

where

ge
i,k =

p
δi,k

(Fi(xi,k + δi,kui,k, ξi,k) − Fi(xi,k, ξi,k))ui,k (5.9)
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Algorithm 5.2 Distributed Primal–Dual SZO Algorithm

1: Input: positive sequences {αk}, {βk}, {ηk}, and {δi,k}.
2: Initialize: xi,0 ∈ R

p and vi,0 = 0p, ∀i ∈ [n].
3: for k = 0, 1, . . . do
4: for i = 1, . . . , n in parallel do
5: Broadcast xi,k to Ni and receive x j,k from j ∈ Ni;
6: Select vector ui,k ∈ S

p independently and uniformly at random;
7: Select ξi,k independently;
8: Sample Fi(xi,k, ξi,k) and Fi(xi,k + δi,kui,k, ξi,k);
9: Update xi,k+1 by (5.8a);

10: Update vi,k+1 by (5.8b).
11: end for
12: end for
13: Output: {xk}.

with δi,k > 0 being an adaptive smoothing parameter and ui,k ∈ S
p being a uniformly

distributed random vector chosen by agent i at iteration k, ξi,k being a random variable
chosen by agent i according to the distribution of ξi, and Fi(xi,k+δi,kui,k, ξi,k) and Fi(xi,k, ξi,k)
being the values sampled by agent i.

Here, we assume that ui,k and ξi,k, ∀i ∈ [n], k ≥ 1 are mutually independent, which is
commonly used when considering the SZO oracle feedback setting, e.g., [142, 148, 149,
155, 214, 215, 248, 289, 291, 292, 296, 297, 304, 305, 307]. Let Lk denote the σ-algebra
generated by the independent random variables u1,k, . . . , un,k, ξ1,k, . . . , ξn,k and let Lk =⋃k

t=0 Lt. It is straightforward to see that xi,k and vi,k+1, i ∈ [p] depend on Lk−1 and are
independent of Lt for all t ≥ k.

We write the distributed primal–dual SZO algorithm (5.8) in pseudo-code as Algo-
rithm 5.2.

Remark 5.4. In Algorithm 5.2, at each iteration each agent samples its local SZO oracles
at two different points to estimate the gradient of its local cost function. It should be
highlighted that the agent-wise smoothing parameter is adaptive, which is normally larger
than the fixed smoothing parameter used in many of existing ZO algorithms, and thus is
favorable in practice. For example, in the following we useO(1/k1/4) smoothing parameter,
which is larger than the O(1/T 1/2) smoothing parameter used in [142].

5.4.2 Convergence analysis

Find stationary points

Let us consider the case when Algorithm 5.2 is able to find stationary points. We have the
following convergence result for Algorithm 5.2 with time-varying parameters.
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Theorem 5.3. Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. Let {xk} be the sequence
generated by Algorithm 5.2 with

αk = κ1βk, βk = κ0(k + t1)θ, ηk =
κ2

βk
, δi,k ≤ κδ

√
ηk, ∀k ∈ N0, (5.10)

where κ1 > c1, κ2 ∈ (0, c2(κ1)), θ ∈ (0.5, 1), t1 ≥ (
√

pc3(κ1, κ2))1/θ, κ0 ≥ c0(κ1, κ2)/tθ1, and
κδ > 0 with c0(κ1, κ2), c1, c2(κ1), and c3(κ1, κ2) defined in Appendix 5.8.3. Then, for any
T ∈ N+, ∑T−1

k=0 ηkE[‖∇ f (x̄k)‖2]∑T−1
k=0 ηk

= O(
√

p
T 1−θ ), (5.11a)

E[ f (x̄T )] − f ∗ = O(1), (5.11b)

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
1

T 2θ ), (5.11c)

lim
T→+∞

E[‖∇ f (x̄T )‖2] = 0, (5.11d)

where x̄k = 1
n
∑n

i=1 xi,k.

Proof. The explicit expressions of the right-hand sides of (5.11a)–(5.11c) and the proof
are given in Appendix 5.8.3. �

If the total number of iterations T and the number of agents n are known in advance,
then, as shown in the following, Algorithm 5.2 can solve (5.1) with an O(

√
p/
√

nT )
convergence rate, and thus achieves linear speedup in the number of agents compared to
the O(

√
p/
√

T ) convergence rate achieved by the stochastic gradient-free algorithms for
solving centralized stochastic nonconvex optimization in [142, 248].

Theorem 5.4 (Linear speedup). Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. For any
given T > max{n(c̃0(κ1, κ2)/κ2)2, n3}/p, let {xk, k ∈ [T ]} be the output generated by
Algorithm 5.2 with

αk = κ1βk, βk = β =
κ2
√

pT
√

n
, ηk =

κ2

βk
, δi,k ≤

κδ

p
1
4 n

1
4 (k + 1)

1
4

, ∀k ≤ T, (5.12)

where c̃0(κ1, κ2) is defined in Appendix 5.8.4, κ1 > c1, κ2 ∈ (0, c2(κ1)), and κδ > 0 with c1
and c2(κ1) defined in Appendix 5.8.3. Then,

1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] = O(
√

p
√

nT
) + O(

n
T

), (5.13a)

E[ f (x̄T )] − f ∗ = O(1), (5.13b)

1
T

T−1∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]

= O(
n
T

), (5.13c)

lim
T→+∞

E[‖∇ f (x̄T )‖2] = 0, (5.13d)



136 Distributed zeroth-order optimization algorithms

Proof. The explicit expressions of the right-hand sides of (5.13a)–(5.13b) and the proof
are given in Appendix 5.8.4. It should be highlighted that the omitted constants in the
first term in the right-hand side of (5.13a) do not depend on any parameters related to the
communication network. �

Remark 5.5. To the best of our knowledge, Theorem 5.4 is the first to establish linear
speedup result for distributed SZO algorithms. This rate is faster than the rates achieved
by centralized ZO algorithms in [142, 248, 286–289, 307] and the distributed primal
ZO algorithm in [151]. This rate is slower than rates achieved by centralized ZO
algorithms in [291–295,297–299], which is reasonable since these algorithms not only are
centralized but also use variance reduction techniques. However, in [293–295, 298, 299],
the considered problems are deterministic; and in [155, 291, 292], the sampling size of
each agent at each iteration is O(T ), which is difficult to execute in practice. It is one
of our future research directions to establish faster convergence with reduced sampling
complexity by using variance reduction techniques.

Find global optima

Let us next consider cases when Algorithm 5.2 finds global optima.

Theorem 5.5. Suppose Assumptions 5.1–5.8 hold. Let {xk} be the sequence generated by
Algorithm 5.2 with

αk = κ1βk, βk = κ0(k + t1)θ, ηk =
κ2

βk
, δi,k ≤ κδηk, ∀k ∈ N0, (5.14)

where κ1 > c1, κ2 ∈ (0, c2(κ1)), θ ∈ (0, 1), t1 ∈ [(pc3(κ1, κ2))1/θ, (pc4c3(κ1, κ2))1/θ], κ0 ≥

c0(κ1, κ2)/tθ1, and κδ > 0 with c4 ≥ 1 being a constant, c0(κ1, κ2), c1, c2(κ1), and c3(κ1, κ2)
defined in Appendix 5.8.3. Then, for any T ∈ N+,

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
p

T 2θ ), (5.15a)

E[ f (x̄T ) − f ∗] = O(
p

nT θ
) + O(

p
T 2θ ). (5.15b)

Proof. The explicit expressions of the right-hand sides of (5.15a) and (5.15b), and the
proof are given in Appendix 5.8.5. It should be highlighted that the omitted constants in
the first term in the right-hand side of (5.15b) do not depend on any parameters related to
the communication network. �

From Theorem 5.5, we see that the convergence rate is strictly greater than O(p/(nT )).
In the following we show that the linear speedup convergence rate O(p/(nT )) can be
achieved if the P–Ł constant ν is known in advance. The total number of iterations T is
not needed.
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Theorem 5.6 (Linear speedup). Suppose Assumptions 5.1–5.8 hold and the P–Ł constant
ν is known in advance. Let {xk} be the sequence generated by Algorithm 5.2 with

αk = κ1βk, βk = κ0(k + t1), ηk =
κ2

βk
, δi,k ≤ κδηk, ∀k ∈ N0, (5.16)

where κ1 > c1, κ2 ∈ (0, c2(κ1)), κ0 ∈ [3ĉ0νκ2/16, 3νκ2/16), t1 > ĉ3(κ0, κ1, κ2), and κδ > 0
with ĉ0 ∈ (0, 1) being a constant, c1 and c2(κ1) defined in Appendix 5.8.3, and ĉ3(κ0, κ1, κ2)
defined in Appendix 5.8.6. Then, for any T ∈ N+,

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
p

T 2 ), (5.17a)

E[ f (x̄T ) − f ∗] = O(
p

nT
) + O(

p
T 2 ). (5.17b)

Proof. The explicit expressions of the right-hand sides of (5.17a) and (5.17b), and the
proof are given in Appendix 5.8.6. It should be highlighted that the omitted constants in
the first term in the right-hand side of (5.17b) do not depend on any parameters related to
the communication network. �

Although Assumption 5.8 is weaker than the bounded gradient assumption, it can
be further relaxed by a mild assumption. Specifically, if each f ∗i > −∞, where f ∗i =

minx∈Rp fi(x), then without Assumption 5.8, the convergence results stated in (5.17a) and
(5.17b) still hold, as shown in the following.

Theorem 5.7 (Linear speedup). Suppose Assumptions 5.1–5.7 hold, and the P–Ł constant
ν is known in advance, and each f ∗i > −∞. Let {xk} be the sequence generated by
Algorithm 5.2 with

αk = κ1βk, βk = κ0(k + t1), ηk =
κ2

βk
, δi,k ≤ κδηk, ∀k ∈ N0, (5.18)

where κ1 > c1, κ2 ∈ (0, c2(κ1)), κ0 ∈ [3ĉ0νκ2/16, 3νκ2/16), t1 > č3(κ0, κ1, κ2), and κδ > 0
with ĉ0 ∈ (0, 1) being a constant, c1 and c2(κ1) defined in Appendix 5.8.3, and č3(κ0, κ1, κ2)
defined in Appendix 5.8.7. Then, for any T ∈ N+,

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
p

T 2 ), (5.19a)

E[ f (x̄T ) − f ∗] = O(
p

nT
) + O(

p
T 2 ). (5.19b)

Proof. The explicit expressions of the right-hand sides of (5.19a) and (5.19b), and the
proof are given in Appendix 5.8.7. It should be highlighted that the omitted constants in
the first term in the right-hand side of (5.19b) do not depend on any parameters related to
the communication network. �
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Remark 5.6. To the best of our knowledge, Theorems 5.5–5.7 are the first analysis of ZO
algorithms to solve stochastic optimization problems under the P–Ł condition or the strong
convexity assumption. In [281], a centralized ZO algorithm based on one-point sampling
with additive sampling noise was proposed and anO(p2/T ) convergence rate was achieved
for deterministic optimization problems strongly convex quadratic cost functions. In [282],
a centralized ZO algorithm based on two-point sampling with additive noise was proposed
and an O(p/

√
T ) convergence rate was achieved for deterministic strongly convex and

smooth optimization problems. In [148], a distributed primal ZO algorithm based on 2p-
point sampling with additive noise was proposed and an O(pn2/

√
T ) convergence rate was

achieved for deterministic strongly convex and smooth optimization problems. In [151],
a distributed primal DZO algorithm based on two-point sampling was proposed and an
O(p/T ) convergence rate was achieved for deterministic smooth optimization problems
under the P–Ł condition. It is straightforward to see that aforementioned convergence
rates achieved in [148, 151, 281, 282] are slower than the convergence rate achieved by
our distributed primal–dual SZO algorithm as stated in Theorem 5.7, although we consider
the SZO oracle feedback setting which is more general than these studies, and use the P–Ł
condition which is weaker than the strong convexity condition.

As shown in Theorems 5.5–5.7, in expectation, the convergence rate of Algorithm 5.2
with diminishing stepsizes is sublinear. The following theorem establishes that, in expec-
tation, the output of Algorithm 5.2 with constant algorithm parameters linearly converges
to a neighborhood of a global optimum.

Theorem 5.8. Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. Let {xk} be the sequence
generated by Algorithm 5.2 with

αk = κ1β, βk = β, ηk =
κ2

β
, δi,k ≤ κδε̂

k
2 , ∀k ∈ N0, (5.20)

where κ1 > c1, κ2 ∈ (0, c2(κ1)), β ≥ c̃0(κ1, κ2), ε̂ ∈ (0, 1), and κδ > 0 with c̃0(κ1, κ2) defined
in Appendix 5.8.4, and c1 and c2(κ1) defined in Appendix 5.8.3. Then, for any T ∈ N+,

1
T

T−1∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]
≤

c5

T
+ η2(σ2

1 + 3σ2
2)c6, (5.21a)

1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] ≤
pc7

ηT
+ η(σ2

1 + 3ησ2
2)c8, (5.21b)

where c5, c6, c7, and c8 are positive constants defined in Appendix 5.8.8. Moreover, if
Assumption 5.4 also holds, then

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2 + f (x̄k) − f ∗

]
≤ εkc9 + η(σ2

1 + 3σ2
2)c10, ∀k ∈ N+, (5.22)

where ε ∈ (0, 1), c9, and c10 are positive constants defined in Appendix 5.8.8.
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Proof. The proof is given in Appendix 5.8.8. �

Remark 5.7. When considering centralized nonconvex smooth optimization with DZO
oracle feedback, i.e., σ1 = σ2 = 0, the result stated in (5.21b) shows that a stationary can
be found with a rate O(p/T ). This rate is the same as that achieved by the ZO algorithms
in [213,285,293,295,298]. Although the ZO variance reduced algorithms in [294,299] and
the stochastic direct-search algorithms in [273–275] achieved a faster rate O(1/T ), these
algorithms require three or more samplings at each iteration, while our proposed algorithm
requires only two samplings at each iteration. Moreover, the result stated in (5.22) shows
that a global optimum can be found linearly. The ZO algorithms in [213, 283, 285, 299,
301, 303] and the stochastic direct-search algorithms in [273–276] also achieved linear
convergence. However, the algorithms in [273–276, 283, 299, 301] require three or more
samplings at each iteration; the P–Ł constant needs to be known in advance in [285,299],
which is not needed in Theorem 5.8; and the cost functions in [213, 273–276, 283, 301,
303] are (restricted) strongly convex, which is stronger than the P–Ł condition used in
Theorem 5.8.

5.5 Distributed primal SZO algorithm

Same as Section 5.4, in this section, we also consider the situation that SZO oracle feedback
is available. We propose a distributed primal SZO algorithm based on the two-point
sampling random gradient estimator introduced in Section 2.8 and analyze its convergence
rate.

5.5.1 Algorithm description

Inspired by distributed first-order (sub)gradient descent algorithm proposed in [310], we
propose the distributed primal SZO algorithm

xi,k+1 = xi,k − γ

n∑
j=1

Li jx j,k − ηkge
i,k, (5.23)

where γ is a positive constant and {ηk} is a positive sequence to be specified later and ge
i,k

is the stochastic gradient estimator defined in (5.9).
We write the distributed primal SZO algorithm (5.23) in pseudo-code as Algorithm 5.3.

5.5.2 Convergence analysis

Find stationary points

Theorem 5.9. Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. Let {xk} be the sequence
generated by Algorithm 5.3 with

γ ∈ (0, d1), ηk =
κη

(k + t1)θ
, δi,k ≤ κδ

√
ηk, ∀k ∈ N0, (5.24)
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Algorithm 5.3 Distributed Primal SZO Algorithm

1: Input: positive constant γ and positive sequences {ηk} and {δi,k}.
2: Initialize: xi,0 ∈ R

p, ∀i ∈ [n].
3: for k = 0, 1, . . . do
4: for i = 1, . . . , n in parallel do
5: Broadcast xi,k to Ni and receive x j,k from j ∈ Ni;
6: Select vector ui,k ∈ S

p independently and uniformly at random;
7: Select ξi,k independently;
8: Sample Fi(xi,k, ξi,k) and Fi(xi,k + δi,kui,k, ξi,k);
9: Update xi,k+1 by (5.23).

10: end for
11: end for
12: Output: {xk}.

where κδ > 0, κη ∈ (0, d2(γ)tθ1], θ ∈ (0.5, 1), and t1 ≥ p1/(2θ) with d1 and d2(γ) defined in
Appendix 5.8.9. Then, for any T ∈ N+,∑T−1

k=0 ηkE[‖∇ f (x̄k)‖2]∑T−1
k=0 ηk

= O(
√

p
T 1−θ ), (5.25a)

E[ f (x̄T )] − f ∗ = O(1), (5.25b)

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
1

T 2θ ), (5.25c)

lim
T→+∞

E[‖∇ f (x̄T )‖2] = 0. (5.25d)

Proof. The explicit expressions of the right-hand sides of (5.25a)–(5.25c) and the proof
are given in Appendix 5.8.9. �

If the total number of iterations T and the number of agents n are known in
advance, then, as shown in the following, Algorithm 5.3 can solve (5.1) with O(

√
p/
√

nT )
convergence rate, and thus achieves the linear speedup with respect to the number of agents.

Theorem 5.10 (Linear speedup). Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. For any
given T ≥ max{n/d2

2(γ), n3}/p, let {xk k ∈ [T ]} be the output generated by Algorithm 5.3
with

γ ∈ (0, d1), ηk =

√
n

√
pT

, δi,k ≤
κδ

p
1
4 n

1
4 (k + 1)

1
4

, ∀k ≤ T, (5.26)

where κδ > 0 and d1 and d2(γ) are defined in Appendix 5.8.9, then

1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] = O(
√

p
√

nT
) + O(

n
T

), (5.27a)
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E[ f (x̄T )] − f ∗ = O(1), (5.27b)

1
T

T−1∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]

= O(
n
T

), (5.27c)

lim
T→+∞

E[‖∇ f (x̄T )‖2] = 0, (5.27d)

Proof. The explicit expressions of the right-hand sides of (5.27a)–(5.27c) and the proof
are given in Appendix 5.8.10. It should be highlighted that the omitted constants in the
first term in the right-hand side of (5.27a) do not depend on any parameters related to the
communication network. �

Find global optima

Theorem 5.11. Suppose Assumptions 5.1–5.8 hold. Let {xk} be the sequence generated by
Algorithm 5.3 with

γ ∈ (0, d1), ηk =
κη

(k + t1)θ
, δi,k ≤ κδηk, ∀k ∈ N0, (5.28)

where κδ > 0, κη ∈ (0, d2(γ)tθ1], θ ∈ (0, 1), and t1 ≥ p1/θ with d1 and d2(γ) defined in
Appendix 5.8.9. Then, for any T ∈ N+,

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
p

T 2θ ), (5.29a)

E[ f (x̄T ) − f ∗] = O(
p

nT θ
) + O(

p
T 2θ ). (5.29b)

Proof. The explicit expressions of the right-hand sides of (5.29a) and (5.29b), and the
proof are given in Appendix 5.8.11. It should be highlighted that the omitted constants in
the first term in the right-hand side of (5.29b) do not depend on any parameters related to
the communication network. �

From Theorem 5.11, we see that the convergence rate is strictly greater thanO(p/(nT )).
In the following we show that the linear speedup convergence rate O(p/(nT )) can be
achieved if the P–Ł constant ν is known in advance. The total number of iterations T is
not needed.

Theorem 5.12 (Linear speedup). Suppose Assumptions 5.1–5.8 hold and the P–Ł constant
ν is known in advance. Let {xk} be the sequence generated by Algorithm 5.3 with

γ ∈ (0, d1), ηk =
κη

k + t1
, δi,k ≤ κδηk, ∀k ∈ N0, (5.30)

where κδ > 0, κη > 4/ν, and t1 > d̂2(γ) with d1 and d̂2(γ) defined in Appendices 5.8.9 and
5.8.12, respectively. Then, for any T ∈ N+,

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
p

T 2 ), (5.31a)
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E[ f (x̄T ) − f ∗] = O(
p

nT
) + O(

p
T 2 ). (5.31b)

Proof. The explicit expressions of the right-hand sides of (5.31a) and (5.31b), and the
proof are given in Appendix 5.8.12. It should be highlighted that the omitted constants in
the first term in the right-hand side of (5.31b) do not depend on any parameters related to
the communication network. �

Although Assumption 5.8 is weaker than the bounded gradient assumption, it can
be further relaxed by a mild assumption. Specifically, if each f ∗i > −∞, where f ∗i =

minx∈Rp fi(x), then without Assumption 5.8, the convergence results stated in (5.31a) and
(5.31b) still hold, as shown in the following.

Theorem 5.13 (Linear speedup). Suppose Assumptions 5.1–5.7 hold, and the P–Ł constant
ν is known in advance, and each f ∗i > −∞. Let {xk} be the sequence generated by
Algorithm 5.3 with

γ ∈ (0, d1), ηk =
κη

k + t1
, δi,k ≤ κδηk, ∀k ∈ N0, (5.32)

where κδ > 0, κη > 4/ν, and t1 > ď2(γ) with d1 and ď2(γ) defined in Appendices 5.8.9 and
5.8.13, respectively. Then, for any T ∈ N+,

E
[1
n

n∑
i=1

‖xi,T − x̄T ‖
2
]

= O(
p

T 2 ), (5.33a)

E[ f (x̄T ) − f ∗] = O(
p

nT
) + O(

p
T 2 ). (5.33b)

Proof. The explicit expressions of the right-hand sides of (5.33a) and (5.33b), and the
proof are given in Appendix 5.8.13. It should be highlighted that the omitted constants in
the first term in the right-hand side of (5.33b) do not depend on any parameters related to
the communication network. �

As shown in Theorems 5.11–5.13, in expectation, the convergence rate of Algo-
rithm 5.3 with diminishing stepsizes is sublinear. The following theorem establishes that,
in expectation, the output of Algorithm 5.3 with constant algorithm parameters linearly
converges to a neighborhood of a global optimum.

Theorem 5.14. Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. Let {xk} be the sequence
generated by Algorithm 5.3 with

γ ∈ (0, d1), ηk = η, δi,k ≤ ε̂
k
2 , ∀k ∈ N0, (5.34)

where η ∈ (0, d2(γ) and ε̂ ∈ (0, 1) with d1 and d2(γ) defined in Appendix 5.8.9. Then, for
any T ∈ N+,

1
T

T−1∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]
≤

d3

T
+ η2(σ2

1 + 3σ2
2)d4, (5.35a)
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1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] ≤
pd5

ηT
+ η(σ2

1 + 3σ2
2)d6, (5.35b)

where d3, d4, d5, and d6 are positive constants defined in Appendix 5.8.14. Moreover, if
Assumption 5.4 also holds, then

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2 + f (x̄k) − f ∗

]
≤ εkd7 + η(σ2

1 + 3σ2
2)d8, ∀k ∈ N+, (5.36)

where ε ∈ (0, 1), d7, and d8 are positive constants defined in Appendix 5.8.14.

Proof. The proof is given in Appendix 5.8.14. �

5.6 Simulations

In this section, we verify the theoretical results through numerical examples.

5.6.1 Distributed regularized logistic regression

This section evaluates the performance of Algorithm 5.1 in solving the nonconvex
distributed regularized logistic regression problem considered in Section 3.6.1. In this
simulation, all settings for cost functions and the communication graph are the same as
those described in Section 3.6.1.

We compare Algorithm 5.1 with its FO counterpart (Algorithm 3.1) and state-of-the-
art algorithms: distributed gradient descent (DGD) with diminishing stepsizes [110, 116],
distributed gradient tracking algorithm (DGTA) [80,116], distributed ZO gradient tracking
algorithm (ZO-GTA) [243], xFILTER [114], Prox-GPDA [112], and D-GPDA [113].

Figure 5.1 illustrates the evolutions of mink∈[T ]{‖∇ f (x̄k)‖2 + 1
n
∑n

i=1 ‖xi,k − x̄k‖
2} with

respect to the number of communication rounds for these algorithms with the same initial
condition. It can be seen that both zeroth-order algorithms (Algorithm 5.1 and ZO-GTA
[243]) exhibit almost identical behavior as their first-order counterparts (Algorithm 3.1 and
DGTA [80, 116]) during the early stage, but then slow down and converge at a sublinear
rate.

In order to compare the performance of the two DZO algorithms (Algorithm 5.1 and
ZO-GTA [243]), we plot the evolutions of mink∈[T ]{‖∇ f (x̄k)‖2 + 1

n
∑n

i=1 ‖xi,k − x̄k‖
2} with

respect to the number of samplings in Figure 5.2. It can be seen that Algorithm 5.1 gives
better performance.

5.6.2 Generating adversarial examples from black-box deep neural
networks

This section evaluates the performance of Algorithms 5.2 and 5.3 in generating adversarial
examples from black-box deep neural networks (DNNs).
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Figure 5.1: Performance of distributed FO and DZO optimization algorithms in
the nonconvex distributed regularized logistic regression problem: Evolutions of
mink∈[T ]{‖∇ f (x̄k)‖2 + 1

n
∑n

i=1 ‖xi,k − x̄k‖
2} with respect to the number of communication

rounds.

In image classification tasks, CNNs are vunlberable to adversarial examples [38]
even under small perturbations, which leads misclassifications. Considering the setting of
zeroth-order attacks [40,295], the model is hidden and no gradient information is available.
We treat this task of generating adversarial examples as an zeroth-order optimization
problem. The the black-box attack loss function [40, 295] is given as

fi(x) = max
{
Fyi

(1
2

tanh(tanh−1 2ai + x)
)
−max

j,yi

{
F j

(1
2

tanh(tanh−1 2ai + x)
)}
, 0

}
+ c

∥∥∥∥1
2

tanh(tanh−1 2ai + x) − ai

∥∥∥∥2

2
,

where c is a constant, (ai, yi) denotes the pair of the ith natural image ai and its original
class label yi. The output of function F(z) = col(F1(z), . . . , Fm(z)) is the well-trained model
prediction of the input z in all m image classes.

The well-trained DNN model1 on MNIST handwritten has 99.4% test accuracy on
natural examples [295]. We compare the proposed distributed primal-dual SZO algorithm
(Algorithm 5.2) and distributed primal SZO algorithm (Algorithm 5.3) with state-of-the-
art centralized and distributed SZO algorithms: RSGF [142], SZVR-G [297], ZO-SVRG
[295], distributed ZO gradient descent algorithm (ZO-GDA) [151], and ZONE-M [155].

1https://github.com/carlini/nn_robust_attacks
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Figure 5.2: Performance of distributed DZO optimization algorithms in the nonconvex
distributed regularized logistic regression problem: Evolutions of mink∈[T ]{‖∇ f (x̄k)‖2 +
1
n
∑n

i=1 ‖xi,k − x̄k‖
2} with respect to the number of samplings.

The communication network of 10 agents is generated randomely following the Erdős -
Rényi model with probability of 0.4. All the hyper-parameters that used in the experiments
are given in Table 5.2. We set the iteration number as 2500.

Table 5.2: Parameters in each algorithm.

Algorithm Decentralized Parameters

Algorithm 5.2 4 η = 0.5/k10−5
, α = 0.5k10−5

, β = 0.1k10−5

Algorithm 5.3 4 γ = 0.01, η = 0.08/k10−5

ZO-GDA 4 η = 0.08/k10−5

ZONE-M 4 ρ = 0.1
√

k

RSGF 7 µ = 0.01

SZVR-G 7 µ = 0.01

ZO-SVRG 7 µ = 0.01

We show the black-box attack loss of each SZO algorithms in Figure 5.3 and list the
least `2 distortion of the successful adversarial perturbations in Table 5.3. We can see
that our proposed distributed SZO algorithms converge almost as fast as the ZO-GDA
[151], and they all are faster than the other algorithms. However, the adversarial examples
generated by these distributed algorithms have slightly larger `2 distortions than those
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Figure 5.3: Performance of SZO optimization algorithms in generating adversarial
examples: Evolutions of the black-box attack loss.

Table 5.3: Distortion

Algorithm `2 distortion

Algorithm 5.2 6.44

Algorithm 5.3 5.77

ZO-GDA 7.23

RSGF 5.69

SZVR-G 5.16

ZO-SVRG 4.76

generated by the centralized algorithms. Table 5.4 provides the comparison of generated
adversarial examples from a black-box DNN on MNIST: digit class “4”.

5.7 Summary

In this chapter, we studied distributed nonconvex optimization with ZO information
feedback. We first considered the case that DZO is available and proposed a distributed
primal–dual DZO algorithm. We derived its convergence properties, which are the same as
its FO counterpart. We then considered the case that SZO is available and proposed two
distributed SZO algorithms: distributed primal–dual and primal SZO algorithms. We also
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Table 5.4: Comparison of generated adversarial examples from a black-box DNN on
MNIST: digit class “4”.

Image ID 4 6 19 24 27 33 42 48 49 56

Original

Algorithm 5.2

Classified as 9 8 2 7 2 2 9 9 9 9

Algorithm 5.2

Classified as 9 9 7 9 9 2 9 9 9 9

ZO-GDA

Classified as 9 9 2 2 2 2 9 9 9 3

ZONE-M

Classified as 4 4 4 4 4 4 4 4 4 4

RSGF

Classified as 9 9 2 9 9 2 9 9 9 9

SZVR-G

Classified as 9 8 2 2 2 2 9 9 9 9

ZO-SVRG

Classified as 9 8 2 9 9 2 9 9 9 9

analyzed their convergence properties. More specifically, the linear speedup convergence
rate O(

√
p/(nT )) was established for smooth nonconvex cost functions under arbitrarily

connected communication networks. The convergence rate was improved to O(p/(nT ))
when the global cost function satisfies the P–Ł condition in addition. It was also shown
that the output of the proposed algorithms linearly converges to a neighborhood of a
global optimum. Interesting directions for future work include considering asynchronous,
periodic, or compressed communication, investigating an adaptive choice of the number of
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samplings at each iteration by different agents, and studying the trade-off between sampling
complexity and convergence rate.

5.8 Proofs

5.8.1 Proof of Theorem 5.1

Denote Kn = In −
1
n 1n1>n , K = Kn ⊗ Ip, H = 1

n (1n1>n ⊗ Ip), x̄k = 1
n (1>n ⊗ Ip)xk, x̄k = 1n ⊗ x̄k,

gk = ∇ f̃ (xk), ḡk = Hgk, g0
k = ∇ f̃ (x̄k), ḡ0

k = Hg0
k = 1

n (1n ⊗ ∇ f (x̄k)), hi,k = ∇̂p fi(xi,k, δi,k),
hk = col(h1,k, . . . , hn,k), h̄k = Hhk, δk = maxi∈[n]{δi,k}, δa

i =
∑+∞

k=0 δ
2
i,k, h0

i,k = ∇̂p fi(x̄k, δk),
h0

k = col(h0
1,k, . . . , h

0
n,k), and h̄0

k = Hh0
k .

We also denote the following notations.

cβ = max
{ κ1

κ2 − 1
, κ3, κ4

}
, cη = min

{ζ1

ζ2
,
ζ3

ζ4
,
ζ5

ζ6

}
, κ1 =

1
2ρ2(L)

(2 + 9L2
f ), κ2 > 1,

κ3 =
1
4

(
1 +

(
1 + 8κ2 +

8
ρ2(L)

) 1
2
)
, κ4 = 6

(
κ2 +

1
ρ2(L)

)
L2

f + 2
(
9
(
κ2 +

1
ρ2(L)

)2
L4

f + 3L2
f

) 1
2
,

ζ1 = (α − β)ρ2(L) −
1
2

(2 + 9L2
f ), ζ2 = β2ρ(L) + (2α2 + β2)ρ2(L) +

15
2

L2
f ,

ζ3 = β −
1
2
−

α

2β2 −
1

2βρ2(L)
, ζ4 = 2β2 +

1
2
, ζ5 =

1
8
−

3
2β

(1
β

+
1

ρ2(L)
+
α

β

)
L2

f ,

ζ6 =
3
β2

(
1 +

1
ρ2(L)

+
α

β

)
L2

f +
L f (1 + 3L f )

2
, ζ7 = ηmin

{
ζ1 − ηζ2,

1
8

}
,

ζ8 =
(3η

4
+ η2

)15npL2
f

4
+ ζ9, ζ9 =

(( 1
β2 +

1
2ηβ

)( 1
ρ2(L)

+
α

β

)
+

1
2ηβ2 +

1
β2 +

1
2

)3npL2
f

4
,

ζ10 =
α + β

2β
+

1
2ρ2(L)

, ζ11 = min
{ 1
2ρ(L)

,
α − β

2α

}
.

The proof of Theorem 5.1 is similar to the proof of Theorem 3.1 with some
modifications. Lemma 3.1 is replaced by the following lemma

Lemma 5.1. Let {xk} be the sequence generated by Algorithm 5.1. If Assumptions 5.1–5.3
hold with α > β. Then,

Uk+1 ≤ Uk − ‖xk‖
2
η(ζ1−ηζ2)K −

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

η(ζ3−ηζ4)K
− η(ζ5 − ηζ6)‖h̄k‖

2

−
η

8
‖ ḡ0

k‖
2 + ζ8δ

2
k + ζ9δ

2
k+1, (5.37)

where

Uk =

4∑
i=1

Ui,k, U1,k =
1
2
‖xk‖

2
K, U2,k =

1
2

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

Q+ α
β K
,
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U3,k = x>k K
(
vk +

1
β

h0
k

)
, U4,k = n( f (x̄k) − f ∗) = f̃ (x̄k) − f̃ ∗,

and Q = RΛ−1
1 R> ⊗ Ip with matrices R and Λ−1

1 given in Lemma 2.5.

Proof. The distributed deterministic zeroth-order algorithm (5.2) can be rewritten as

xk+1 = xk − η(αLxk + βvk + hk), (5.38a)
vk+1 = vk + ηβLxk, ∀x0 ∈ R

np, v0 = 0np. (5.38b)

We know that (3.30) still holds. Similar to the way to get (3.32), we have

‖g0
k+1 − g0

k‖
2 = ‖∇ f̃ (x̄k+1) − ∇ f̃ (x̄k)‖2 ≤ L2

f ‖x̄k+1 − x̄k‖
2 = η2L2

f ‖h̄k‖
2. (5.39)

From (2.35a), we have

‖hk − gk‖
2 ≤

npL2
f δ

2
k

4
, ‖h0

k − g0
k‖

2 ≤
npL2

f δ
2
k

4
. (5.40)

We have

‖h0
k+1 − h0

k‖
2 = ‖h0

k+1 − g0
k+1 + g0

k+1 − g0
k + g0

k − h0
k‖

2

≤ 3‖h0
k+1 − g0

k+1‖
2 + 3‖g0

k+1 − g0
k‖

2 + 3‖g0
k − h0

k‖
2

≤
3npL2

f δ
2
k+1

4
+ 3η2L2

f ‖h̄k‖
2 +

3npL2
f δ

2
k

4

=
3npL2

f (δ
2
k+1 + δ2

k)

4
+ 3η2L2

f ‖h̄k‖
2, (5.41)

where the first inequality holds due to the Cauchy-Schwarz inequality; and the last
inequality holds due to (5.40) and (5.39). Similarly, from the Cauchy-Schwarz inequality,
(5.40), and (3.30), we have

‖h0
k − hk‖

2 ≤
3npL2

f δ
2
k

2
+ 3L2

f ‖xk‖
2
K. (5.42)

Then, from (5.42) and ρ(H) = 1, we have

‖h̄0
k − h̄k‖

2 = ‖H(h0
k − hk)‖2 ≤ ‖h0

k − hk‖
2 ≤

3npL2
f δ

2
k

2
+ 3L2

f ‖xk‖
2
K. (5.43)

We have

‖h̄0
k‖

2 = ‖h̄0
k − ḡ0

k + ḡ0
k‖

2 = ‖h̄0
k − ḡ0

k‖
2 + 2(h̄0

k − ḡ0
k)> ḡ0

k + ‖ ḡ0
k‖

2

≥ ‖h̄0
k − ḡ0

k‖
2 − 2‖h̄0

k − ḡ0
k‖

2 −
1
2
‖ ḡ0

k‖
2 + ‖ ḡ0

k‖
2 = −‖h̄0

k − ḡ0
k‖

2 +
1
2
‖ ḡ0

k‖
2

≥ −‖h0
k − g0

k‖
2 +

1
2
‖ ḡ0

k‖
2 ≥ −

npL2
f δ

2
k

4
+

1
2
‖ ḡ0

k‖
2, (5.44)
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where the first inequality holds due to the Cauchy-Schwarz inequality; the second
inequality holds due to ρ(H) = 1; and the last inequality holds due to (5.40).

Similar to the way to get (3.33), from (5.38a) and (2.5), we have

U1,k+1 ≤ U1,k − ‖xk‖
2
ηαL− η

2 K− 3η2α2
2 L2

+
η

2
(1 + 3η)‖hk − h0

k‖
2

− ηβx>k K
(
vk +

1
β

h0
k

)
+

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

3η2β2
2 K

. (5.45)

Then, from (5.45) and (5.42), we have

U1,k+1 ≤ U1,k − ‖xk‖
2
ηαL− η

2 K− 3η2α2
2 L2−

3η
2 (1+3η)L2

f K
− ηβx>k K

(
vk +

1
β

h0
k

)
+

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

3η2β2
2 K

+
3npL2

f δ
2
kη(1 + 3η)

4
. (5.46)

Similar to the way to get (3.35), from (5.38b), (2.5), and (2.7), we have

U2,k+1 ≤ U2,k + ηx>k (βK + αL)
(
vk +

1
β

h0
k

)
+ ‖xk‖

2
η2β(βL+αL2)

+
∥∥∥∥vk +

1
β

h0
k

∥∥∥∥2

η
2β (Q+ α

β K)
+

( 1
β2 +

1
2ηβ

)( 1
ρ2(L)

+
α

β

)
‖h0

k+1 − h0
k‖

2. (5.47)

Then, from (5.47) and (5.41), we have

U2,k+1 ≤ U2,k + ηx>k (βK + αL)
(
vk +

1
β

h0
k

)
+ ‖xk‖

2
η2β(βL+αL2)

+
∥∥∥∥vk +

1
β

h0
k

∥∥∥∥2

η
2β (Q+ α

β K)
+ +3η

( η
β2 +

1
2β

)( 1
ρ2(L)

+
α

β

)
L2

f ‖h̄k‖
2

+
( 1
β2 +

1
2ηβ

)( 1
ρ2(L)

+
α

β

)3npL2
f (δ

2
k+1 + δ2

k)

4
. (5.48)

Similar to the way to get (3.37), from (5.38) and (2.5), we have

U3,k+1 ≤ x>k (K − ηαL)
(
vk +

1
β

h0
k

)
+
η

2
(1 + 2η)‖hk − h0

k‖
2 + ‖xk‖

2
η(βL+ 1

2 K)+η2( α2
2 −αβ+β2)L2

+
( 1
2ηβ2 +

1
β2 +

1
2

)
‖h0

k+1 − h0
k‖

2 −

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

η(β− 1
2−

η
2−

ηβ2
2 )K

. (5.49)

Then, from (5.49), (5.41), and (5.42), we have

U3,k+1 ≤ U3,k − ηαx>k L
(
vk +

1
β

h0
k

)
+ ‖xk‖

2
η(βL+ 1

2 K)+η2( α2
2 −αβ+β2)L2+

3η
2 (1+2η)L2

f K

+
3npL2

f δ
2
kη(1 + 2η)

4
+ 3η

( 1
2β2 +

η

β2 +
η

2

)
L2

f ‖h̄k‖
2
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+
( 1
2ηβ2 +

1
β2 +

1
2

)3npL2
f (δ

2
k+1 + δ2

k)

4
−

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

η(β− 1
2−

η
2−

ηβ2
2 )K

. (5.50)

Similar to the way to get (3.39), we have

U4,k+1 = f̃ (x̄k+1) − f̃ ∗ = f̃ (x̄k) − f̃ ∗ + f̃ (x̄k+1) − f̃ (x̄k)

≤ f̃ (x̄k) − f̃ ∗ − ηh̄>k g0
k +

η2L f

2
‖h̄k‖

2

= f̃ (x̄k) − f̃ ∗ − ηh̄>k h0
k +

η2L f

2
‖h̄k‖

2 − ηh̄>k (g0
k − h0

k)

≤ U4,k −
η

4
(1 − 2ηL f )‖h̄k‖

2 +
η

2
‖h̄0

k − h̄k‖
2 −

η

4
‖h̄0

k‖
2 − ηh̄>k (g0

k − h0
k). (5.51)

Then, from (5.51), the Cauchy-Schwarz inequality, (5.40), (5.43), and (5.44), we have

U4,k+1 ≤ U4,k −
η

4
(1 − 2ηL f )‖h̄k‖

2 +
η

2
‖h̄0

k − h̄k‖
2 −

η

4
‖h̄0

k‖
2 +

η

8
‖h̄k‖

2 + 2η‖g0
k − h0

k‖
2

≤ U4,k −
η

8
(1 − 4ηL f )‖h̄k‖

2 +
3npL2

f δ
2
kη

4
+ ‖xk‖

2
3η
2 L2

f K

+
npL2

f δ
2
kη

16
−
η

8
‖ ḡ0

k‖
2 +

npL2
f δ

2
kη

2

= U4,k −
η

8
(1 − 4ηL f )‖h̄k‖

2 +
21npL2

f δ
2
kη

16
+ ‖xk‖

2
3η
2 L2

f K
−
η

8
‖ ḡ0

k‖
2. (5.52)

Hence, from (5.46), (5.48), (5.50), and(5.52), we have

Uk+1 ≤ Uk − ‖xk‖
2
ηM1−η2 M2

−

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

ηM3−η2 M4

− (ηζ5 − η
2ζ6)‖h̄k‖

2 −
η

8
‖ ḡ0

k‖
2 + ζ8δ

2
k + ζ9δ

2
k+1, (5.53)

where

M1 = (α − β)L −
1
2

(2 + 9L2
f )K, M2 = β2L + (2α2 + β2)L2 +

15
2

L2
f K,

M3 =
(
β −

1
2
−

α

2β2

)
K −

1
2β

Q, M4 = (2β2 +
1
2

)K.

Similar to the way to get (3.26), we have (5.37). �

We are now ready to prove Theorem 5.1.
Denote

Ûk = ‖xk‖
2
K +

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

K
+ n( f (x̄k) − f ∗).
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Similar to the way to get (3.46)–(3.48), we have

Uk ≥ ζ11(‖xk‖
2
K +

∥∥∥∥vk +
1
β

h0
k

∥∥∥∥2

K
) + n( f (x̄k) − f ∗) (5.54)

≥ ζ11Ûk ≥ 0, (5.55)

and

Uk ≤ ζ10Ûk. (5.56)

Similar to the way to get (3.49)–(3.51), we have

ζ1 > 0, ζ3 > 0, and ζ5 > 0. (5.57)

From (5.57) and 0 < η < min{ ζ1
ζ2
, ζ3
ζ4
, ζ5
ζ6
}, we have

η(ζ1 − ηζ2) > 0, (5.58a)
η(ζ3 − ηζ4) > 0, (5.58b)
η(ζ5 − ηζ6) > 0, (5.58c)
ζ7 > 0. (5.58d)

From (5.37), (5.58a)–(5.58d), and K ≥ 0, we have

Uk+1 ≤ Uk − ζ7(‖xk‖
2
K + ‖ ḡ0

k‖
2) + ζ8δ

2
k + ζ9δ

2
k+1. (5.59)

Hence, summing (5.59) over k = 0, . . . ,T yields

UT+1 + ζ7

T∑
k=0

(‖xk‖
2
K + ‖ ḡ0

k‖
2) ≤ U0 + (ζ8 + ζ9)

T+1∑
k=0

δ2
k . (5.60)

We know

δ2
k =

(
max
i∈[n]
{δi,k}

)2
≤

n∑
i=1

δ2
i,k. (5.61)

From (5.3) and (5.61), we have
T+1∑
k=0

δ2
k ≤

n∑
i=1

δa
i , ∀T ∈ N0. (5.62)

From (5.60), (5.62), (5.55), and (5.58d), we have∑T
k=0(‖xk − x̄k‖

2 + ‖ ḡ0
k‖

2)
T + 1

≤
U0 + (ζ8 + ζ9)

∑n
i=1 δ

a
i

ζ7(T + 1)
, ∀T ∈ N0, (5.63)

which yields (5.4) and (5.5).
From (5.60), (5.62), and (5.58d), we have

f (x̄T+1) − f ∗ ≤
U0 + (ζ8 + ζ9)

∑n
i=1 δ

a
i

n
, ∀T ∈ N0, (5.64)

which gives (5.6).
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5.8.2 Proof of Theorem 5.2

In addition to the notations defined in Section 5.8.1, we also denote the following notations.

ζ12 = ηmin
{
ζ1 − ηζ2, ζ3 − ηζ4,

ν

4

}
, ζ13 =

ζ12

ζ10
, ζ =

1
2

+
1
2

max{1 − ζ13, κδ},

ζ14 =
( ζ8

1 − ζ13
+ ζ9

) 1
ζ − κδ

, ζ0 =
ζ

nζ11
(U0 + ζ14).

From (5.58a) and (5.58b), we have

ζ12 > 0, ζ13 =
ζ12

ζ10
> 0. (5.65)

Similar to the way to get (3.63), we have

0 < ζ13 <
1
8
. (5.66)

From (2.16) and Assumption 4.4, we have that

‖ ḡ0
k‖

2 = n‖∇ f (x̄k)‖2 ≥ 2νn( f (x̄k) − f ∗) = 2νU4,k. (5.67)

From (5.37), (5.58c), and (5.67), we have

Uk+1 ≤ Uk − ζ12Ûk + ζ11δ
2
k + ζ12δ

2
k+1. (5.68)

From (5.68), (5.56), and (5.65), we have

Uk+1 ≤ Uk −
ζ12

ζ7
Uk + ζ8δ

2
k + ζ9δ

2
k+1 = (1 − ζ13)Uk + ζ8δ

2
k + ζ9δ

2
k+1. (5.69)

From (5.69), (5.66), and (5.55), we have

Uk+1 ≤ (1 − ζ13)k+1U0 + ζ8

k∑
τ=0

(1 − ζ13)τδ2
k−τ + ζ9

k∑
τ=0

(1 − ζ13)τδ2
k+1−τ. (5.70)

From δi,k ∈ (0, κk/2
δ ) and (5.70), we have

Uk+1 ≤ (1 − ζ13)k+1U0 +
( ζ8

1 − ζ13
+ ζ9

) k+1∑
τ=0

(1 − ζ13)τδ2
k+1−τ

≤ (1 − ζ13)k+1U0 +
( ζ8

1 − ζ13
+ ζ9

) k+1∑
τ=0

(1 − ζ13)τκk+1−τ
δ . (5.71)

From κδ ∈ (0, 1), (5.65), (5.66), and (2.36), we have

Uk+1 ≤ (1 − ζ13)k+1U0 + ζk+1ζ14. (5.72)
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From (5.54), we have

‖xk − x̄k‖
2 + n( f (x̄k) − f ∗) = ‖xk‖

2
K + n( f (x̄k) − f ∗) ≤ Ûk ≤

Uk

ζ11
. (5.73)

Hence, (5.72) and (5.73) give

‖xk − x̄k‖
2 + n( f (x̄k) − f ∗) ≤

1
ζ11

((1 − ζ13)k+1U0 + ζk+1ζ14), ∀k ∈ N0, (5.74)

which yields (5.7).

5.8.3 Proof of Theorem 5.3

Denote ge
k = col(ge

1,k, . . . , g
e
n,k), ḡe

k = 1
n (1>n ⊗ Ip)ge

k, ḡe
k = 1n ⊗ ḡe

k = Hge
k, f s

i (x, δi,k) =

Eu∈Bp [ fi(x + δi,ku)], gs
i,k = ∇ f s

i (xi,k, δi,k), gs
k = col(gs

1,k, . . . , g
s
n,k), and ḡs

k = Hgs
k.

We also denote the following notations.

c0(κ1, κ2) = max
{
ε1,

2ε5

ε4
,
(2pε7

ε4

) 1
2
,
ε8

2ε6
,

24κ4

κ2
, 96pκ2ε10

}
, c1 =

1
ρ2(L)

+ 1,

c2(κ1) = min
{ε2

ε3
,

1
5

}
, c3(κ1, κ2) =

24κ3

κ2
, κ3 =

1
ρ2(L)

+ κ1 + 1, κ4 =
1

ρ2(L)
+ κ1,

κ5 =
1

ρ2(L)
+ κ1 +

3
2
, κ6 =

κ1 + 1
2

+
1

2ρ2(L)
, κ7 = min

{ 1
2ρ(L)

,
κ1 − 1

2κ1

}
,

ε1 = max
{
1 + 3L2

f , (8 + 12p(3 + 0.5L f ))
1
2 L f , pκ3

}
, ε2 = (κ1 − 1)ρ2(L) − 1,

ε3 = ρ(L) + (2κ2
1 + 1)ρ(L2) + 1, ε4 = 0.5(ε2κ2 − ε3κ

2
2),

ε5 = 0.5 − κ1κ2ρ2(L) + κ2
2ρ(L) + 0.5(1 + 3κ1κ2 + 2κ2)κ1κ2ρ(L2), ε6 = 0.25(κ2 − 5κ2

2),

ε7 = 6(1 + 6κ2 + 2κ4 + 10κ2κ4)κ2L4
f +

1
2p

(1 + 2L2
f )κ2 +

( 5
p

+ 24
)
L2

f κ
2
2,

ε8 = κ4 + κ1κ2 + 3κ2
2 + κ2κ4, ε9 =

3κ0

2κ2
2

(2κ4 + 1),

ε10 = 10 + L f +
1
κ2

(2κ4 + 1)L2
f + (10κ4 + 6)L2

f , ε11 = L2
f

( 1
384

+
1
p

(13κ2 + 4)
)
,

ε12 = 2ε10σ
2
1 +

1
p
ε9σ

2
2 + 6ε10σ

2
2, ε13 =

1
p
ε9 + 6ε10, ε14 =

W0

n
+

2θp(ε11κ
2
δ + ε12)κ2

2

(2θ − 1)κ2
0

,

a1 =
1
κ6

min{ε4, ε6}, a2 = pn(ε11κ
2
δ + ε12 + 2L f ε13ε14)

κ2
2

κ2
0

.

To prove Theorem 5.3, the following three lemmas are used.

Lemma 5.2. Suppose Assumption 5.6 holds. Let {xk} be the sequence generated by
Algorithm 5.2, then

gs
k = ELk [ge

k], (5.75a)
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‖g0
k − gs

k‖
2 ≤ 2L2

f ‖xk‖
2
K + 2nL2

f δ
2
k , (5.75b)

‖ ḡ0
k − ḡs

k‖
2 ≤ 2L2

f ‖xk‖
2
K + 2nL2

f δ
2
k , (5.75c)

ELk [‖ ḡ
e
k‖

2] ≤
1
n

ELk [‖g
e
k‖

2] + ‖ ḡs
k‖

2, (5.75d)

ELk [‖g
0
k − ge

k‖
2] ≤ 4L2

f ‖xk‖
2
K + 4nL2

f δ
2
k + 2ELk [‖g

e
k‖

2], (5.75e)

‖g0
k+1 − g0

k‖
2 ≤ η2

k L2
f ‖ ḡ

e
k‖

2 ≤ η2
k L2

f ‖g
e
k‖

2, (5.75f)

‖ ḡ0
k‖

2 ≤ 2nL f ( f (x̄k) − f ∗). (5.75g)

If Assumptions 5.7 and 5.8 also hold, then

ELk [‖g
e
k‖

2] ≤ 12p‖ ḡ0
k‖

2 + 12pL2
f ‖xk‖

2
K + 4npσ2

1 + 12npσ2
2 + 0.5np2L2

f δ
2
k , (5.76a)

‖g0
k+1‖

2 ≤ 3(η2
k L2

f ‖g
e
k‖

2 + nσ2
2 + ‖ ḡ0

k‖
2). (5.76b)

Proof. (i) From ui,k and ξi,k are mutually independent, xi,k is independent of ui,k and ξi,k,
and (2.27), we have

ELk [g
e
i,k] = Eui,k

[
Eξi,k

[ p
δi,k

(Fi(xi,k + δi,kui,k, ξi,k − Fi(xi,k, ξi,k))ui,k

]]
= Eui,k

[ p
δi,k

( fi(xi,k + δi,kui,k) − fi(xi,k))ui,k

]
= Eui,k [∇̂2 fi(xi,k, δi,k, ui,k)] = ∇ f s

i (xi,k, δi,k) = gs
i,k,

which gives (5.75a).
(ii) From Assumption 5.3, we know that (3.30) still holds.

From Assumption 5.3 and (2.32a), we have

‖gs
i,k − gi,k‖ ≤ L f δi,k.

Thus,

‖gs
k − gk‖

2 =

n∑
i=1

‖gs
i,k − gi,k‖

2 ≤ nL2
f δ

2
k . (5.77)

Noting that

‖g0
k − gs

k‖
2 ≤ 2‖g0

k − gk‖
2 + 2‖gk − gs

k‖
2,

from (3.30) and (5.77), we know (5.75b) holds.
(iii) Noting ‖ ḡ0

k − ḡs
k‖

2 = ‖H(g0
k − gs

k)‖2, from ρ(H) = 1 and (5.75b), we have (5.75c).
(iv) We have

ELk [‖ḡ
e
k‖

2] = ELk

[∥∥∥∥ n∑
i=1

1
n

ge
i,k

∥∥∥∥2]
=

1
n2 ELk

[ n∑
i=1

‖ge
i,k‖

2 +

n∑
i=1

n∑
j=1, j,i

〈ge
i,k, g

e
j,k〉

]
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=
1
n2 ELk [‖g

e
k‖

2] +
1
n2

n∑
i=1

n∑
j=1, j,i

〈ELk [g
e
i,k],ELk [g

e
j,k]〉

=
1
n2 ELk [‖g

e
k‖

2] +
1
n2

n∑
i=1

n∑
j=1, j,i

〈gs
i,k, g

s
j,k〉

=
1
n2 ELk [‖g

e
k‖

2] + ‖ḡs
k‖

2 −
1
n2 ‖g

s
k‖

2, (5.78)

where the third equality holds since ui,k and ξi,k, ∀i ∈ [n], k ≥ 1 are mutually independent;
and the fourth equality holds due to (5.75a).

From (5.78), ELk [‖ ḡe
k‖

2] = nELk [‖ḡ
e
k‖

2] and ‖ ḡs
k‖

2 = n‖ḡs
k‖

2, we know that (5.75d)
holds.
(v) We have

ELk [‖g
0
k − ge

k‖
2] ≤ 2‖g0

k − gs
k‖

2 + 2ELk [‖g
s
k − ge

k‖
2]

= 2‖g0
k − gs

k‖
2 + 2ELk [‖g

e
k‖

2] − 2‖gs
k‖

2, (5.79)

where the inequality holds due to the Cauchy-Schwarz inequality; and the equality holds
since (5.75a) and xk is independent of Lk.

From (5.79) and (5.75b), we know (5.75e) holds.
(vi) The distributed ZO algorithm (5.8) can be rewritten as

xk+1 = xk − ηk(αk Lxk + βkvk + ge
k), (5.80a)

vk+1 = vk + ηkβk Lxk, ∀x0 ∈ R
np,

n∑
i=1

vi,0 = 0p. (5.80b)

From (5.80b), we know that

v̄k+1 = v̄k. (5.81)

Then, from (5.81),
∑n

i=1 vi,0 = 0p, and (5.80a), we know that v̄k = 0p and

x̄k+1 = x̄k − ηk ḡe
k. (5.82)

Then, similar to the way to get (3.32), we have

‖g0
k+1 − g0

k‖
2 = ‖∇ f̃ (x̄k+1) − ∇ f̃ (x̄k)‖2 ≤ L2

f ‖x̄k+1 − x̄k‖
2 = η2

k L2
f ‖ ḡ

e
k‖

2 ≤ η2
k L2

f ‖g
e
k‖

2,

which yields (5.75f).
(vii) From (2.15), we have

‖ ḡ0
k‖

2 = n‖∇ f (x̄k)‖2 ≤ 2nL f ( f (x̄k) − f ∗), (5.83)

which yields (5.75g).
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(viii) From Assumption 5.6, xi,k and ξi,k are independent of ui,k, and (2.32b), we know that
for almost every ξi,k it holds that

Eui,k [‖g
e
i,k‖

2] ≤ 2p‖∇xFi(xi,k, ξi,k)‖2 + 0.5p2L2
f δ

2
i,k. (5.84)

Then,

ELk [‖g
e
i,k‖

2] ≤ 2pEξi,k [‖∇xFi(xi,k, ξi,k)‖2] + 0.5p2L2
f δ

2
i,k

= 2pEξi,k [‖∇xFi(xi,k, ξi,k) − ∇ fi(xi,k) + ∇ fi(xi,k)‖2] + 0.5p2L2
f δ

2
i,k

≤ 4pEξi,k [‖∇xFi(xi,k, ξi,k) − ∇ fi(xi,k)‖2 + ‖∇ fi(xi,k)‖2] + 0.5p2L2
f δ

2
i,k

≤ 4p‖∇ fi(xi,k)‖2 + 4pσ2
1 + 0.5p2L2

f δ
2
i,k, (5.85)

where the first inequality holds due to (5.84); the second inequality holds due to the
Cauchy-Schwarz inequality; and the last inequality holds since Assumption 5.7 and xi,k

is independent of ξi,k.
From Assumption 5.3, we have

‖∇ f (x) − ∇ f (y)‖2 =
∥∥∥∥1

n

n∑
i=1

(∇ fi(x) − ∇ fi(y))
∥∥∥∥2

≤
1
n

n∑
i=1

‖∇ fi(x) − ∇ fi(y)‖2 ≤ L2
f ‖x − y‖2, ∀x, y ∈ Rp. (5.86)

Then, we have

‖∇ fi(xi,k)‖2 = ‖∇ fi(xi,k) − ∇ f (xi,k) + ∇ f (xi,k) − ∇ f (x̄k) + ∇ f (x̄k)‖2

≤ 3(‖∇ fi(xi,k) − ∇ f (xi,k)‖2 + ‖∇ f (xi,k) − ∇ f (x̄k)‖2 + ‖∇ f (x̄k)‖2)

≤ 3(σ2
2 + L2

f ‖xi,k − x̄k‖
2 + ‖∇ f (x̄k)‖2), (5.87)

where the first inequality holds due to the Cauchy-Schwarz inequality; and the last
inequality holds due to Assumption 5.8 and (5.86).

From (5.85) and (5.87), we know (5.76a) holds.
(ix) From the Cauchy-Schwarz inequality, we have

‖g0
k+1‖

2 = ‖g0
k+1 − g0

k + g0
k − ḡ0

k + ḡ0
k‖

2 ≤ 3(‖g0
k+1 − g0

k‖
2 + ‖g0

k − ḡ0
k‖

2 + ‖ ḡ0
k‖

2). (5.88)

From Assumption 5.8, we have

‖g0
k − ḡ0

k‖
2 =

n∑
i=1

‖ fi(x̄k) − f (x̄k)‖2 ≤ nσ2
2. (5.89)

From (5.88), (5.89), and (5.75f), we know (5.76b) holds. �
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Lemma 5.3. Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. Suppose {βk} is nondecreas-
ing, αk = κ1βk, and ηk = κ2

βk
, where κ1 > 1 and κ2 > 0 are constants. Moreover, suppose

βk ≥ ε1. Let {xk} be the sequence generated by Algorithm 5.2, then

ELk [Wk+1] ≤ Wk − ‖xk‖
2
(2ε4−ε5ωk−b1,k)K −

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

b2,k K
+ nσ2

2(b3,k + 6pb4,k)η2
k

+ 2pnσ2
1b4,kη

2
k − ηk(0.25 − (b3,k + 6pb4,k)ηk)‖ ḡ0

k‖
2 + b5,kηkδ

2
k , (5.90a)

ELk [W̆k+1] ≤ W̆k − ‖xk‖
2
(2ε4−ε5ωk−b1,k)K −

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

b2,k K
+ (b3,k + 6pb4,k)η2

k‖ ḡ
0
k‖

2

+ 2pnσ2
1b4,kη

2
k + nσ2

2(b3,k + 6pb4,k)η2
k + b5,kηkδ

2
k , (5.90b)

where

Wk =

4∑
i=1

Wi,k, W̆k =

3∑
i=1

Wi,k, W1,k =
1
2
‖xk‖

2
K, W2,k =

1
2

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

Q+κ1 K
,

W3,k = x>k K
(
vk +

1
βk

g0
k

)
, W4,k = n( f (x̄k) − f ∗) = f̃ (x̄k) − f ∗,

b1,k = 6pκ3L4
f
ηk

β2
k

+ 12pκ5L4
f

η2
k

β2
k

+ (0.5 + L2
f )ηkωk + 6pκ4L4

f
ηkωk

β2
k

+ (5 + 24p + 18pκ3L2
f )L

2
f η

2
kωk + 12pκ4L4

f

η2
kωk

β2
k

+ 18pκ4L4
f η

2
kω

2
k ,

b2,k = 2ε6 − 0.5ωk(κ1 + κ4 + κ1κ2 + 3κ2
2) − 0.5ωkηkκ4, b3,k =

3
2
κ3
ωk

η2
k

+
3
2
κ4
ω2

k

η2
k

,

b4,k = 6 + L f +
κ3

κ2
L2

f
1
βk

+ (4 + 3κ3L2
f )ωk + 3κ4L2

fω
2
k + 2κ5L2

f
1
β2

k

+
κ4

κ2
L2

f
ωk

βk
+ 2κ4L2

f
ωk

β2
k

,

b5,k = nL2
f (0.25p2b4,kηk + 3 + ωk + 8ηk + 5ηkωk).

Proof. Note that W4,k is well defined due to f ∗ > −∞ as assumed in Assumption 5.2. Thus,
Wk is well defined.
(i) Similar to the way to get (4.23), from (5.80a), (5.75a), and that xi,k and vi,k are
independent of Lk, we have

ELk [W1,k+1] ≤ W1,k − ‖xk‖
2
ηkαk L− 1

2 ηk K− 3
2 η

2
kα

2
k L2 +

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

3
2 η

2
kβ

2
k K

+ η2
kELk [‖g

e
k − g0

k‖
2]

+
1
2
ηk(1 + ηk)‖gs

k − g0
k‖

2 − ηkβk x>k K
(
vk +

1
βk

g0
k

)
. (5.91)

Then, from (5.91), (5.75b), and (5.75e), we have

ELk [W1,k+1] ≤ W1,k − ‖xk‖
2
ηkαk L− 1

2 ηk K− 3
2 η

2
kα

2
k L2−ηk(1+5ηk)L2

f K − ηkβk x>k K
(
vk +

1
βk

g0
k

)
+

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

3
2 η

2
kβ

2
k K

+ nL2
f ηk(1 + 5ηk)δ2

k + 2η2
kELk [‖g

e
k‖

2]. (5.92)
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(ii) Similar to the way to get (4.24), from (5.80b) and (5.75f), we have

W2,k+1 ≤ W2,k + (1 + ωk)ηkβk x>k (K + κ1L)
(
vk +

1
βk

g0
k

)
+

1
2

( 1
ρ2(L)

+ κ1

)
(ωk + ω2

k)‖g0
k+1‖

2

+
1
2

(ηk + ωk + ηkωk)
( 1
ρ2(L)

+ κ1

)∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ ‖xk‖

2
(1+ωk)η2

kβ
2
k (L+κ1 L2)

+
ηk

β2
k

(
ηk +

1
2

)
(1 + ωk)

( 1
ρ2(L)

+ κ1

)
L2

f ‖ ḡ
e
k‖

2. (5.93)

(iii) Similar to the way to get (4.35), from (5.80), (5.75a), and that xi,k and vi,k are
independent of Lk, we have

ELk

[
x>k+1K

(
vk+1 +

1
βk

g0
k+1

)]
≤ x>k (K − ηkαk L)

(
vk +

1
βk

g0
k

)
−

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

ηk(βk−
1
2−ηkβ

2
k )K

+ ‖xk‖
2
ηk(βk L+ 1

2 K)+η2
k ( 1

2α
2
k−αkβk+β2

k )L2

+
1
2

(ηk + η2
k)‖gs

k − g0
k‖

2 +
1
2
η2

kELk [‖g
e
k − g0

k‖
2]

+
( 1
2ηkβ

2
k

+
3

2β2
k

)
ELk [‖g

0
k+1 − g0

k‖
2]. (5.94)

Then, from (5.94), (5.75b), (5.75e), and (5.75f), we have

ELk

[
x>k+1K

(
vk+1 +

1
βk

g0
k+1

)]
≤ x>k K

(
vk +

1
βk

g0
k

)
− (1 + ωk)ηkαk x>k L

(
vk +

1
βk

g0
k

)
+ ωkηkαk x>k L

(
vk +

1
βk

g0
k

)
−

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

ηk(βk−
1
2−ηkβ

2
k )K

+ ‖xk‖
2
ηk(βk L+ 1

2 K)+η2
k ( 1

2α
2
k−αkβk+β2

k )L2+ηk(1+3ηk)L2
f K

+
ηk

2β2
k

(1 + 3ηk)L2
f ELk [‖ ḡ

e
k‖

2] + nL2
f ηk(1 + 3ηk)δ2

k

+ η2
kELk [‖g

e
k‖

2]. (5.95)

Then, from (5.95), (4.34), and (4.37), we have

ELk [W3,k+1] ≤ W3,k − (1 + ωk)ηkαk x>k L
(
vk +

1
βk

g0
k

)
+

ηk

2β2
k

(1 + 3ηk)L2
f ELk [‖ ḡ

e
k‖

2]

+ ‖xk‖
2
ηk(βk L+ 1

2 K)+η2
k ( 1

2α
2
k−αkβk+β2

k )L2+ 1
2ωkηkαk L2+ηk(1+3ηk)L2

f K

+ nL2
f ηk(1 + 3ηk)δ2

k + η2
kELk [‖g

e
k‖

2]

−

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

ηk(βk−
1
2−ηkβ

2
k−

1
2ωkαk)K

+
1
2
ωkELk [2W1,k+1 + ‖g0

k+1‖
2]. (5.96)

(iv) Similar to the way to get (4.41), from (5.82), (5.75a), and that xi,k and vi,k are
independent of Lk, we have

ELk [W4,k+1] ≤ W4,k −
1
4
ηk‖ ḡs

k‖
2 +

1
2
ηk‖ ḡ0

k − ḡs
k‖

2 −
1
4
ηk‖ ḡ0

k‖
2 +

1
2
η2

k L f ELk [‖ ḡ
e
k‖

2]. (5.97)
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Then, from (5.97) and (5.75c), we have

ELk [W4,k+1] ≤ W4,k −
1
4
ηk‖ ḡs

k‖
2 + ‖xk‖

2
ηk L2

f K + nL2
f ηkδ

2
k −

1
4
ηk‖ ḡ0

k‖
2 +

1
2
η2

k L f ELk [‖ ḡ
e
k‖

2].

(5.98)

(v) We have

ELk [Wk+1] ≤ Wk +
1
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ωk‖xk‖

2
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2
ηkαk L− 1

2 ηk K− 3
2 η
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1
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∥∥∥∥2

3
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2
kβ

2
k K

+ (1 + ωk)nL2
f ηk(1 + 5ηk)δ2
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+ 2(1 + ωk)η2
kELk [‖g

e
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1
2

( 1
ρ2(L)

+ κ1

)
(ωk + ω2
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0
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+
1
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( 1
ρ2(L)

+ κ1
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1
βk

g0
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2
k (L+κ1 L2)
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k

(
ηk +

1
2
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( 1
ρ2(L)
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)
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e
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ηk

2β2
k

(1 + 3ηk)L2
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e
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+ ‖xk‖
2
ηk(βk L+ 1
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k ( 1

2α
2
k−αkβk+β2

k )L2+ 1
2ωkηkαk L2+ηk(1+3ηk)L2

f K + nL2
f ηk(1 + 3ηk)δ2

k

+ η2
kELk [‖g

e
k‖

2] −
∥∥∥∥vk +

1
βk

g0
k

∥∥∥∥2

ηk(βk−
1
2−ηkβ

2
k−

1
2ωkαk)K

+
1
2
ωkELk [‖g

0
k+1‖

2]

−
1
4
ηk‖ ḡs

k‖
2 + ‖xk‖

2
ηk L2

f K + nL2
f ηkδ

2
k −

1
4
ηk‖ ḡ0

k‖
2 +

1
2
η2

k L f ELk [‖ ḡ
e
k‖

2]

≤ Wk − ‖xk‖
2
ηk M1,k−η

2
k M2,k−ωk M3−b1,k K − ηk

(1
4
− (b3,k + 6pb4,k)ηk

)
‖ ḡ0

k‖
2

−

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

b0
2,k K

+ 2pnσ2
1b4,kη

2
k + nσ2

2(b3,k + 6pb4,k)η2
k + b5,kηkδ

2
k , (5.99)

where the first inequality holds due to (5.92), (5.93), (5.96), (5.98), and αk = κ1βk; the last
inequality holds due to (5.76a), (5.76b), αk = κ1βk, ηk = κ2

βk
, and

M1,k = (αk − βk)L − (1 + 3L2
f )K,

M2,k = β2
k L + (2α2

k + β2
k)L2 + 8L2

f K + 12p(3 + 0.5L f )L2
f K,

M3 = 0.5K − κ1κ2L + 0.5κ1κ2L2 + 1.5κ2
1κ

2
2 L2 + κ2

2(L + κ1L2),

b0
2,k = 0.5ηk(2βk − κ3) − 2.5κ2

2 − 0.5ωk(κ1κ2 + 3κ2
2 + κ4) − 0.5ωkηkκ4.

From (2.6), αk = κ1βk, κ1 > 1, βk ≥ ε1 ≥ 1 + 3L2
f , and ηk = κ2

βk
, we have

ηk M1,k ≥ ε2κ2K. (5.100)

From (2.6), αk = κ1βk, βk ≥ ε1 ≥ (8 + 12p(3 + 0.5L f ))1/2L f , and ηk = κ2
βk

, we have

η2
k M2,k ≤ ε3κ

2
2 K. (5.101)
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From (2.6), αk = κ1βk, and ηk = κ2
βk

, we have

M3 ≤ ε5K. (5.102)

From βk ≥ ε1 ≥ pκ3 ≥ κ3 and ηk = κ2
βk

, we have

b0
2,k ≥ b2,k. (5.103)

From (5.99)–(5.103), we know that (5.90a) holds.
Similar to the way to get (5.90a), we have (5.90b). �

Lemma 5.4. Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. Suppose αk = κ1βk, βk =

κ0(k + t1)θ, and ηk = κ2
βk

, where θ ∈ [0, 1], κ0 ≥ c0(κ1, κ2)/tθ1, κ1 > c1, κ2 ∈ (0, c2(κ1)), and
t1 ≥ (c3(κ1, κ2))1/θ. Let {xk} be the sequence generated by Algorithm 5.2, then

ELk [Wk+1] ≤ Wk − ε4‖xk‖
2
K − ε6

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
−

1
16
ηk‖ ḡ0

k‖
2 + pnε12η

2
k + pnε11ηkδ

2
k ,

(5.104a)

ELk [W̆k+1] ≤ W̆k − ε4‖xk‖
2
K − ε6

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ pε13η

2
k‖ ḡ

0
k‖

2 + pnε12η
2
k + pnε11ηkδ

2
k ,

(5.104b)

ELk [W4,k+1] ≤ W4,k + ‖xk‖
2
2ηk L2

f K −
3
16
ηk‖ ḡ0

k‖
2 + 2pη2

k L f (σ2
1 + 3σ2

2) + (n + p)L2
f ηkδ

2
k .

(5.104c)

Proof. (i) Noting that κ1 > c1 > 1 and βk = κ0(k+t1)θ ≥ κ0tθ1 ≥ c0(κ1, κ2, t1, θ) ≥ ε1 ≥ 1, we
know that all conditions needed in Lemma 5.3 are satisfied, so (5.90a) and (5.90b) hold.

From κ1 > c1 = 1
ρ2(L) + 1, we have

ε2 > 0. (5.105)

From (5.105) and κ2 ∈ (0,min{ ε2
ε3
, 1

5 }), we have

ε4 > 0, ε6 > 0. (5.106)

From t1 ≥ (c3(κ1, κ2))1/θ and c3(κ1, κ2) =
24κ3
κ2

, we have

3κ3

2κ2tθ1
≤

1
16
. (5.107)

From κ0 ≥
24κ4
κ2tθ1
≥

24κ4

κ2t3θ
1

, we have

3κ4

2κ2κ0t3θ
1

≤
1

16
. (5.108)
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From βk = κ0(k + t1)θ, we have

ωk =
1
βk
−

1
βk+1

=
1
κ0

(
1

(k + t1)θ
−

1
(k + t1 + 1)θ

) ≤
1

κ0(k + t1)θ(k + t1 + 1)θ
≤
κ0

β2
k

≤ 1.

(5.109)

From (5.109), ηk = κ2
βk

, βk ≥ 1, ωk ≤ 1, and κ0 ≥ ( 2pε7

ε4t2θ
1

)
1
2 , we have

b1,k ≤
pε7

κ2
0t2θ

1

≤
ε4

2
. (5.110)

From (5.109), (5.110), κ0 ≥
2ε5

ε4tθ1
, and (5.106), we have

2ε4 − ε5ωk − b1,k ≥ 2ε4 −
ε5

κ0tθ1
−
ε4

2
≥ ε4 > 0. (5.111)

From (5.109), ηk = κ2
βk

, κ0 ≥
ε8

2ε6tθ1
≥

ε8

2ε6t2θ
1

, and (5.106), we have

b2,k ≥ 2ε6 −
ε8

2κ0t2θ
1

≥ ε6 > 0. (5.112)

From (5.107)–(5.109) and ηk = κ2
βk

, we have

b3,kηk ≤
3κ3

2κ2κ0t3θ
1

+
3κ4

2κ2κ0t3θ
1

≤
1
8
. (5.113)

From βk ≥ 1 and ωk ≤ 1, we have

b3,k ≤ ε9, (5.114a)
b4,k ≤ ε10. (5.114b)

From (5.113), (5.114b), and κ0 ≥
96pκ2ε10

tθ1
, we have

1
4
− (b3,k + 6pb4,k)ηk ≥

1
8
− 6pb4,kηk ≥

1
8
−

6pκ2ε10

κ0tθ1
≥

1
16
. (5.115)

From (5.115), ηk = κ2
βk

, βk ≥ 1, and ωk ≤ 1, we have

b5,k ≤ pnε11. (5.116)

From (5.90a), (5.111), (5.112), and (5.114a)–(5.116), we know that (5.104a) holds.
(ii) From (5.90b), (5.111), (5.112), (5.114a), (5.114b), and (5.116), we have (5.104b).
(iii) From (5.98), (5.75d), and (5.76a), we have

ELk [W4,k+1] ≤ W4,k −
1
4
ηk‖ ḡs

k‖
2 + ‖xk‖

2
ηk L2

f K + nL2
f ηkδ

2
k −

1
4
ηk‖ ḡ0

k‖
2 +

1
2
η2

k L f

(12p
n
‖ ḡ0

k‖
2
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+
12p

n
L2

f ‖xk‖
2
K + 4pσ2

1 + 12pσ2
2 +

1
2

p2L2
f δ

2
k + ‖ ḡs

k‖
2
)
. (5.117)

From κ0tθ1 ≥ c0(κ1, κ2) ≥ 96pκ2ε10 > 96pκ2L f , we have

6p
n
η2

k L f ≤
6
κ0tθ1

pηkL f κ2 <
1
16
ηk, (5.118)

6p
n
η2

k L3
f <

1
16
ηkL2

f ,
1
2
η2

k L f <
1

16
ηk,

1
4

p2η2
k L3

f < pL2
f ηk. (5.119)

From (5.117)–(5.118), we have (5.104c). �

Now it is ready to prove Theorem 5.3.
Denote

V̂k = ‖xk‖
2
K +

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+ n( f (x̄k) − f ∗).

Similar to the way to get (3.46)–(3.48), we have

Wk ≥ κ7

(
‖xk‖

2
K +

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K

)
+ n( f (x̄k) − f ∗) (5.120)

≥ κ7V̂k ≥ 0, (5.121)

and

Wk ≤ κ6V̂k. (5.122)

From (5.104a) and (5.106), we have

ELk [Wk+1] ≤ Wk − ε4‖xk‖
2
K −

1
16
ηk‖ ḡ0

k‖
2 + pnε12η

2
k + pnε11ηkδ

2
k . (5.123)

Then, taking expectation in LT , summing (5.123) over k ∈ [0,T ], and using (2.37) and
ηk = κ2

κ0(k+t1)θ and δk ≤ κδ
√
ηk as stated in (5.10), yield

E[WT+1] +

T∑
k=0

E
[
ε4‖xk‖

2
K +

1
16
ηk‖ ḡ0

k‖
2
]
≤ W0 +

pn(ε11κ
2
δ + ε12)κ2

2

κ2
0

T∑
k=0

1
(k + t1)2θ ≤ nε14.

(5.124)

Noting that tθ1 = O(
√

p), we have

κ0 = O(
p
tθ1

) = O(
√

p). (5.125)

From W0 = O(n) and (5.125), we have

ε14 =
W0

n
+

2θp(ε11κ
2
δ + ε12)κ2

2

(2θ − 1)κ2
0

= O(1). (5.126)
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From (5.124), (5.121), (5.106), and
∑T

k=0 ηk =
∑T

k=0
κ2

κ0(k+t1)θ ≥
κ2(T+t1)1−θ

κ0(1−θ) , we have∑T
k=0 ηkE[‖∇ f (x̄k)‖2]∑T

k=0 ηk
=

∑T
k=0 ηkE[‖ ḡ0

k‖
2]

n
∑T

k=0 ηk
≤

16κ0(1 − θ)ε14

κ2(T + t1)1−θ . (5.127)

From (5.127), (5.126), and (5.125), we have (5.11a).
From (5.124), (5.120), and (5.106), we have

E[ f (x̄T+1)] − f ∗ =
1
n

WT+1 ≤ ε14, ∀T ∈ N0, (5.128)

which gives (5.11b).
From (5.124), (5.121), and (5.106), we have

T∑
k=0

E[‖xk‖
2
K] ≤

nε14

ε4
, ∀T ∈ N0. (5.129)

From (5.75g) and (5.128), we have

‖ ḡ0
k‖

2 ≤ 2nL f ( f (x̄k) − f ∗) ≤ 2nL f ε14. (5.130)

From (5.76a), (5.129), and (5.130), we know that E[‖ge
k‖

2] is bounded. Then, same as
the proof of the first part of Theorem 1 in [151], we have (5.11d).

From (5.120) and (5.122), we have

0 ≤ 2κ7(W1,k + W2,k) ≤ W̆k ≤ 2κ6(W1,k + W2,k). (5.131)

Denote z̆k = E[W̆k]. From (5.104b), (5.130), (5.131), and (5.10), we have

z̆k+1 ≤ (1 − a1)z̆k +
a2

(t + t1)2θ . (5.132)

From κ1 > 1, we have κ6 > 1. From 0 < κ2 <
1
5 , we have ε6 = 1

4 (κ2 − 5κ2
2) ≤ 1

80 . Thus,

a1 ≤
ε6

κ6
≤

1
80
. (5.133)

From (5.106), we know that

a1 > 0, a2 > 0. (5.134)

From (5.132)–(5.134) and (2.45), we have

z̆k ≤ φ3(k, t1, a1, a2, 2θ, z̆0), ∀k ∈ N+, (5.135)

where the function φ3 is defined in (2.46).
Noting that φ3(k, t1, a1, a2, 2θ, z̆0) = O(n/k2θ), from (5.135) and (5.131), we have

(5.11c).
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5.8.4 Proof of Theorem 5.4

In addition to the notations defined in Appendix 5.8.3, we also denote the following
notations.

c̃0(κ1, κ2) = max
{
ε1,

( pε̃7

ε4

) 1
3
, 48pκ2ε̃10

}
, ε̃7 = 6(1 + 3κ2 + κ4 + 2κ2κ4)κ2L4

f ,

ε̃10 = 6 + L f +
1
κ2

(κ4 + 1)L2
f + (3κ4 + 3)L2

f , ε̃11 = L2
f

( 1
192

+
1
p

(8κ2 + 3)
)
,

ε̃12 = 2(σ2
1 + 3σ2

2)ε̃10, ε15 = 2(σ2
1 + 3σ2

2)L f , ε16 = 2L2
f κ

2
δ .

To prove Theorem 5.4, the following lemma is used.

Lemma 5.5. Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. Suppose αk = α = κ1β,
βk = β, and ηk = η = κ2

β
, where β ≥ c̃0(κ1, κ2), κ1 > c1, and κ2 ∈ (0, c2(κ2)) are constants.

Let {xk} be the sequence generated by Algorithm 5.2, then

ELk [Wk+1] ≤ Wk − ε4‖xk‖
2
K − 2ε6

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
−

1
8
η‖ ḡ0

k‖
2 + pnε̃12η

2 + pnε̃11ηδ
2
k ,

(5.136a)

ELk [W4,k+1] ≤ W4,k + ‖xk‖
2
2ηL2

f K −
1
8
η‖ ḡ0

k‖
2 + 2pη2L f (σ2

1 + 3σ2
2) + (n + p)L2

f ηδ
2
k .

(5.136b)

Proof. (i) Substituting αk = α = κ1β, βk = β, ηk = η = κ2
β

, and ωk = 0 into (5.92), (5.93),
(5.96), and (5.98), similar to the way to get (5.99), we have

ELk [Wk+1] ≤ Wk − ‖xk‖
2
ηM̃1−η2 M̃2−b̃1 K −

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

b̃0
2 K
− η

(1
4
− 6pb̃4η

)
‖ ḡ0

k‖
2

+ 2pn(σ2
1 + 3σ2

2)b̃4η
2 + b̃5ηδ

2
k , (5.137)

where

M̃1 = (α − β)L − (1 + 3L2
f )K, M̃2 = β2L + (2α2 + β2)L2 + 8L2

f K + (3 + 0.5L f )
12p

n
L2

f K,

b̃1 =
6p
n
κ3L4

f
η

β2 +
12p

n
κ5L4

f
η2

β2 , b̃0
2 =

1
2
η(2β − κ3) −

5
2
κ2

2,

b̃4 = 6 + L f +
κ3

κ2
L2

f
1
β

+ 2κ5L2
f

1
β2 , b̃5 = nL2

f

(1
4

p2b̃4η + 3 + 8η
)
.

From (5.137), similar to the way to get (5.90a), we have

ELk [Wk+1] ≤ Wk − ‖xk‖
2
(2ε4−b̃1)K −

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

2ε6 K
− η

(1
4
− 6pb̃4η

)
‖ ḡ0

k‖
2

+ 2pn(σ2
1 + 3σ2

2)b̃4η
2 + b̃5ηδ

2
k . (5.138)

From (5.138), similar to the way to get (5.104a), we have (5.136a).
(ii) Noting ηk = η, β ≥ 48pκ2ε̃10 ≥ 48pκ2L f , and η = κ2/β, similar to the way to get
(5.104c), we have (5.136b). �
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We are now ready to prove Theorem 5.4.
From βk = β = κ2

√
pT/
√

n and T > n(c̃0(κ1, κ2)/κ2)2/p, we have β ≥ c̃0(κ1, κ2). Thus,
all conditions needed in Lemma 5.5 are satisfied. So (5.136a) and (5.136b) hold.

From (5.136a) and (5.12), similar to the way to get (5.129), we have

1
T + 1

T∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]
≤

1
ε4

( W0

n(T + 1)
+

nε̃12

T
+

2nε̃11κ
2
δ

√
T (T + 1)

)
, (5.139)

which gives (5.13c).
From (5.136b) and (5.12), similar to the way to get (5.127), we have

1
T + 1

T∑
k=0

E[‖∇ f (x̄k)‖2] =
1

n(T + 1)

T∑
k=0

E[‖ ḡ0
k‖

2]

≤ 8
( W4,0

n(T + 1)η
+

2L2
f

n(T + 1)

T∑
k=0

E[‖xk‖
2
K] +

pε15η

n
+

√
pε16

√
n(T + 1)

)
. (5.140)

Noting that η = κ2/βk =
√

n/
√

pT , and n/T <
√

p/
√

nT due to T > n3/p, from (5.140)
and (5.139), we have

1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] = 8( f (x̄0) − f ∗ + 2(σ2
1 + 3σ2

2)L f + 2L2
f κ

2
δ)
√

p
√

nT
+ O(

n
T

),

which gives (5.13a).
Taking expectation in LT , summing (5.136b) over k ∈ [0,T ], and using (5.12) yield

n(E[ f (x̄T+1)] − f ∗) = E[W4,T+1]

≤ W4,0 +
2
√

n
√

pT
L2

f

T∑
k=0

‖xk‖
2
K + nε15

T + 1
T

+ nε16

√
T + 1

T
. (5.141)

Noting that W4,0 = O(n) and
√

nn/
√

pT < 1 due to T > n3/p, from (5.139) and
(5.141), we have (5.13b).

Similar to the proof of (5.11d), we have (5.13d).

5.8.5 Proof of Theorem 5.5

In addition to the notations defined in Appendix 5.8.3, we also denote the following
notations.

ε17 =
1
κ6

min
{ε4κ0tθ1

κ2
,
ε6κ0tθ1
κ2

,
ν

8

}
, ε18 =

32θ4θL f (σ2
1 + 3σ2

2)κ2

3νκ0
,

ă2 = pn(ε11κ
2
δ + ε12 + ε13cg)

κ2
2

κ2
0

, a3 =
κ2ε17

κ0
, a4 = pn(ε11κ

2
δ + ε12)

κ2
2

κ2
0

.
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All conditions needed in Lemma 5.4 are satisfied, so (5.104a)–(5.104c) hold.
From (5.104a), (4.65), (5.121), and (5.122), we have

ELk [Wk+1] ≤ Wk − ε4‖xk‖
2
K − ε6

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
−
ηkνn

8
W4,k + pnε12η

2
k + pnε11ηkδ

2
k

≤ Wk −
ηk

κ6
min

{ε4

ηk
,
ε6

ηk
,
ν

8

}
Wk + pnε12η

2
k + pnε11ηkδ

2
k

≤ Wk − ηkε17Wk + pnε12η
2
k + pnε11ηkδ

2
k , ∀k ∈ N0. (5.142)

Denote zk = E[Wk], r1,k = ηkε17, and r2,k = pnε12η
2
k + pnε11ηkδ

2
k . From (5.142), we

have

zk+1 ≤ (1 − r1,k)zk + r2,k, ∀k ∈ N0. (5.143)

From (5.14), we have

r1,k = ηkε17 =
a3

(k + t1)θ
, (5.144)

r2,k = pnε12η
2
k + pnε11ηkδ

2
k ≤

a4

(k + t1)2θ . (5.145)

From κ1 > 1, we have κ6 > 1. From 0 < κ2 <
1
5 , we have ε6 = 1

4 (κ2 − 5κ2
2) ≤ 1

80 . Thus,

r1,k ≤
ε6

κ6
≤

1
80
. (5.146)

From (5.106), we know that

a3 > 0, a4 > 0. (5.147)

Then, from θ ∈ (0, 1), (5.143)–(5.147), and (2.41), we have

zk ≤ φ1(k, t1, a3, a4, θ, 2θ, z0), ∀k ∈ N+, (5.148)

where the function φ1 is defined in (2.42).
From t1 ≥ (pc3(κ1, κ2))1/θ, we have

tθ1 = O(p). (5.149)

From κ0 ≥ c0(κ1, κ2)/tθ1, t1 ≤ (pc4c3(κ1, κ2))1/θ, c0(κ1, κ2) ≥ ε1 ≥ pκ3, and c3(κ1, κ2) =

24κ3/κ2, we have

κ2

κ0
≤

κ2tθ1
c0(κ1, κ2)

≤
κ2 pc4c3(κ1, κ2)

pκ3
≤ 24c4. (5.150)

Thus,

φ1(k, t1, a3, a4, θ, 2θ, z0) = O(
pn

(k + t1)θ
). (5.151)
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From (5.121), we have

‖xk‖
2
K + W4,k ≤ V̂k ≤

Wk

κ7
. (5.152)

From (5.75g), (5.148), (5.151), and (5.152), we get

E[‖ ḡ0
k‖

2] = O(
pn

(k + t1)θ
), ∀k ∈ N+. (5.153)

From (5.149) and (5.153), we know that there exists a constant cg > 0, such that

E[‖ ḡ0
k‖

2] ≤ ncg, ∀k ∈ N0. (5.154)

From (5.104b), (5.154), (5.131), and (5.14), we have

z̆k+1 ≤ (1 − a1)z̆k +
ă2

(t + t1)2θ . (5.155)

Using (2.45), from (5.133) and (5.155), we have

z̆k ≤ φ3(k, t1, a1, ă2, 2θ, z̆0), ∀k ∈ N+, (5.156)

where the function φ3 is defined in (2.46). From (5.156), (5.131), (2.46), and (5.150), we
have

E[‖xk‖
2
K] ≤

1
κ7

z̆k ≤
1
κ7
φ3(k, t1, a1, ă2, 2θ, z̆0) = O(

pn
(k + t1)2θ ), (5.157)

which yields (5.15a).
From (5.104c), (4.65), and δk ≤ κδηk we have

E[W4,k+1] ≤ E[W4,k] −
3ν
8
ηkE[W4,k] + ‖xk‖

2
2ηk L2

f K + 2pL f (σ2
1 + 3σ2

2)η2
k + (n + p)L2

f κ
2
δη

3
k .

(5.158)

Similar to the way to prove (2.41), from (5.157) and (5.158), we have

E[ f (x̄T ) − f ∗] ≤
ε18 p

n(T + t1)θ
+ O(

p
(T + t1)2θ ). (5.159)

From (5.150), we have

ε18 =
32θ4θL f (σ2

1 + 3σ2
2)κ2

3νκ0
≤

256θ4θL f (σ2
1 + 3σ2

2)c4

ν
. (5.160)

Thus, from (5.159) and (5.160), we have (5.15b).
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5.8.6 Proof of Theorem 5.6

In addition to the notations defined in Appendices 5.8.3 and 5.8.5, we also denote the
following notations.

ĉ0(κ1, κ2) =
κ2

8κ6
, ĉ3(κ0, κ1, κ2) = max

{c0(κ1, κ2)
κ0

,
κ6

ε4
,
κ6

ε6
,

24κ3

κ2
, p

1
â3

}
,

â3 = min
{
1,

2
3κ6

}
, ă3 = pn(ε11κ

2
δ + ε12 + ε13c̆g)

κ2
2

κ2
0

.

From t1 > ĉ3(κ0, κ1, κ2) ≥ c0(κ1,κ2)
κ0

, we have κ0 >
c0(κ1,κ2)

t1
. Thus, all conditions needed in

Lemma 5.4 are satisfied, so (5.143)–(5.147) still hold when θ = 1.
From rom t1 > ĉ3(κ0, κ1, κ2) ≥ max{κ6/ε4, κ6/ε6}, we have

ε4t1
κ6

> 1,
ε6t1
κ6

> 1. (5.161)

From κ0 ∈ [3ĉ0νκ2/16, 3νκ2/16), we have

16
3ν

<
κ2

κ0
≤

16
3ĉ0ν

. (5.162)

Thus,

νκ2

8κ6κ0
>

2
3κ6

. (5.163)

Hence, from (5.161) and (5.163), we have

a3 > â3. (5.164)

Then from θ = 1, (5.143)–(5.147), (5.164), and (2.43), we have

zk ≤ φ2(k, t1, a3, a4, 2, z0), ∀k ∈ N+, (5.165)

where the function φ2 is defined in (2.44).
From (5.164) and (5.162), we have φ2(k, t1, a3, a4, 2, z0) = O(pn/(k + t1)â3 ). Hence,

from (5.75g), (5.165), and (5.152), we get

E[‖ ḡ0
k‖

2] = O(
pn

(k + t1)â3
), ∀k ∈ N+. (5.166)

Noting that t1 > ĉ3(κ0, κ1, κ2) ≥ p1/â3 , from (5.166), we know that there exists a constant
c̆g > 0, such that

E[‖ ḡ0
k‖

2] ≤ nc̆g, ∀k ∈ N0. (5.167)

From (5.104b), (5.167), (5.131), and (5.14), we have

z̆k+1 ≤ (1 − a1)z̆k +
ă3

(t + t1)2 . (5.168)
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Using (2.45), from (5.133) and (5.168), we have

z̆k ≤ φ3(k, t1, a1, ă3, 2, z̆0), ∀k ∈ N+, (5.169)

where the function φ3 is defined in (2.46). From (5.169), (5.131), (2.46), and (5.162), we
have

E[‖xk‖
2
K] ≤

1
κ7

z̆k ≤
1
κ7
φ3(k, t1, a1, ă3, 2, z̆0) = O(

pn
(k + t1)2 ), (5.170)

which yields (5.17a).
From κ0 < 3νκ2/16, we have

3νκ2

8κ0
> 2. (5.171)

Same to the way to prove (2.43), from (5.170), (5.171), and (5.158), we have

E[ f (x̄T ) − f ∗] ≤
ε̂18 p

n(T + t1)
+ O(

p
(T + t1)2 ). (5.172)

From (5.162), we have

ε̂18 =
8L f (σ2

1 + 3σ2
2)κ2

2

κ2
0( 3νκ2

8κ0
− 1)

≤
128L f (σ2

1 + 3σ2
2)κ2

3νκ0
≤

2048L f (σ2
1 + 3σ2

2)
9ĉ0ν2 . (5.173)

Thus, from (5.172) and (5.173), we have (5.17b).

5.8.7 Proof of Theorem 5.7

In addition to the notations defined in Appendices 5.8.3, 5.8.5, and 5.8.6, we also denote
the following notations.

č0(κ1, κ2) = max
{
ε1,

2ε5

ε4
,
(2pε7

ε4

) 1
2
,
ε8

2ε6
, 4pκ2ε10

}
,

č3(κ0, κ1, κ2) = max
{ č0(κ1, κ2)

κ0
,
κ6

ε4
,
κ6

ε6
,
(16L f κ3

νκ2

) 1
3
,
(16L f κ4

νκ0κ2

) 1
3
,

64pL f κ2ε10

νκ0

}
,

ε̌12 = 2ε10σ
2
1 +

1
p
ε9σ̃

2
2 + 6ε10σ̃

2
2, σ̃

2
2 = 2L f f ∗ − 2L f

1
n

n∑
i=1

f ∗i .

To prove Theorem 5.7, the following lemma is used.

Lemma 5.6. Suppose Assumptions 5.1–5.3 and 5.5–5.7 hold and each f ∗i > −∞. Suppose
αk = κ1βk, βk = κ0(k + t1)θ, and ηk = κ2

βk
, where θ ∈ [0, 1], κ0 ≥ č0(κ1, κ2)/tθ1, κ1 > c1,

κ2 ∈ (0, c2(κ1)), and t1 ≥ 1. Let {xk} be the sequence generated by Algorithm 5.2, then

ELk [Wk+1] ≤ Wk − ε4‖xk‖
2
K − ε6

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
−

1
4
ηk‖ ḡ0

k‖
2
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+
4
3

L f (b3,k + 6pb4,k)η2
kW4,k + pnε̌12η

2
k + pnε11ηkδ

2
k , (5.174a)

ELk [W̆k+1] ≤ W̆k − ε4‖xk‖
2
K − ε6

∥∥∥∥vk +
1
βk

g0
k

∥∥∥∥2

K
+

4
3

L f pε13η
2
kW4,k

+ pnε̌12η
2
k + pnε11ηkδ

2
k , (5.174b)

ELk [W4,k+1] ≤ W4,k + ‖xk‖
2
2ηk L2

f K −
1
4
ηk‖ ḡ0

k‖
2 +

8p
n

L2
f η

2
kW4,k

+ 2pη2
k L f (σ2

1 + 2σ̃2
2) + (n + p)L2

f ηkδ
2
k . (5.174c)

Proof. We know that (5.75a)–(5.75g) and (5.85) still hold since Assumptions 5.6 and 5.7
hold.

We have

‖g0
k‖

2 =

n∑
i=1

‖∇ fi(x̄k)‖2 ≤
n∑

i=1

2L f ( fi(x̄k) − f ∗i ) = 2L f n( f (x̄k) − f ∗) + nσ̃2
2, (5.175)

where the inequality holds due to (2.15).
We have

‖gk‖
2 = ‖gk − g0

k + g0
k‖

2 ≤ 2(‖gk − g0
k‖

2 + ‖g0
k‖

2) ≤ 2(L2
f ‖xk‖

2
K + 2L f W4,k + nσ̃2

2),
(5.176)

where the first inequality holds due to the Cauchy-Schwarz inequality; and the last
inequality holds due to (3.30) and (5.175).

From (5.85) and (5.176), we have

ELk [‖g
e
k‖

2] ≤ 16pL f W4,k + 8pL2
f ‖xk‖

2
K + 4npσ2

1 + 8npσ̃2
2 + 0.5np2L2

f δ
2
k . (5.177)

From the Cauchy-Schwarz inequality, (5.75e), and (5.175), we have

‖g0
k+1‖

2 = ‖g0
k+1 − g0

k + g0
k‖

2 ≤ 2(‖g0
k+1 − g0

k‖
2 + ‖g0

k‖
2) ≤ 2(η2

k L2
f ‖g

e
k‖

2 + 2L f W4,k + nσ̃2
2).

(5.178)

Then, similar to the way to get Lemma 5.4, from (5.75a)–(5.75g), (5.177), and (5.178),
we get Lemma 5.6. �

Now we are ready to prove Theorem 5.7
From t1 > č3(κ0, κ1, κ2) ≥ č0(κ1,κ2)

κ0
, we have κ0 >

č0(κ1,κ2)
t1

. Thus, all conditions needed in
Lemma 5.6 are satisfied, so (5.174a)–(5.174c) still hold when θ = 1.

Similar to the way to get (5.115), from t1 ≥ max{( 16L f κ3

νκ2
)

1
3 , ( 16L f κ4

νκ0κ2
)

1
3 ,

64pL f κ2ε10

νκ0
}, we

have

1
2
−

4
3ν

L f (b3,k + 6pb4,k)ηk ≥
1
8
. (5.179)

From (5.174a), (4.65), (5.179), (5.121), and (5.122), we know that (5.142) still holds
when ε12 is replaced by ε̌12.

Then, similar to the way to get (5.17a) and (5.17b), we have (5.19a) and (5.19b).
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5.8.8 Proof of Theorem 5.8

In addition to the notations defined in Appendix 5.8.4, we also denote the following
notations.

ε =
1
2

+
1
2

max{1 − ε̃17, ε̂}, ε̃17 =
1

4κ6
min{4ε4, 8ε6, ην}, c5 =

1
ε4

(W0

n
+

pε̃11κ
2
δη

1 − ε̂

)
,

c6 =
2pε̃10

ε4
, c7 = 8

(W0

n
+

pε̃11κ
2
δη

1 − ε̂

)
, c8 = 16pε̃10, c9 =

W0

n
+

pε̃11κ
2
δη

ε − ε̂
, c10 =

2pε̃10η

ε̃17
.

All conditions needed in Lemma 5.5 are satisfied, so (5.136a) still holds.
(i) Taking expectation in LT , summing (5.136a) over k ∈ [0,T ], and using δi,k ∈ (0, κδε̂k/2]
yield

E[WT+1] + ε4

T∑
k=0

‖xk‖
2
K +

1
8
η

T∑
k=0

‖ ḡ0
k‖

2 ≤ W0 + 2pn(σ2
1 + 3σ2

2)ε̃10η
2(T + 1) +

pnε̃11κ
2
δη

1 − ε̂
,

which gives (5.21a)–(5.21b).
(ii) If Assumption 5.4 also holds, then (4.65) holds. From (5.136a), (4.65), and (5.122), for
any k ∈ N0, we have

E[Wk+1] ≤ Wk − ε4‖xk‖
2
K − 2ε6

∥∥∥∥vk +
1
β

g0
k

∥∥∥∥2

K
−
ηνn
4

( f (x̄k) − f ∗)

+ 2pn(σ2
1 + 3σ2

2)ε̃10η
2 + pnε̃11ηδ

2
k

≤ Wk − ε̃17Wk + 2pn(σ2
1 + 3σ2

2)ε̃10η
2 + pnε̃11ηδ

2
k . (5.180)

From (5.146)

0 < ε̃17 ≤
2ε6

κ6
≤

1
40
. (5.181)

From (5.180), (5.121), (5.181), and δi,k ∈ (0, κδε̂
k
2 ], we have

E[Wk+1] ≤ (1 − ε̃17)k+1W0 + 2pn(σ2
1 + 3σ2

2)ε̃10η
2

k∑
τ=0

(1 − ε̃17)τ

+ pnε̃11κ
2
δη

k∑
τ=0

(1 − ε̃17)τε̂k−τ, ∀k ∈ N0. (5.182)

From (5.182), (2.36), and ε > max{1 − ε̃17, ε̂}, we have

E[Wk+1] ≤ εk+1c9 + nη(σ2
1 + 3σ2

2)c10, ∀k ∈ N0, (5.183)

which gives (5.22).
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5.8.9 Proof of Theorem 5.9

We denote the following notations.

d1 =
ρ2(L)

2ρ(L2)
, d2(γ) = min

{ 4ε1

9L2
f

,
1

48p(2ε2 + L f )

}
, ε1 =

1
2
γρ2(L) − γ2ρ(L2),

ε2 =
1 + 2γρ2(L)

2γρ2(L)
, ε3 = 2

(
2ε2 +

1
n

L f

)
(σ2

1 + 3σ2
2), ε4 =

1
4

L2
f

( 1
48

+
4
p

)
,

ε5 =
W1,0 + W4,0

n
+

2θp(ε3 + κ2
δε4)κ2

η

2θ − 1
, ε6 = pnκ2

η(24L f ε2ε5G2
f + 4ε2(σ2

1 + 3σ2
2) + ε4κ

2
δ).

To prove Theorem 5.9, the following lemma is used.

Lemma 5.7. Suppose Assumptions 5.1–5.3 and 5.5–5.8 hold. Suppose γ ∈ (0, d1) and
ηk ∈ (0, d2(γ)]. Let {xk} be the sequence generated by Algorithm 5.3, then

ELk [W1,k+1 + W4,k+1] ≤ W1,k + W4,k − ‖xk‖
2
1
2 ε1 K −

1
8
ηk‖ ḡ0

k‖
2 + pnε3η

2
k + pnε4ηkδ

2
k ,

(5.184a)

ELk [W1,k+1] ≤ W1,k − ‖xk‖
2
1
2 ε1 K + 12pε2η

2
k‖ ḡ

0
k‖

2 + 4pnε2(σ2
1 + 3σ2

2)η2
k + pnε4ηkδ

2
k ,

(5.184b)

ELk [W4,k+1] ≤ W4,k + ‖xk‖
2
2L2

f ηk K −
1
8
ηk‖ ḡ0

k‖
2 + 2pL f (σ2

1 + 3σ2
2)η2

k + (p + n)L2
f ηkδ

2
k .

(5.184c)

Proof. It is straightforward to see that for {xk} generated by Algorithm 5.3, Lemma 5.2
and (5.98) still hold. Thus, (5.117) still holds.

We have

ELk [W1,k+1] = ELk

[1
2
‖xk+1‖

2
K

]
= ELk

[1
2
‖xk − (γLxk + ηk ge

k)‖2K
]

= ELk

[1
2
‖xk‖

2
K − γ‖xk‖

2
L +

1
2
γ2‖xk‖

2
L2 − ηk x>k (Inp − γL)K ge

k +
1
2
η2

k‖g
e
k‖

2
K

]
≤ ELk

[1
2
‖xk‖

2
K − ‖xk‖

2
γL− 1

2 γ
2 L2 +

1
2
γρ2(L)‖xk‖

2
K +

1
2γρ2(L)

η2
k‖g

e
k‖

2

+
1
2
γ2‖xk‖

2
L2 +

1
2
η2

k‖g
e
k‖

2 +
1
2
η2

k‖g
e
k‖

2
]

≤ ELk

[1
2
‖xk‖

2
K − ‖xk‖

2
(γρ2(L)−γ2ρ(L2)− 1

2 γρ2(L))K +
1 + 2γρ2(L)

2γρ2(L)
η2

k‖g
e
k‖

2
]

≤
1
2
‖xk‖

2
K − ‖xk‖

2
ε1 K

+ ε2η
2
k

(
12p‖ ḡ0

k‖
2 + 12pL2

f ‖xk‖
2
K + 4npσ2

1 + 12npσ2
2 +

1
2

np2L2
f δ

2
k

)
=

1
2
‖xk‖

2
K − ‖xk‖

2
ε1 K−12pL2

f ε2η
2
k K
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+ ε2η
2
k

(
12p‖ ḡ0

k‖
2 + 4npσ2

1 + 12npσ2
2 +

1
2

np2L2
f δ

2
k

)
, (5.185)

where the second equality holds due to (5.23); the third equality holds due to (2.5); the first
inequality holds due to the Cauchy-Schwarz inequality and ρ(K) = 1; the second inequality
holds due to (2.6); the second last equality holds since that xi,k is independent of Lk; and
the last inequality holds due to (5.76a).

From (5.117) and (5.185), we have

ELk [W1,k+1 + W4,k+1] ≤ W1,k + W4,k − ‖xk‖
2
ε1 K−(L2

f ηk+12pL2
f ε2η

2
k+

6p
n L3

f η
2
k )K

−
1
4

(
1 − 48pε2ηk −

24p
n

L f ηk

)
ηk‖ ḡ0

k‖
2

−
1
4

(1 − 2L f ηk)ηk‖ ḡs
k‖

2 + 2pn
(
2ε2 +

1
n

L f

)
(σ2

1 + 3σ2
2)η2

k

+
1
4

pnL2
f

(
2pε2ηk +

1
n

pL f ηk +
4
p

)
ηkδ

2
k . (5.186)

From γ ∈ (0, d1) and ρ2(L) ≤ ρ(L), we have

0 < ε1 <
1
16
. (5.187)

From ηk ≤ d2(γ) ≤ 1/(48p(2ε2 + L f )), we have

48pε2ηk +
24p

n
L f ηk ≤ 24p(2ε2 + L f )d2(γ) ≤

1
2
, (5.188a)

2L f ηk ≤
2L f

48p(2ε2 + L f )
<

1
24p

< 1, (5.188b)

1
4

L2
f

(
2pε2ηk +

1
n

pL f ηk +
4
p

)
≤ ε4. (5.188c)

From ηk ≤ d2(γ) ≤ 4ε1/(9L2
f ) and (5.188a), we have

L2
f ηk + 12pL2

f ε2η
2
k +

6p
n

L3
f η

2
k ≤ (1 + 6p(2ε2 + L f )d2(γ))L2

f d2(γ) ≤
9
8

L2
f d2(γ) ≤

1
2
ε1.

(5.189)

From (5.186)–(5.189), we have (5.184a).
Similarly, we get (5.184b) and (5.184c). �

Now it is ready to prove Theorem 5.9.
From κη ∈ (0, d2(γ)tθ1] and ηk = κη/(k + t1)θ, we have ηk ≤ d2(γ). Thus, all conditions

needed in Lemma 5.7 are satisfied. So (5.184a) and (5.184b) hold.
Taking expectation in LT , summing (5.184a) over k ∈ [0,T ], and using (2.37) and

ηk = κη/(k + t1)θ and δk ≤ κδ
√
ηk as stated in (5.24), yield

E[W1,T+1 + W4,T+1] +

T∑
k=0

E
[1
2
ε1‖xk‖

2
K +

1
8
ηk‖ ḡ0

k‖
2
]
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≤ W1,0 + W4,0 + pn(ε3 + κ2
δε4)κ2

η

T∑
k=0

1
(k + t1)2θ ≤ nε5. (5.190)

Noting that tθ1 = O(
√

p), we have

κη = O(
tθ1
p

) = O(
1
√

p
). (5.191)

From W1,0 + W4,0 = O(n) and (5.191), we have

ε5 =
W1,0 + W4,0

n
+

2θp(ε3 + κ2
δε4)κ2

η

2θ − 1
= O(1). (5.192)

From (5.190), (5.187), and
∑T

k=0 ηk =
∑T

k=0
κη

(k+t1)θ ≥
κη(T+t1)1−θ

1−θ , we have∑T
k=0 ηkE[‖∇ f (x̄k)‖2]∑T

k=0 ηk
=

∑T
k=0 ηkE[‖ ḡ0

k‖
2]

n
∑T

k=0 ηk
≤

8(1 − θ)ε5

κη(T + t1)1−θ . (5.193)

From (5.191)–(5.193), we have (5.25a).
From (5.190) and (5.187), we have

E[ f (x̄T+1)] − f ∗ ≤
1
n

W4,T+1 ≤ ε5. (5.194)

From (5.194) and (5.192), we have (5.25b).
From (5.190) and (5.187), we have

T∑
k=0

E[‖xk‖
2
K] ≤

2nε5

ε1
. (5.195)

From (5.75g) and (5.194), we have

‖ ḡ0
k‖

2 ≤ 2nL f ε5. (5.196)

From (5.76a), (5.195), and (5.196), we know that E[‖ge
k‖

2] is bounded. Then, same as
the proof of the first part of Theorem 1 in [151], we have (5.25d).

From (5.184b), (5.196), and (5.24), we have

E[W1,k+1] ≤ (1 − ε1)E[W1,k] +
ε6

(t + t1)2θ . (5.197)

From (5.197), (5.187), and (2.45), we have

E[W1,k] ≤ φ3(k, t1, ε1, ε6, 2θ,W1,0), ∀k ∈ N+, (5.198)

where the function φ3 is defined in (2.46).
Noting that φ3(k, t1, ε1, ε6, 2θ,W1,0) = O(n/k2θ), from (5.198), we have (5.25c).



176 Distributed zeroth-order optimization algorithms

5.8.10 Proof of Theorem 5.10

We use the notations defined in Appendix 5.8.9.
From ηk = η =

√
n/
√

pT and T ≥ n/(pd2
2(γ)), we have ηk ≤ d2(γ). Thus, all conditions

needed in Lemma 5.7 are satisfied. So (5.184a) and (5.184c) hold.
From (5.184a), ηk = η =

√
n/
√

pT , and δi,k ≤ κδ/(pn(k + 1))1/4 as stated in (5.26),
similar to the way to get (5.195) and (5.194), we have

1
T + 1

T∑
k=0

E
[1
n

n∑
i=1

‖xi,k − x̄k‖
2
]
≤

2
ε1

(W1,0 + W4,0

n(T + 1)
+

nε3

T
+

2nκ2
δε4

√
T (T + 1)

)
, (5.199)

which gives (5.27c).
From (5.184c) and ηk = η, we have

ELk [W4,k+1] ≤ W4,k + ‖xk‖
2
2L2

f ηK −
1
8
η‖ ḡ0

k‖
2 + 2pL f (σ2

1 + 3σ2
2)η2 + (p + n)L2

f ηδ
2
k . (5.200)

From (5.200) and δi,k ≤ κδ/(pn(k + 1))1/4 as stated in (5.26), similar to the way to get
(5.193), we have

1
T + 1

T∑
k=0

E[‖∇ f (x̄k)‖2] =
1

n(T + 1)

T∑
k=0

E[‖ ḡ0
k‖

2]

≤ 8
( W4,0

n(T + 1)η
+

2L2
f

n(T + 1)

T∑
k=0

E[‖xk‖
2
K] +

2pL f (σ2
1 + 3σ2

2)η
n

+
2
√

pL2
f κ

2
δ

√
n(T + 1)

)
. (5.201)

Noting that η =
√

n/
√

pT and T ≥ n3/p, from (5.199) and (5.201), we have

1
T

T−1∑
k=0

E[‖∇ f (x̄k)‖2] = 8( f (x̄0) − f ∗ + 2(σ2
1 + 3σ2

2)L f + 2L2
f κ

2
δ)
√

p
√

nT
+ O(

n
T

),

which gives (5.27a).
Taking expectation inLT , summing (5.200) over k ∈ [0,T ], and using δi,k ≤ κδ/(pn(k+

1))1/4 yield

n(E[ f (x̄T+1)] − f ∗) = E[W4,T+1]

≤ W4,0 + 2ηL2
f

T∑
k=0

‖xk‖
2
K + (T + 1)2pη2L f (σ2

1 + 3σ2
2) + 2

√
pnL2

f η
√

T + 1. (5.202)

Noting that W4,0 = O(n), η =
√

n/
√

pT , and T ≥ n3/p, from (5.199) and (5.202), we
have (5.27b).

Similar to the proof of (5.25d), we have (5.27d).
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5.8.11 Proof of Theorem 5.11

In addition to the notations defined in Appendix 5.8.9, we also denote the following
notations.

ε̃6 = pnκ2
η(12L f ε2dg + 4ε2(σ2

1 + 3σ2
2) + ε4κ

2
δ),

ε7 = min
{ ε1tθ1
κη

,
ν

4

}
, b1 = ε7κη, b2 = pn(ε3 + ε4κ

2
δ)κ

2
η.

All conditions needed in Lemma 5.7 are satisfied, so (5.184a)–(5.184c) hold.
Denote W̌k = W1,k + W4,k. From (5.184a) and (4.65), we have

ELk [W̌k+1] ≤ W̌k − ‖xk‖
2
1
2 ε1 K −

ν

4
ηkW4,k + pnε3η

2
k + pnε4ηkδ

2
k

≤
(
1 − ηk min

{ ε1

ηk
,
ν

4

})
W̌k + pnε3η

2
k + pnε4ηkδ

2
k

≤ (1 − ηkε7)W̌k + pnε3η
2
k + pnε4ηkδ

2
k , ∀k ∈ N0. (5.203)

Denote žk = E[W̌k], s1,k = ηkε7, and s2,k = pnε3η
2
k + pnε4ηkδ

2
k . From (5.203), we have

žk+1 ≤ (1 − s1,k)žk + s2,k, ∀k ∈ N0. (5.204)

From (5.28), we have

s1,k = ηkε7 =
b1

(k + t1)θ
, (5.205)

s2,k = pnε3η
2
k + pnε4ηkδ

2
k ≤

b2

(k + t1)2θ . (5.206)

From (5.187), we have

0 < s1,k ≤ ε1 ≤
1
16
. (5.207)

Then, from θ ∈ (0, 1), (5.204)–(5.207), and (2.41), we have

žk ≤ φ1(k, t1, b1, b2, θ, 2θ, ž0), ∀k ∈ N+, (5.208)

where the function φ1 is defined in (2.42).
Noting that tθ1 = O(p), we have

κη = O(
tθ1
p

) = O(1). (5.209)

From (5.75g), (5.208), and (5.209), we get

E[‖ ḡ0
k‖

2] = O(
pn

(k + t1)θ
), ∀k ∈ N+. (5.210)
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From (5.149) and (5.210), we know that there exists a constant dg > 0, such that

E[‖ ḡ0
k‖

2] ≤ ndg, ∀k ∈ N0. (5.211)

From (5.184b), (5.211), and (5.28), we have

E[W1,k+1] ≤ (1 − ε1)E[W1,k] +
ε̃6

(t + t1)2θ . (5.212)

Using (2.45), from (5.187) and (5.212), we have

E[W1,k] ≤ φ3(k, t1, ε1, ε̃6, 2θ,W0,k), ∀k ∈ N+, (5.213)

where the function φ3 is defined in (2.46). From (5.213), (2.46), and (5.209), we have

E[‖xk‖
2
K] ≤ 2E[W1,k] ≤ 2φ3(k, t1, ε1, ε̃6, 2θ,W0,k) = O(

pn
(k + t1)2θ ), (5.214)

which yields (5.29a).
From (5.184c), (4.65), and δk ≤ κδηk we have

E[W4,k+1] ≤ E[W4,k] −
ν

4
ηkE[W4,k] + ‖xk‖

2
2L2

f ηk K + 2pL f (σ2
1 + 3σ2

2)η2
k + (p + n)L2

f κ
2
δη

3
k .

(5.215)

Similar to the way to prove (2.41), from (5.214) and (5.215), we have (5.29b).

5.8.12 Proof of Theorem 5.12

In addition to the notations defined in Appendices 5.8.9 and 5.8.11, we also denote d̂2(γ) =

max{ 1
ε1
,

κη
d2(γ) }

From t1 > d̂2(γ) ≥ κη
d2(γ) , we have ηk =

κη
k+t1
≤

κη
t1
< d2(γ). Thus, all conditions needed

in Lemma 5.7 are satisfied, so (5.204)–(5.207) still hold when θ = 1.
From t1 > d̂2(γ) ≥ 1

ε1
and κη > 4/ν, we have

b1 = ε6κη > 1. (5.216)

Then from θ = 1, (5.204)–(5.207), (5.216), and (2.43), we have

žk ≤ φ2(k, t1, b1, b2, 2, ž0), ∀k ∈ N+, (5.217)

where the function φ2 is defined in (2.44).
From κη > 4/ν, we know κη = O(1), thus φ2(k, t1, b1, b2, 2, ž0) = O(pn/k). Hence, from

(5.75g) and (5.217), we get

E[‖ ḡ0
k‖

2] = O(
pn

k + t1
), ∀k ∈ N+. (5.218)

Then, similar to the way to get (5.29a) and (5.29b), we get (5.31a) and (5.31b).
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5.8.13 Proof of Theorem 5.13

In addition to the notations defined in Appendices 5.8.9, 5.8.11, and 5.8.12, we also denote

d̃2(γ) = min
{ ε1

4L2
f

,
1

4p(2ε2 + L f )

}
, ď2(γ) = max

{ 1
ε1
,

κη

d̃2(γ)
,

κη

8νε8

}
,

ε̌3 = 2
(
2ε2 +

1
n

L f

)
(σ2

1 + 2σ̃2
2), ε̌4 =

1
4

L2
f

(1
8

+
4
p

)
, ε8 = 8p(2ε2 + L f )L f

To prove Theorem 5.13, the following lemma is used.

Lemma 5.8. Suppose Assumptions 5.1–5.3 and 5.5–5.7 hold and each f ∗i > −∞. Suppose
γ ∈ (0, d1) and ηk ∈ (0, d̃2(γ)]. Let {xk} be the sequence generated by Algorithm 5.3, then

ELk [W1,k+1 + W4,k+1] ≤ W1,k + W4,k − ‖xk‖
2
1
2 ε1 K −

1
4
ηk‖ ḡ0

k‖
2

+ ε8η
2
kW4,k + pnε̌3η

2
k + pnε̌4ηkδ

2
k , (5.219a)

ELk [W1,k+1] ≤ W1,k − ‖xk‖
2
1
2 ε1 K + 16pε2L f η

2
kW4,k

+ 4pnε2(σ2
1 + 2σ̃2

2)η2
k + pnε̌4ηkδ

2
k , (5.219b)

ELk [W4,k+1] ≤ W4,k + ‖xk‖
2
2L2

f ηk K −
1
4
ηk‖ ḡ0

k‖
2 +

8p
n

L2
f W4,k

+ 2pL f (σ2
1 + 2σ̃2

2)η2
k + (p + n)L2

f ηkδ
2
k . (5.219c)

Proof. We know that (5.75a)–(5.75g) and (5.177) still hold since Assumptions 5.6 and 5.7
hold, and each f ∗i > −∞. Then, similar to the way to get Lemma 5.7, we get Lemma 5.8.

�

Now we are ready to prove Theorem 5.13.
From t1 > ď2(γ) ≥ max{κη/d̃2(γ), κη/(4νε8)}, we have

ηk =
κη

k + t1
≤
κη

t1
< min

{
d̃2(γ),

1
4νε8

}
. (5.220)

Thus, all conditions needed in Lemma 5.8 are satisfied, so (5.219a)–(5.219c) hold
From (5.219a), (4.65), and (5.220), we know that (5.203) still holds when ε3 and ε4 are

replaced by ε̌3 and ε̌4, respectively.
Then, similar to the way to get (5.31a) and (5.31b), we have (5.33a) and (5.33b).

5.8.14 Proof of Theorem 5.14

In addition to the notations defined in Appendix 5.8.9, we also denote the following
notations.

ε = 0.5 + 0.5 max{1 − ε̃7, ε̂}, ε̃7 = min
{
ε1,

1
4
νη

}
, d3 =

2
ε1

(W1,0 + W4,0

n
+

pε4κ
2
δη

1 − ε̂

)
,
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d4 =
4p
ε1

(
2ε2 +

1
n

L f

)
, d5 = 8

(W1,0 + W4,0

n
+

pε4κ
2
δη

1 − ε̂

)
, d6 = 16p

(
2ε2 +

1
n

L f

)
,

d7 =
W1,0 + W4,0

n
+

pε4κ
2
δη

ε − ε̂
, d8 =

2pη
ε̃7

(
2ε2 +

1
n

L f

)
.

All conditions needed in Lemma 5.7 are satisfied, so (5.184a) still holds.
(i) Taking expectation in LT , summing (5.184a) over k ∈ [0,T ], and using ηk = η and
δi,k ∈ (0, κδε̂k/2] yield

E[W1,T+1 + W4,T+1] +
1
2
ε1

T∑
k=0

‖xk‖
2
K +

1
8
η

T∑
k=0

‖ ḡ0
k‖

2

≤ W1,0 + W4,0 + pnε3η
2(T + 1) +

pnε4κ
2
δη

1 − ε̂
,

which gives (5.35a)–(5.35b).
(ii) If Assumption 5.4 also holds, then (4.65) holds. Thus, (5.203) also holds when ηk = η.
From (5.203) and ηk = η, for all k ∈ N0, we have

ELk [W̌k+1] ≤ (1 − ε̃7)W̌k + pnε3η
2 + pnε4ηδ

2
k . (5.221)

From (5.187)

0 < ε̃7 ≤ ε1 <
1

16
. (5.222)

From (5.221), (5.222), and δi,k ∈ (0, κδε̂
k
2 ], we have

E[W̌k+1] ≤ (1 − ε̃7)k+1W̌0 + pnε3η
2

k∑
τ=0

(1 − ε̃7)τ + pnε4κ
2
δη

k∑
τ=0

(1 − ε̃7)τε̂k−τ, ∀k ∈ N0.

(5.223)

From (5.223), (2.36), and ε > max{1 − ε̃7, ε̂}, we have

E[W̌k+1] ≤ εk+1d7 + n(σ2
1 + 3σ2

2)d8, ∀k ∈ N0, (5.224)

which gives (5.36).
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Chapter 6

Distributed online primal–dual
optimization algorithm

This and the next chapters consider on online convex optimization problems, which view
optimization as a process or a repeated game. This chapter considers distributed online
convex optimization with time-varying coupled inequality constraints. The global objective
function is composed of local convex cost and regularization functions and the coupled
constraint function is the sum of local convex functions. A distributed online primal–
dual dynamic mirror descent algorithm is proposed to solve this problem, where the local
cost, regularization, and constraint functions are held privately and revealed only after
each time slot. Without assuming Slater’s condition, we first derive regret and constraint
violation bounds for the proposed algorithm and show how they depend on the stepsize
sequences, the accumulated dynamic variation of the comparator sequence, the number of
agents, and the network connectivity. As a result, under some natural decreasing stepsize
sequences, we prove that the proposed algorithm achieves sublinear dynamic regret and
constraint violation if the accumulated dynamic variation of the optimal sequence also
grows sublinearly. In particular, we show that it achieves O(T max{1−κ,κ}) static regret
and O(T 1−κ/2) constraint violation bounds, where κ ∈ (0, 1) is a user-defined trade-off

parameter. Assuming Slater’s condition, we show that the dynamic regret bound is similar
to the bound without assuming Slater’s condition, but the constraint violation bound can be
reduced toO(T max{1−κ,κ}). Moreover, we show that both static regret and constraint violation
bounds grow as O(

√
T ). In addition, smaller bounds on the static regret are achieved when

the objective function is strongly convex. Numerical simulations are provided to illustrate
the effectiveness of the theoretical results.

This chapter is organized as follows. Section 6.1 gives the background. Section 6.2
introduces the problem formulation. Section 6.3 provides the distributed online primal–
dual dynamic mirror descent algorithm and analyzes the bounds of the regret and constraint
violation for this algorithm. Section 6.4 presents numerical simulations. Section 6.5
concludes this chapter. To improve the readability, all the proofs can be found in
Section 6.6.
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6.1 Introduction

Centralized online convex optimization with static set constraints was first studied by
Zinkevich [163]. Specifically, he developed a projection-based online gradient descent
algorithm and achieved O(

√
T ) static regret bound for an arbitrary sequence of convex

objective functions with bounded subgradients. It was later shown that this is a tight bound
up to constant factors [166]. The regret bound can be reduced under more stringent strong
convexity conditions on the objective functions [157, 165–167] or by allowing to query
the gradient of the objective function multiple times [168]. When the static constrained
sets are characterized by inequalities, the conventional projection-based online algorithms
are difficult to implement and may be inefficient in practice due to high computational
complexity of the projection operation. To overcome these difficulties, some researchers
proposed primal–dual algorithms for centralized online convex optimization with time-
invariant inequality constraints, e.g., [169–172]. The authors of [173] showed that the
algorithms proposed in [169, 170] are general enough to handle time-varying inequality
constraints. The authors of [174] used the modified saddle-point method to handle time-
varying constraints. The authors of [175, 176] used a virtual queue, which essentially is
a modified Lagrange multiplier, to handle stochastic and time-varying constraints and
the authors of [311] extended the algorithm proposed in [175] with bandit feedback.
The authors of [312] studied online convex optimization with time-varying constraints
in the continuous-time setting and showed that the static regret in continuous-time can be
bounded by a constant independent of the time horizon, as opposed to the sublinear static
regret observed in the discrete-time setting.

Distributed online convex optimization has been extensively studied, so here we
only list some of the most relevant work. Firstly, the authors of [180–182, 186–188]
proposed distributed online algorithms to solve convex optimization problems with static
set constraints and achieved sublinear regret. For instance, the authors of [181] proposed
a decentralized variant of the dynamic mirror descent algorithm proposed in [313]. Mirror
descent generalizes classical gradient descent to Bregman divergences and is suitable for
solving high-dimensional convex optimization problems. The weighted majority algorithm
in machine learning [314] can be viewed as a special case of mirror descent. Secondly,
the authors of [189] extended the adaptive algorithm proposed in [170] to a distributed
setting to solve an online convex optimization problem with a static inequality constraint.
Finally, the authors of [190, 191] proposed distributed primal–dual algorithms to solve
an online convex optimization with static coupled inequality constraints. To the best of
our knowledge, no existing studies considered distributed online convex optimization
with time-varying constraints in the discrete-time setting. In the continuous-time setting,
the authors of [315] extended the online saddle point algorithm proposed in [312] to a
distributed version.

This chapter considers distributed online optimization with time-varying coupled
inequality constraints. The global objective function is composed of local convex cost and
regularization functions and the coupled constraint function is the sum of local convex
functions. Compared to the literature the contributions of this chapter are summarized as
follows.
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(C6.1) We propose a novel distributed online primal–dual dynamic mirror descent algorithm
(Algorithm 6.1). In this algorithm, each agent i maintains two local sequences: the
local decision (primal) and dual sequences. An agent averages its local dual variable
with its in-neighbors in a consensus step, and takes into account the estimated
dynamics of the optimal sequences. The proposed algorithm uses different nonin-
creasing stepsize sequences for the primal and dual updates, and a nonincreasing
sequence to design penalty terms such that the dual variables are not growing too
large. These sequences give some freedom in the regret and constraint violation
bounds, as they allow the trade-off between how fast these two bounds tend to zero.
The algorithm uses the subgradients of the local cost and constraint functions at the
previous decision, but the total number of iterations or any other parameters related
to the objective or constraint functions are not used.

(C6.2) Without assuming Slater’s condition, i.e., that the feasible region has an interior
point, in Lemma 6.3 we derive regret and constraint violation bounds for the
algorithm and show how they depend on the stepsize sequences, the accumulated
dynamic variation of the comparator sequence, the number of agents, and the
network connectivity. The same regret bound was achieved by the centralized
dynamic mirror descent proposed in [313] for static set constraints. Particularly,
we show in Theorem 6.1 that our algorithm simultaneously achieves sublinear
dynamic regret and constraint violation if the accumulated dynamic variation of
the optimal sequence grows sublinearly with a known order. Moreover, we show
in Corollary 6.1 that the algorithm achieves O(T max{1−κ,κ}) static regret and O(T 1−κ/2)
constraint violation bounds, where κ ∈ (0, 1) is a user-defined trade-off parameter.
Same results have been achieved in [170]. Compared with [169, 170, 172, 173, 191],
which assumed the same assumption on the cost and constraint functions as this
chapter, the proposed algorithm has the following advantages. The parameter κ
enables the user to trade-off static regret bound for constraint violation bound,
while recovering the O(

√
T ) static regret and O(T 3/4) constraint violation bounds

from [169, 173] as special cases. The algorithms proposed in [169, 170, 173] are
centralized and the constraint functions in [169, 170] are time-invariant. Moreover,
in [169, 173] the total number of iterations and in [169, 170, 173] the upper bounds
of the objective and constraint functions and their subgradients need to be known
in advance to design the stepsizes. The proposed algorithm achieves smaller static
regret and constraint violation bounds than [191], although time-invariant coupled
inequality constraints were considered. The algorithm proposed in [172] achieved a
better constraint violation bound than ours, but their algorithm is centralized and the
constraint function is time-invariant.

(C6.3) Assuming Slater’s condition, we show in Theorem 6.2 that the dynamic regret
bound is similar to the bound without assuming Slater’s condition, but the constraint
violation bound can be reduced to O(T max{1−κ,κ}). Our results are superior to
[174] in the sense that the accumulated variation of constraints, V({gt}

T
t=1) =∑T

t=1 maxx∈X ‖[gt+1(x) − gt(x)]+‖, appears in their bounds and more assumptions are
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Table 6.1: Comparison of Chapter 6 to some related online convex optimization algorithms.

Reference Problem type Constraint type Regret and constraint violation bounds

[169] Centralized g(x) ≤ 0m Reg(x[T ], x̌∗[T ]) = O(
√

T ), ‖[
∑T

t=1 g(xt)]+‖ = O(T 3/4)

[170] Centralized g(x) ≤ 0m Reg(x[T ], x̌∗[T ]) = O(T max{1−κ,κ}), ‖[
∑T

t=1 g(xt)]+‖ = O(T 1−κ/2), κ ∈ (0, 1)

[172] Centralized g(x) ≤ 0m Reg(x[T ], x̌∗[T ]) = O(
√

T ),
∑T

t=1 ‖[g(xt)]+‖
2 = O(

√
T )

[173] Centralized gt(x) ≤ 0m Reg(x[T ], x̌∗[T ]) = O(
√

T ), ‖[
∑T

t=1 gt(xt)]+‖ = O(T 3/4)

[174] Centralized gt(x) ≤ 0m and
Slater’s condition

Reg(x[T ], x∗[T ]) = O(max{T 1/3 ∑T
t=1 ‖x

∗
t − x∗t−1‖,T

1/3V({gt}
T
t=1),T 2/3}),

‖[
∑T

t=1 gt(xt)]+‖ = O(T 2/3),

[175] Centralized gt(x) ≤ 0m and
Slater’s condition Reg(x[T ], x̌∗[T ])/T ≤ cε, ‖[

∑T
t=1 gt(xt)]+‖/T ≤ cε for T ≥ 1/ε2

[190] Distributed g(x) =∑n
i=1 gi(Xi) ≤ 0m

Reg(x[T ], x̌∗[T ]) = O(
√

T ), ‖[
∑T

t=1 g(xt)]+‖ = O(
√

T ) if dual variables
generated by the proposed algorithm are bounded

[191] Distributed g(x) =∑n
i=1 gi(Xi) ≤ 0m

Reg(x[T ], x̌∗[T ]) = O(T 1/2+2κ), ‖[
∑T

t=1 g(xt)]+‖ = O(T 1−κ/2), κ ∈ (0, 1/4)

This
chapter Distributed

gt(x) =∑n
i=1 gi,t(Xi) ≤

0m

Reg(x[T ], x∗[T ]) = O(max{T κ ∑T−1
t=1 ‖x

∗
t+1 − x∗t ‖,T

max{1−κ,κ}}),
‖[
∑T

t=1 gt(xt)]+‖ = O(T 1−κ/2) (without Slater’s condition),
‖[
∑T

t=1 gt(xt)]+‖ = O(T max{1−κ,κ}) (with Slater’s condition), κ ∈ (0, 1)

needed. We show that our algorithm simultaneously achieves sublinear dynamic
regret and constraint violation, if the accumulated variation of the optimal sequence
grows sublinearly. Moreover, we show in Corollary 6.2 that both static regret
and constraint violation bounds grow as O(

√
T ), which are better than the results

achieved by the centralized algorithm in [175]. The authors of [190] achieved the
same bounds, but they assumed that the coupled inequality constraints are time-
invariant and they explicitly assumed boundedness of the dual variable sequence.
The conditions to guarantee this assumption are not so obvious since the dual
variable sequence is generated by the algorithm. In this chapter, we show that the
dual variable sequence is indeed bounded.

(C6.4) When the local objective functions are assumed to be strongly convex, we show
that in Theorem 6.3, without Slater’s condition, the proposed algorithm achieves
O(T κ) static regret and O(T 1−κ/2) constraint violation bounds. Moreover, we show
in Corollary 6.3 that the constraint violation bound can be reduced to O(T max{1−κ,κ})
when Slater’s condition holds.

Table 6.1 compares this chapter with other online convex optimization algorithms.

6.2 Distributed OCO with time-varying coupled inequality
constraints

We consider the problem of distributed online convex optimization with time-varying
coupled inequality constraints. Specifically, consider a network of n agents indexed by
i ∈ [n]. For each i, let { fi,t : Rpi → R}, {ri,t : Rpi → R}, and {gi,t : Rpi → Rm} be
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arbitrary sequences of local convex cost, regularization, and constraint functions over time
t = 1, 2, . . . , respectively, where pi and m are positive integers. At time t, each agent i
selects a decision xi,t ∈ Xi, where Xi ⊆ R

pi is a known convex set. After the selection,
the agent receives its cost function fi,t and regularization ri,t together with its constraint
function gi,t, and obtains the loss li,t(xi,t) = fi,t(xi,t) + ri,t(xi,t). Here the regularization
function is used to influence the structure of the decisions. Examples of regularization
include `1-regularization ri,t(xi) = λi‖xi‖1 and `2-regularization ri,t(xi) = λi

2 ‖xi‖with λi > 0.
At the same moment, the agents exchange data with their neighbors over a time-varying
directed graph Gt = (V,Et), where V = [n] is the agent set and Et ⊆ V × V is the edge
set. The network’s objective is to choose a global decision sequence x[T ] = (x1, . . . , xT )
with xt = col(x1,t, . . . , xn,t) so that the accumulated global loss

∑T
t=1 lt(xt) is competitive

with the loss of any comparator sequence y[T ] = (y1, . . . , yT ) with yt = col(y1,t, . . . , yn,t)
(i.e., the regret grows sublinearly in T ) and at the same time the constraint violation grows
sublinearly in T , where T is the total number of iterations and lt(xt) =

∑n
i=1 li,t(xi,t) is the

global loss function.
From (1.5), we know that the regret of a global decision sequence x[T ] with respect to

a comparator sequence y[T ] is

Reg(x[T ], y[T ]) =

T∑
t=1

lt(xt) −
T∑

t=1

lt(yt).

For the above distributed online convex optimization problem with time-varying coupled
inequality constraints, there are two commonly used comparator sequences. One is the
optimal dynamic decision sequence y[T ] = x∗[T ] = (x∗1, . . . , x

∗
T ) solving the following

constrained convex optimization problem when the sequences of cost, regularization, and
constraint functions are known a priori:

min
xt ∈ X

T∑
t=1

lt(xt)

s.t. gt(xt) ≤ 0m, ∀t ∈ [T ],

(6.1)

where X = X1 × · · · × Xn ⊆ R
p is the global decision set, p =

∑n
i=1 pi, and gt(xt) =∑n

i=1 gi,t(xi,t) is the coupled constraint function. In order to guarantee that problem (6.1) is
feasible, for any T ∈ N+, we assume that XT , the set of all feasible decision sequences, is
nonempty, where

XT =
{
(x1, . . . , xT ) : xt ∈ X, gt(xt) ≤ 0m, ∀t ∈ [T ]

}
.

With this standing assumption, an optimal dynamic decision sequence to (6.1) always
exists. In this case Reg(x[T ], x∗[T ]) is called the dynamic regret for x[T ]. Another comparator
sequence is y[T ] = x̌∗[T ] = (x̌∗T , . . . , x̌

∗
T ), where x̌∗T is the optimal static decision solving

min
x ∈ X

T∑
t=1

lt(x)

s.t. gt(x) ≤ 0m, ∀t ∈ [T ].

(6.2)
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Similar to above, in order to guarantee that problem (6.2) is feasible, for any T ∈ N+, we
assume that X̌T , the set of all feasible static decision sequences, is nonempty, where

X̌T =
{
(x, . . . , x) : x ∈ X, gt(x) ≤ 0m, ∀t ∈ [T ]

}
⊆ XT .

In this case Reg(x[T ], x̌∗[T ]) is called the static regret. It is straightforward to see that
Reg(x[T ], y[T ]) ≤ Reg(x[T ], x∗[T ]), ∀y[T ] ∈ XT , and that Reg(x[T ], x̌∗[T ]) ≤ Reg(x[T ], x∗[T ]).

From (1.7), we know that the constraint violation of a decision sequence x[T ] is

∥∥∥∥[ T∑
t=1

gt(xt)
]
+

∥∥∥∥.
This definition implicitly allows constraint violations at some times to be compensated
by strictly feasible decisions at other times. This is appropriate for constraints that have a
cumulative nature such as energy budgets enforced through average power constraints.

Based on the definitions introduced in Chapter 2, the following mild assumption is
made on the time-varying directed graph.

Assumption 6.1. For any t ∈ N+, the graph Gt satisfies the following conditions:

(i) The mixing matrix Wt is doubly stochastic, i.e.,
∑n

i=1[Wt]i j =
∑n

j=1[Wt]i j = 1, ∀i, j ∈
[n].

(ii) There exists a constant w ∈ (0, 1), such that [Wt]i j ≥ w if [Wt]i j > 0.

(iii) There exists an integer ι > 0 such that the graph (V,∪l=0,...,ι−1Et+l) is strongly
connected.

We make the following standing assumption on the cost, regularization, and constraint
functions.

Assumption 6.2. (i) For each i ∈ [n], the convex set Xi is compact, i.e., there exists a
positive constant d(X) such that

‖x − y‖ ≤ d(X), ∀x, y ∈ Xi, ∀i ∈ [n]. (6.3)

(ii) The functions { fi,t}, {ri,t}, and {gi,t} are convex and uniformly bounded on Xi, i.e., there
exists a constant F > 0 such that

| fi,t(x)| ≤ F, |ri,t(x)| ≤ F, ‖gi,t(x)‖ ≤ F, ∀t ∈ N+, ∀i ∈ [n], ∀x ∈ Xi. (6.4)

(iii) The subgradients ∇ fi,t, ∇ri,t, and ∇gi,t exist and they are uniformly bounded on Xi,
i.e., there exists a constant G > 0 such that

‖∇ fi,t(x)‖ ≤ G, ‖∇ri,t(x)‖ ≤ G, ‖∇gi,t(x)‖ ≤ G, ∀t ∈ N+, ∀i ∈ [n], ∀x ∈ Xi. (6.5)

Our goal in this chapter is to solve the following problem.
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Problem 6.1. Develop a distributed algorithm to solve the problem of distributed
online optimization with time-varying coupled inequality constraints with guaranteed
performance measured by regret and constraint violation.

We are satisfied with low regret and constraint violation, by which we mean that both
Reg(x[T ], y[T ]) and ‖[

∑T
t=1 gt(xt)]+‖ grow sublinearly with T , i.e., there exist κ1, κ2 ∈ (0, 1)

such that Reg(x[T ], y[T ]) = O(T κ1 ) and ‖[
∑T

t=1 gt(xt)]+‖ = O(T κ2 ). This implies that the
upper bound of the time averaged difference between the accumulated cost of the decision
sequence and the accumulated cost of any comparator sequences tends to zero as T goes to
infinity. The same thing holds for the upper bound of the time averaged constraint violation.
The novel algorithm we design explores the stepsize sequences in a way that allows the
trade-off between how fast these two bounds tend to zero.

6.3 Distributed online primal–dual dynamic mirror descent
algorithm

In this section, we first propose a distributed online primal–dual dynamic mirror descent
algorithm. Then, we derive regret and constraint violation bounds for this algorithm.

6.3.1 Algorithm description

The regularized Lagrangian function associated with the considered problem at each time
t is

At(xt, ut) = ft(xt) + rt(xt) + u>t gt(xt) −
βt+1

2
‖ut‖

2, (6.6)

where {ut ∈ R
m
+ } is the dual variable or Lagrange multiplier vector sequence and {βt > 0}

is the regularization sequence. Inspired by the dynamic mirror descent [313], which is
a generalization of the composite objective mirror descent algorithm [316], a centralized
online primal–dual dynamic mirror descent algorithm to solve the considered problem is

x̃t+1 = argmin
x∈X

{αt+1(〈x,∇ ft(xt) + (∇gt(xt))>ut〉 + rt(xt)) +Dψ(x, xt)}, (6.7a)

ut+1 = [ut + γt+1(gt(xt) − βt+1ut)]+, (6.7b)
xt+1 = Φt+1(x̃t+1), (6.7c)

where {αt > 0} and {γt > 0} are the stepsize sequences used in the primal and dual updates,
respectively; ψi : Rpi → R is a function to define the Bregman divergenceDψ(·, ·), which is
differentiable and strongly convex with convexity parameter σi > 0 on Xi; and Φt : X→ X
is a dynamic model and characterizes a prior knowledge of the considered problem, akin
to developing a state space model for stochastic filters [313], and if the prior knowledge
is lacking then Φt is simply set to the identity mapping. When rt is a constant mapping
and Φt is the identity mapping, then the centralized online algorithm (6.7) is Algorithm 1
in [173]. The potential drawback of that algorithm is that the upper bounds of the objective
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Algorithm 6.1 Distributed Online Primal–Dual Dynamic Mirror Descent Algorithm

1: Input: nonincreasing sequences {αt}, {βt}, {γt} ⊆ (0, 1]; differentiable and strongly
convex functions {ψi, i ∈ [n]}.

2: Initialize: xi,1 ∈ Xi and qi,1 = 0m, ∀i ∈ [n].
3: for t = 2, . . . do
4: for i = 1, . . . , n in parallel do
5: Observe ∇ fi,t−1(xi,t−1), ∇gi,t−1(xi,t−1), gi,t−1(xi,t−1), and ri,t−1(·);
6: Determine Φi,t(·);
7: Update

q̃i,t =

n∑
j=1

[Wt−1]i jq j,t−1, (6.9a)

ai,t = ∇ fi,t−1(xi,t−1) + (∇gi,t−1(xi,t−1))>q̃i,t, (6.9b)
x̃i,t = argmin

x∈Xi

{αt〈x, ai,t〉 + αtri,t−1(x) +Dψi (x, xi,t−1)}, (6.9c)

bi,t = ∇gi,t−1(xi,t−1)(x̃i,t − xi,t−1) + gi,t−1(xi,t−1), (6.9d)
qi,t = [q̃i,t + γt(bi,t − βtq̃i,t)]+, (6.9e)
xi,t = Φi,t(x̃i,t); (6.9f)

8: Broadcast qi,t to Nout
i (Gt) and receive q j,t from j ∈ N in

i (Gt).
9: end for

10: end for
11: Output: {xt}.

and constraint functions and their subgradients need to be known in advance to choose the
stepsize sequences. In order to avoid using these upper bounds, inspired by the algorithm
proposed in [175], we slightly modify the dual update equation (6.7b) as

ut+1 = [ut + γt+1(gt(xt) + ∇gt(xt)(xt+1 − xt) − βt+1ut)]+. (6.8)

Then we modify the centralized online primal–dual dynamic mirror descent algorithm
(6.7a), (6.8), and (6.7c) to a distributed manner, which is given in pseudo-code as
Algorithm 6.1. The key difficulty caused by the distributed setting is that each agent does
not know the global dual variable. In order to overcome this, the consensus step (6.9a) is
introduced such that each agent has an estimation of the global dual variable.

Remark 6.1. In order to execute Algorithm 6.1, at each iteration t, each agent i needs
to know the regularization function at the previous time t − 1, i.e., ri,t−1(·). This is in
many situations a mild assumption since regularization functions are normally predefined
to influence the structure of the decision. Furthermore, gi,t−1(xi,t−1), ∇ fi,t−1(xi,t−1), and
∇gi,t−1(xi,t−1) rather than the full knowledge of fi,t−1(·) and gi,t−1(·) are needed, similar
to the assumption on most online algorithms in the literature, cf., [169,170,172,173,191].
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Note that the total number of iterations or any parameters related to the objective or
constraint functions, such as upper bounds of the objective and constraint functions or their
subgradients, are not used in the algorithm. Also note that no local information related to
the primal is exchanged between the agents, but only local dual variables.

Remark 6.2. In Algorithm 6.1, the sequences {αt}, {βt}, and {γt} play a key role in deriving
the regret and constraint violation bounds. They allow the trade-off between how fast these
two bounds tend to zero, as will be seen in the next section. With some modifications, all
the results in this chapter still hold if the coordinated sequences {αt}, {βt}, and {γt} are
replaced by uncoordinated ones {αi,t}, {βi,t}, and {γi,t}, respectively.

The minimization problem (6.9c) is the composite objective mirror descent [316] and is
strongly convex, so it is solvable at a linear convergence rate and closed-form solutions are
available in special cases. For example, if ri,t is a constant mapping and Euclidean distance
is used as the Bregman distance, i.e., Dψi (x, y) = ‖x − y‖2, then (6.9c) can be solved by
the projection x̃i,t = PXi (xi,t−1 −

αt
2 ai,t). One mild assumption on the Bregman divergence

is stated as follows.

Assumption 6.3. For all i ∈ [n], function ψi : Rpi → R is differentiable and strongly
convex with convexity parameterσi > 0 onXi. Moreover, for all y ∈ Xi,Dψi (·, y) : Rpi → R
is Lipschitz-continuous on Xi, i.e., there exists a constant K > 0 such that

|Dψi (x1, y) −Dψi (x2, y)| ≤ K‖x1 − x2‖, ∀x1, x2 ∈ Xi. (6.10)

This assumption is satisfied when ψi is Lipschitz-continuous on Xi. From Assump-
tions 6.2 and 6.3, it follows that

Dψi (x, y) ≤ d(X)K, ∀x, y ∈ Xi, ∀i ∈ [n]. (6.11)

The dynamic mapping Φi,t used in (6.9f) plays the role of a prediction, which is a
decentralized variant of the dynamical model Φt introduced in [313] and a generalization
of the time-invariant linear mapping A used in [181]. If the optimal sequence of agent i
has the dynamics x∗i,t = Φ∗i,t(x∗i,t−1) for some true dynamic mapping Φ∗i,t : Xi → Xi, then
Φi,t can be viewed as an estimate of Φ∗i,t. If Φi,t is equal or close enough to Φ∗i,t, then
x∗i,t − Φi,t(x∗i,t−1) = Φ∗i,t(x∗i,t−1) − Φi,t(x∗i,t−1) is small. Φi,t is chosen as the identity mapping
if at time t agent i has no knowledge about the dynamics of the optimal sequence. The
following assumption on the dynamic mapping Φi,t is needed.

Assumption 6.4. For any t ∈ N+ and i ∈ [n], the dynamic mapping Φi,t is nonexpansive,
i.e.,

Dψi (Φi,t(x),Φi,t(y)) ≤ Dψi (x, y), ∀x, y ∈ Xi. (6.12)

The assumption is used to exclude the situation that any poor prediction made at one
step could be exacerbated as the algorithm moves forward. The same assumption can also
be found in [181, 313]. An example of the mapping Φi,t that satisfies his assumption is the
identity mapping.
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6.3.2 Regret and constraint violation bounds

This section presents the main results on regret and constraint violation bounds for
Algorithm 6.1, but first some preliminary results are given.

Preliminary results

Firstly, we state some results on the local dual variables.

Lemma 6.1. Suppose that Assumptions 6.1–6.2 hold. For all i ∈ [n] and t ∈ N+, q̃i,t and
qi,t generated by Algorithm 6.1 satisfy

‖qi,t‖ ≤
F
βt
, ‖q̃i,t+1‖ ≤

F
βt
, (6.13a)

‖q̃i,t+1 − q̄t‖ ≤ nτB1

t−1∑
s=1

γs+1λ
t−1−s, (6.13b)

∆t+1

2γt+1
≤

n(B1)2

2
γt+1 + [q̄t − q]>gt(xt) + E1(t) + E2(t) + n

(G2αt+1

σ
+
βt+1

2

)
‖q‖2, (6.13c)

where q is an arbitrary vector in Rm
+ , w and ι are constants given in Assumption 6.1, F, G,

and d(X) are constants given in Assumption 6.2, and

q̄t =
1
n

n∑
i=1

qi,t, τ =
(
1 −

w
2n2

)−2
> 1, B1 = 2F + Gd(X), λ =

(
1 −

w
2n2

)1/ι
,

∆t =

n∑
i=1

‖qi,t − q‖2 − (1 − βtγt)
n∑

i=1

‖qi,t−1 − q‖2, E1(t) = n2τB1F
t∑

s=1

γs+1λ
t−s,

E2(t) =
σ

4αt+1

n∑
i=1

‖x̃i,t+1 − xi,t‖
2 +

n∑
i=1

(q̃i,t+1)>∇gi,t(xi,t)(x̃i,t+1 − xi,t), σ = min
i∈[n]
{σi}.

Proof. See Section 6.6.1. �

Remark 6.3. An upper bound of the local dual variables is given in (6.13a) even
without Slater’s condition. (6.13b) is a standard estimate from the consensus protocol with
perturbations and time-varying communication graphs [190] and presents an upper bound
on the deviation of the local estimate from the average value of the local dual variables
at each iteration. (6.13c) gives an upper bound on the regularized drift of the local dual
variables ∆t, which extends Lemma 3 in [313] from a centralized setting to a distributed
one.

Next, we provide an upper bound on the regret for one update step.

Lemma 6.2. Suppose that Assumptions 6.1–6.4 hold. Let {xt} be the sequence generated
by Algorithm 6.1 and {yt} be an arbitrary sequence in X, then

[q̄t]>gt(xt) + lt(xt) − lt(yt) ≤ [q̄t]>
4nG2αt+1

σ
+

K
αt+1

n∑
i=1

‖yi,t+1 − Φi,t+1(yi,t)‖
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+ gt(yt) + 2E1(t) − E2(t) + E3(t), ∀t ∈ N+, (6.14)

where K is a constant given in Lemma 6.3, and

E3(t) =
1
αt+1

n∑
i=1

(Dψi (yi,t, xi,t) −Dψi (yi,t+1, xi,t+1)).

Proof. See Section 6.6.2. �

Finally, we derive regret and constraint violation bounds for Algorithm 6.1.

Lemma 6.3. Suppose that Assumptions 6.1–6.4 hold. Let {xt} be the sequence generated
by Algorithm 6.1. Then, for any T ∈ N+ and any comparator sequence y[T ] ∈ XT ,

Reg(x[T ], y[T ]) ≤
KVΦ(y[T ])

αT
−

1
2

T∑
t=1

n∑
i=1

( 1
γt
−

1
γt+1

+ βt+1

)
‖qi,t‖

2

+ C1,1

T∑
t=1

γt+1 + C1,2

T∑
t=1

αt+1 +

T∑
t=1

E3(t), (6.15a)

∥∥∥∥[ T∑
t=1

gt(xt)
]
+

∥∥∥∥2
≤ E4(T )

(
2nFT +

KV∗
Φ

αT
−

1
2

T∑
t=1

n∑
i=1

( 1
γt
−

1
γt+1

+ βt+1

)
‖qi,t − qc‖

2

+ C1,1

T∑
t=1

γt+1 + C1,2

T∑
t=1

αt+1 +

T∑
t=1

E3(t)
)
, (6.15b)

where VΦ(y[T ]) and V∗
Φ

are the accumulated dynamic variation of the sequence y[T ] with
respect to {Φi,t} and the minimum accumulated dynamic variation of all feasible sequences,
respectively, defined as

VΦ(y[T ]) =

T−1∑
t=1

n∑
i=1

‖yi,t+1 − Φi,t+1(yi,t)‖, V∗Φ = min
y[T ]∈XT

VΦ(y[T ]),

and

C1,1 =
3n2τB1F

1 − λ
+

n(B1)2

2
, C1,2 =

4nG2

σ
,

qc =
2[

∑T
t=1 gt(xt)]+

E4(T )
, E4(T ) = 4n

( 1
γ1

+

T∑
t=1

(G2αt+1

σ
+
βt+1

2

))
.

Proof. See Section 6.6.3. �

Remark 6.4. Note that the dependence on the stepsize sequences, the accumulated
dynamic variation of the comparator sequence, the number of agents, and the network
connectivity is characterized in (6.15a) and (6.15b). The accumulated variation of
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constraints or the pointwise maximum variation of consecutive constraints defined in
[174] do, however, not appear in (6.15a) and (6.15b). This regret bound is the same
as the regret bound achieved by the centralized dynamic mirror descent in [313], while
[313] only considered static set constraints. The term V∗

Φ
in (6.15b) can be replaced

by VΦ(y[T ]) due to V∗
Φ
≤ VΦ(y[T ]). Moreover, if all {Φt,i} are the identity mapping, then

V∗
Φ

= miny[T ]∈X̌T
VΦ(y[T ]) = VΦ(x̌∗T ) = 0.

In order to obtain sublinear regret and constraint violation bounds, the sequences
{αt}, {βt}, and {γt} should be properly chosen. Firstly, note that αt appears in both the
denominator and numerator of (6.15a) and (6.15b), so we should let αt = O( 1

tc ) with
c ∈ (0, 1) because otherwise one of the terms that contained αt will grow linearly or
superlinearly. Then, noting that the upper bound of the dual sequence is unclear, we should
let 1

γt+1
− 1

γt
− βt+1αt+1 ≤ 0. In the next section, we characterize the regret and constraint

violation bounds based on such sequences.

Dynamic regret and constraint violation bounds

This section states the main results on dynamic regret and constraint violation bounds for
Algorithm 6.1. The succeeding theorem characterizes the bounds based on some natural
decreasing stepsize sequences.

Theorem 6.1. Suppose that Assumptions 6.1–6.4 hold. Let {xt} be the sequence generated
by Algorithm 6.1 with

αt =
1
tc , βt =

1
tκ
, γt =

1
t1−κ , ∀t ∈ N+, (6.16)

where κ ∈ (0, 1) and c ∈ (0, 1) are constants. Then, for any T ∈ N+,

Reg(x[T ], x∗[T ]) ≤ C1T max{1−c,c,κ} + 2KT cVΦ(x∗[T ]), (6.17a)∥∥∥∥[ T∑
t=1

gt(xt)
]
+

∥∥∥∥2
≤ C2T max{2−c,2−κ} + KC2,1T max{1,1+c−κ}V∗Φ, (6.17b)

where

C1 =
C1,1

κ
+

C1,2

1 − c
+ 2nd(X)K, C2 = C2,1(2nF + C1), C2,1 = 2n

( 2G2

(1 − c)σ
+

1
1 − κ

+ 2
)
.

Proof. See Section 6.6.4. �

Remark 6.5. Sublinear dynamic regret and constraint violation is thus achieved if
VΦ(x∗[T ]) grows sublinearly. If, in this case, there exists a constant ν ∈ [0, 1), such that
VΦ(x∗[T ]) = O(T ν), then setting c ∈ (0, 1 − ν) in Theorem 6.1 gives Reg(x[T ], x∗[T ]) = o(T )
and ‖[

∑T
t=1 gt(xt)]+‖ = o(T ). Note that VΦ(x∗[T ]) depends on the dynamic mapping Φi,t.

In practice, agents may not know what is a good estimate of Φi,t and Φi,t may change
stochastically. It is for future research how to estimate Φi,t from a finite or parametric class
of candidates.
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From (6.17b), we can see that the constraint violation bound is strictly greater than
O(
√

T ) due to max{2 − c, 2 − κ} > 1. In the following we show that an O(
√

T ) bound on
constraint violation can be achieved if all {Φi,t} are the identity mapping and the constraint
functions {gi,t} satisfy Slater’s condition, which was also assumed in [174, 175].

Assumption 6.5. (Slater’s condition) There exists a constant ε > 0 and a vector xc ∈ X,
such that

gt(xc) ≤ −ε1m, t ∈ N+. (6.18)

Theorem 6.2. Suppose that Assumptions 6.1–6.5 hold. Let {xt} be the sequence generated
by Algorithm 6.1 with all {Φi,t} being the identity mapping, and

αt =
1

t1−κ , βt =
1
tκ
, γt =

1
t1−κ , ∀t ∈ N+, (6.19)

where κ ∈ (0, 1). Then, for any T ∈ N+,

Reg(x[T ], x∗[T ]) ≤ C1T max{1−κ,κ} + 2KT 1−κVI(x∗T ), (6.20a)∥∥∥∥[ T∑
t=1

gt(xt)
]
+

∥∥∥∥ ≤ C3T max{1−κ,κ}, (6.20b)

where VI(x∗[T ]) is the accumulated variation of the optimal sequence x∗[T ] defined ad

VI(x∗[T ]) =

T−1∑
t=1

‖x∗t+1 − x∗t ‖,

and

C3 = n
(
2B2 +

B2

1 − κ
+

G2(B2 + 2)
√

m
σκ

)
,

B2 = max
{
2ε + 2(ε2 + nd(X)K)

1
2 ,

2B3

ε

}
, B3 = 2F + C1,1.

Proof. See Section 6.6.5. �

Remark 6.6. From (6.20b), we note that under Slater’s condition the constraint violation
bound is not affected by the optimal sequences or the pointwise maximum variation
of consecutive constraints, which is different from the bounds obtained in [174]. From
(6.20a), it follows that sublinear dynamic regret could be achieved if VI(x∗[T ]) grows
sublinearly with a known upper bound. Then, there exists a constant ν ∈ [0, 1), such that
VI(x∗[T ]) = O(T ν), so setting κ ∈ (ν, 1) in Theorem 6.2 gives Reg(x[T ], x∗[T ]) = o(T ) and
‖[
∑T

t=1 gt(xt)]+‖ = o(T ). Under the additional assumption that the accumulated variation of
constraints, V({gt}

T
t=1) =

∑T
t=1 maxx∈X ‖[gt+1(x) − gt(x)]+‖, grows sublinearly with a known

upper bound, similar results have been achieved by the modified centralized online saddle-
point method proposed in [174]. However, [174] assumed not only that the time-varying
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constraint functions satisfy Slater’s condition but also that the slack constant is larger than
the pointwise maximum variation of consecutive constraints. The latter assumption is not
always satisfied. Moreover, in [174] the total number of iterations T needs to be known in
advance.

Static regret and constraint violation bounds

This section states the main results on static regret and constraint violation bounds for
Algorithm 6.1. When considering static regret, {Φi,t} should be set to the identity mapping
since the static optimal sequence is used as the comparator sequence. In this case, replacing
x∗[T ] by the static sequence x̌∗T in Theorem 6.1 gives the following results on the bounds of
static regret and constraint violation.

Corollary 6.1. Under the same conditions as stated in Theorem 6.1 with all {Φi,t} being
the identity mapping and c = κ, it holds that

Reg(x[T ], x̌∗[T ]) ≤ C1T max{1−κ,κ}, (6.21a)∥∥∥∥[ T∑
t=1

gt(xt)
]
+

∥∥∥∥ ≤ √
C2T 1−κ/2. (6.21b)

Proof. Substituting c = κ in Theorem 6.1 gives the results. �

Remark 6.7. From Corollary 6.1, we know that Algorithm 6.1 achieves the same static
regret and constraint violation bounds as in [170]. As discussed in [170], κ ∈ (0, 1)
is a user-defined parameter which enables the trade-off between the static regret bound
and the constraint violation bound. Corollary 6.1 recovers the O(

√
T ) static regret and

O(T 3/4) constraint violation bounds from [169, 173] when κ = 0.5. Moreover, the result
extends the O(T 2/3) bound for both static regret and constraint violation achieved in
[169] for linear constraint functions. However, the algorithms proposed in [169,170,173]
are centralized and the constraint functions considered in [169, 170] are time-invariant.
Moreover, in [169, 173] the total number of iterations and in [169, 170, 173] the upper
bounds of the objective and constraint functions and their subgradients need to be known
in advance to choose the stepsize sequences. Furthermore, Corollary 6.1 achieves smaller
static regret and constraint violation bounds than [191], although [191] considered time-
invariant coupled inequality constraints. However, [191] did not require the time-varying
directed graph to be balanced. Although the algorithm proposed in [172] achieved more
strict constraint violation bound than our Algorithm 6.1, that algorithm assumed time-
invariant constraint functions and the centralized computations.

Similarly, replacing x∗[T ] by the static sequence x̌∗T in Theorem 6.2 gives the following
results on the bounds of static regret and constraint violation.

Corollary 6.2. Under the same conditions as stated in Theorem 6.2, it holds that

Reg(x[T ], x̌∗[T ]) ≤C1T max{1−κ,κ}, (6.22a)
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∥∥∥∥[ T∑
t=1

gt(xt)
]
+

∥∥∥∥ ≤C3T max{1−κ,κ}. (6.22b)

Remark 6.8. Setting κ = 0.5 in Corollary 6.2 gives Reg(x[T ], x̌∗T ) = O(
√

T ) and
‖[
∑T

t=1 gt(xt)]+‖ = O(
√

T ). Hence, Algorithm 6.1 achieves stronger results than [175]
and the same results as [176, 190]. However, the algorithms proposed in [175, 176] are
centralized and in [176] it is assumed that the constraint functions are independent and
identically distributed. Moreover, in [190] the coupled inequality constraints are time-
invariant and the boundedness of the dual variable sequence generated by the proposed
algorithm is explicitly assumed.

The static regret bounds in Corollaries 6.1 and 6.2 can be reduced, if a generalized
strong convexity of the local objective functions fi,t + ri,t is assumed. We put the strong
convexity assumption on the local cost functions fi,t so ri,t can be simply convex, such as
an `1-regularization.

Assumption 6.6. For any i ∈ [n], there exist constants µi > 0 such that for any t ∈ N+, fi,t
are µi-strongly convex on Xi with respect to ψi.

Theorem 6.3. Suppose Assumptions 6.1–6.4 and 6.6 hold. Let {xt} be the sequence
generated by Algorithm 6.1 with

αt =
1

tmax{1−κ,κ} , βt =
1
tκ
, γt =

1
t1−κ , ∀t ∈ N+, (6.23)

where κ ∈ (0, 1). Then, for any T ∈ N+,

Reg(x[T ], x̌∗[T ]) ≤ max{C1,C4}T κ, (6.24a)∥∥∥∥[ T∑
t=1

gt(xt)
]
+

∥∥∥∥ ≤ √
C2T 1−κ/2, (6.24b)

where

C4 =
n(B1)2

2κ
+

B1C1,1

κ
+

C1,2

κ
+ 2nd(X)K(B4)1−κ, B4 =

⌈ 1

(µ)
1
κ

⌉
, µ = min

i∈[n]
{µi}.

Proof. See Section 6.6.6. �

Corollary 6.3. Under the same conditions as stated in Theorem 6.2, if Assumption 6.6
also holds. Then,

Reg(x[T ], x̌∗[T ]) ≤ C4T κ, (6.25a)∥∥∥∥[ T∑
t=1

gt(xt)
]
+

∥∥∥∥ ≤ C3T max{1−κ,κ}. (6.25b)
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Proof. (6.25a) follows from the first step in the proof of (6.24a) and (6.25b) follows from
(6.20b). �

Remark 6.9. With some minor modifications, the results stated in Theorem 6.3 and
Corollary 6.3 still hold if Assumption 6.6 is replaced by the assumption that for any i ∈ [n]
and t ∈ N+, fi,t or ri,t is µi-strongly convex on Xi with respect to ψi.

6.4 Simulations

This section evaluates the performance of Algorithm 6.1 in solving the multi-target
tracking problem introduced in Section 1.1. In the simulations, for each agent i ∈ [n],
Φi,t is set as the identity mapping and the strongly convex function ψi(x) = σ‖x‖2 is used
to define the Bregman divergenceDψi . Thus,Dψi (x, y) = σ‖x − y‖2,∀i ∈ [n]. The stepsize
sequences given (6.23) are used. Moreover, agent i could use a regularization function
ri,t(xi,t) = λi,1‖xi,t‖1 +λi,2‖xi,t‖

2 to influence the structure of its action, where λi,1 and λi,2 are
nonnegative constants. At each time t, an undirected graph is used as the communication
graph. Specifically, connections between vertices are random and the probability of two
vertices being connected is ρ. To guarantee that Assumption 6.1 holds, edges (i, i + 1), i ∈
[n − 1] are added and [Wt]i j = 1

n if ( j, i) ∈ Et and [Wt]ii = 1 −
∑

j∈N in
i (Gt)[Wt]i j.

We assume n = 50, m = 5, σ = 10, pi = 6, Xi = [0, 5]pi , ζi,1 = λi,1 = 1, ζi,2 = λi,2 = 30,
i ∈ [n], and ρ = 0.2. Each component of πi,t is drawn from the discrete uniform distribution
in [0, 10] and each component of Di,t is drawn from the discrete uniform distribution in
[−5, 5]. We let ξi,t = (2(ζi,2 + λi,2)x0

i,t + ζi,1πi,t + λi,11pi )/(2ζi,2), where x0
i,t+1 = Ai,t x0

i,t with
Ai,t being a doubly stochastic matrix and x0

i,1 being a vector that is uniformly drawn from
Xi. In order to guarantee the constraints are feasible, we let di,t = Di,t x0

i,t.

6.4.1 Dynamics of optimal sequences

Under the above settings, we have that x∗i,t = x0
i,t. To investigate the dependence of the

dynamic regret and constraint violation with Φi,t, we run Algorithm 6.1 for two cases: Φi,t is
the identity mapping and the linear mapping Ai,t. Figures 6.1 (a) and (b) show the evolutions
of Reg(x[T ], x∗[T ])/T and ‖[

∑T
t=1 gt(xt)]+‖/T , respectively, and we can see that knowing the

dynamics of the optimal sequence leads to smaller dynamic regret and constraint violation.

6.4.2 Regularization function

To highlight the dependence of the dynamic regret and constraint violation with the
regularization function, we run Algorithm 6.1 for two cases. Case I: fi,t(xi) = ζi,1〈πi,t, xi〉 +

ζi,2‖Hi,t xi−yi,t‖
2, ri,t(xi) = λi,1‖xi‖1 +λi,2‖xi‖

2 and Case II: fi,t(xi) = ζi,1〈πi,t, xi〉+ζi,2‖Hi,t xi−

yi,t‖
2 + λi,1‖xi‖1 + λi,2‖xi‖

2, ri,t(xi) = 0. Figures 6.2 (a) and (b) show the evolutions of
Reg(x[T ], x∗[T ])/T and ‖[

∑T
t=1 gt(xt)]+‖/T , respectively, for these two cases. From these two

figures, we can see that having the regularization term explicitly leads to smaller dynamic
regret and constraint violation.
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(a) Evolutions of dynamic regret Reg(x[T ], x∗[T ])/T .
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(b) Evolutions of constraint violation ‖[
∑T

t=1 gt(xt)]+‖/T .

Figure 6.1: Comparison of different Φi,t in the multi-target tracking problem.
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(a) Evolutions of dynamic regret Reg(x[T ], x∗[T ])/T .
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(b) Evolutions of constraint violation ‖[
∑T

t=1 gt(xt)]+‖/T .

Figure 6.2: Effects of the regularization function in the multi-target tracking problem.
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6.4.3 Effects of parameter κ

To investigate the dependence of the dynamic regret and constraint violation with the
parameter κ, we run Algorithm 6.1 with κ = 0.1, 0.3, 0.5, 0.7, 0.9. Figures 6.3 (a) and
(b) show effects of κ on Reg(x[T ], x∗[T ])/T and ‖[

∑T
t=1 gt(xt)]+‖/T , respectively, when

T = 100, 500, 1000. From these two figures, we can see that κ almost does not affect
Reg(x[T ], x∗[T ])/T and ‖[

∑T
t=1 gt(xt)]+‖/T when T is large (e.g., T ≥ 500). This phenomenon

is not contradictory to the theoretical results shown in Theorem 6.3 since the theoretical
results provide upper bounds of Reg(x[T ], x∗[T ])/T and ‖[

∑T
t=1 gt(xt)]+‖/T .

6.4.4 Comparison to other algorithms

Since there are no distributed online algorithms to solve the problem of distributed online
optimization with time-varying coupled inequality constraints, we compare Algorithm 6.1
with the centralized online algorithms in [173–175]. Here, Algorithm 1 in [173] with α =

10, δ = 1, and µ = 1/
√

T , Algorithm 1 in [174] with α = µ = T−1/3, and the virtual queue
algorithm in [175] with V =

√
T and α = V2 are used. Figures 6.4 (a) and (b) show the

evolutions of Reg(x[T ], x∗[T ])/T and ‖[
∑T

t=1 gt(xt)]+‖/T , respectively, for these algorithms.
From these two figures, we can see that in this example Algorithm 6.1 achieves smaller
dynamic regret and constraint violation than the algorithms in [174, 175] and almost the
same values as the algorithm in [173].

6.5 Summary

In this chapter, we considered an online convex optimization problem with time-varying
coupled inequality constraints. We proposed a distributed online primal–dual dynamic
mirror descent algorithm to solve this problem. We derived regret and constraint violation
bounds for the algorithm and showed how they depend on the stepsize sequences, the
accumulated dynamic variation of the comparator sequence, the number of agents, and the
network connectivity. We proved that the algorithm achieves sublinear regret and constraint
violation for both convex and strongly convex objective functions. We showed that the
results in this chapter can be cast as extensions of existing literature. Future research
directions include considering a strict form of the constraint violations and learning the
dynamics of the optimal sequence.

6.6 Proofs

6.6.1 Proof of Lemma 6.1

(i) We prove (6.13a) by induction.
It is straightforward to see that qi,1 = q̃i,2 = 0m, ∀i ∈ [n], thus ‖qi,1‖ ≤

F
β1
, ‖q̃i,2‖ ≤

F
β1
, ∀i ∈ [n]. Assume that (6.13a) is true at time t for all i ∈ [n]. We show that it remains
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(a) Dynamic regret Reg(x[T ], x∗[T ])/T at T = 100, 500, 1000.
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(b) Constraint violation ‖[
∑T

t=1 gt(xt)]+‖/T at T = 100, 500, 1000.

Figure 6.3: Effects of parameter κ in the multi-target tracking problem.
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(a) Evolutions of dynamic regret Reg(x[T ], x∗[T ])/T .
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(b) Evolutions of constraint violation ‖[
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t=1 gt(xt)]+‖/T .

Figure 6.4: Performance of online convex optimization algorithms in the multi-target
tracking problem.
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true at time t + 1. (2.9) and (6.9d) imply

(1 − γt+1βt+1)q̃i,t+1 + γt+1bi,t+1 ≤ (1 − γt+1βt+1)q̃i,t+1 + γt+1gi,t(x̃i,t+1). (6.26)

Noting that ‖[x]+‖ ≤ ‖y‖ for all x ≤ y, (6.9e), (6.26), and (6.4) imply

‖qi,t+1‖ ≤ (1 − γt+1βt+1)‖q̃i,t+1‖ + γt+1‖gi,t(x̃i,t+1)‖

≤ (1 − γt+1βt+1)
F
βt

+ γt+1F ≤ (1 − γt+1βt+1)
F
βt+1

+ γt+1F =
F
βt+1

, ∀i ∈ [n],

where the last inequality holds due to the sequence {βt} is nonincreasing. The convexity of
norms and

∑n
j=1[Wt]i j = 1 yield

‖q̃i,t+2‖ ≤

n∑
j=1

[Wt]i j‖q j,t+1‖ ≤

n∑
j=1

[Wt]i j
F
βt+1

=
F
βt+1

, ∀i ∈ [n].

Thus, (6.13a) follows.
(ii) We can rewrite (6.9e) as

qi,t+1 =

n∑
j=1

[Wt]i jq j,t + ε
q
i,t,

where εq
i,t = [(1 − γt+1βt+1)q̃i,t+1 + γt+1bi,t+1]+ − q̃i,t+1. From (6.4), (6.5), and (6.3), we have

‖bi,t+1‖ ≤ ‖gi,t(xi,t)‖ + ‖∇gi,t(xi,t)‖‖(x̃i,t+1 − xi,t)‖ ≤ F + Gd(X), ∀i ∈ [n]. (6.27)

Thus, (2.10), (6.13a), and (6.27) give

‖ε
q
i,t‖ ≤ ‖ − γt+1βt+1q̃i,t+1 + γt+1bi,t+1‖ ≤ B1γt+1, ∀i ∈ [n]. (6.28)

Then, Lemma 2 in [190], qi,1 = 0m, ∀i ∈ [n], and (6.28) yield

‖qi,t+1 − q̄t+1‖ ≤ nτB1

t∑
s=1

γs+1λ
t−s, ∀i ∈ [n].

So (6.13b) follows due to
∑n

j=1[Wt]i j = 1 and ‖q̃i,t+1 − q̄t‖ = ‖
∑n

j=1[Wt]i jq j,t − q̄t‖ ≤∑n
j=1[Wt]i j‖q j,t − q̄t‖.

(iii) Applying (2.10) to (6.9e) gives

‖qi,t − q‖2 ≤ ‖(1 − βtγt)q̃i,t + γtbi,t − q‖2

= ‖q̃i,t − q‖2 + (γt)2‖bi,t − βtq̃i,t‖
2 + 2γt(q̃i,t)>∇gi,t−1(xi,t−1)(x̃i,t − xi,t−1)

− 2γtq>∇gi,t−1(xi,t−1)(x̃i,t − xi,t−1) + 2γt(q̃i,t − q)>gi,t−1(xi,t−1)
− 2βtγt(q̃i,t − q)>q̃i,t. (6.29)
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For the first term of the right-hand side of (6.29), by convexity of norms and
∑n

j=1[Wt−1]i j =

1, it can be concluded that

‖q̃i,t − q‖2 =
∥∥∥∥ n∑

j=1

[Wt−1]i jq j,t−1 −

n∑
j=1

[Wt−1]i jq
∥∥∥∥2
≤

n∑
j=1

[Wt−1]i j‖q j,t−1 − q‖2. (6.30)

For the second term of the right-hand side of (6.29), (6.13a) and (6.27) yield

(γt)2‖bi,t − βtq̃i,t‖
2 ≤ (B1γt)2. (6.31)

For the fourth term of the right-hand side of (6.29), (6.5) and the Cauchy-Schwarz
inequality yield

−2γtq>∇gi,t−1(xi,t−1)(x̃i,t − xi,t−1) ≤ 2γt

(G2αt

σ
‖q‖2 +

σ

4αt
‖x̃i,t − xi,t−1‖

2
)
. (6.32)

For the fifth term of the right-hand side of (6.29), we have

2γt(q̃i,t − q)>gi,t−1(xi,t−1) = 2γt(q̄t−1 − q)>gi,t−1(xi,t−1) + 2γt(q̃i,t − q̄t−1)>gi,t−1(xi,t−1).
(6.33)

Moreover, from (6.4) and (6.13b), we have

2γt(q̃i,t − q̄t−1)>gi,t−1(xi,t−1) ≤ 2γt‖q̃i,t − q̄t−1‖‖gi,t−1(xi,t−1)‖ ≤
2γtE1(t − 1)

n
. (6.34)

For the last term of the right-hand side of (6.29), neglecting the nonnegative term βtγt‖q̃i,t‖
2

gives

−2βtγt(q̃i,t − q)>q̃i,t ≤ βtγt(‖q‖2 − ‖q̃i,t − q‖2). (6.35)

Then, combining (6.29)–(6.35), summing over i ∈ [n], and dividing by 2γt, and using∑n
i=1[Wt−1]i j = 1, ∀t ∈ N+ yields (6.13c).

6.6.2 Proof of Lemma 6.2

From (2.9), we have

li,t(xi,t) − li,t(yi,t)
= fi,t(xi,t) − fi,t(yi,t) + ri,t(xi,t) − ri,t(x̃i,t+1) + ri,t(x̃i,t+1) − ri,t(yi,t)
≤ 〈∇ fi,t(xi,t), xi,t − yi,t〉 + 〈∇ri,t(xi,t), xi,t − x̃i,t+1〉 + 〈∇ri,t(x̃i,t+1), x̃i,t+1 − yi,t〉

= 〈∇ fi,t(xi,t) + ∇ri,t(xi,t), xi,t − x̃i,t+1〉 + 〈∇ fi,t(xi,t) + ∇ri,t(x̃i,t+1), x̃i,t+1 − yi,t〉. (6.36)

We now bound each of the two terms above. For the first term, (6.5) and the Cauchy-
Schwarz inequality give

〈∇ fi,t(xi,t) + ∇ri,t(xi,t), xi,t − x̃i,t+1〉 ≤ 2G‖xi,t − x̃i,t+1‖ ≤
σ

4αt+1
‖xi,t − x̃i,t+1‖

2 +
4G2αt+1

σ
.

(6.37)
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For the second term, we have

〈∇ fi,t(xi,t) + ∇ri,t(x̃i,t+1), x̃i,t+1 − yi,t〉

= 〈(∇gi,t(xi,t))>q̃i,t+1, yi,t − x̃i,t+1〉 + 〈ai,t+1 + ∇ri,t(x̃i,t+1), x̃i,t+1 − yi,t〉

= 〈(∇gi,t(xi,t))>q̃i,t+1, yi,t − xi,t〉 + 〈(∇gi,t(xi,t))>q̃i,t+1, xi,t − x̃i,t+1〉

+ 〈ai,t+1 + ∇ri,t(x̃i,t+1), x̃i,t+1 − yi,t〉. (6.38)

From (2.9) and q̃i,t ≥ 0m, ∀t ∈ N+, ∀i ∈ [n], we have

〈(∇gi,t(xi,t))>q̃i,t+1, yi,t − xi,t〉 ≤ (q̃i,t+1)>gi,t(yi,t) − (q̃i,t+1)>gi,t(xi,t)
= (q̄t)>(gi,t(yi,t) − gi,t(xi,t)) + (q̃i,t+1 − q̄t)>(gi,t(yi,t) − gi,t(xi,t)). (6.39)

Similar to (6.34), we have

(q̃i,t+1 − q̄t)>(gi,t(yi,t) − gi,t(xi,t)) ≤
2E1(t)

n
. (6.40)

Applying (2.21) to the update rule (6.9c), we get

〈ai,t+1 + ∇ri,t(x̃i,t+1), x̃i,t+1 − yi,t〉

≤
1
αt+1

(Dψi (yi,t, xi,t) −Dψi (yi,t, x̃i,t+1) −Dψi (x̃i,t+1, xi,t))

=
1
αt+1

(Dψi (yi,t, xi,t) −Dψi (yi,t+1, xi,t+1) +Dψi (yi,t+1, xi,t+1) −Dψi (Φi,t+1(yi,t), xi,t+1)

+Dψi (Φi,t+1(yi,t), xi,t+1) −Dψi (yi,t, x̃i,t+1) −Dψi (x̃i,t+1, xi,t))

≤
1
αt+1

(
Dψi (yi,t, xi,t) −Dψi (yi,t+1, xi,t+1) + K‖yi,t+1 − Φi,t+1(yi,t)‖ −

σ

2
‖x̃i,t+1 − xi,t‖

2
)
,

(6.41)

where the last inequality holds due to (6.9f), (6.12), (6.10), and (2.18).
Combining (6.36)–(6.41) and summing over i ∈ [n] yields (6.14).

6.6.3 Proof of Lemma 6.3

(i) The definition of ∆t given in Lemma 6.1 yields

−
∆t

2γt
=

1
2γt

n∑
i=1

((1 − βtγt)‖qi,t−1 − q‖2 − ‖qi,t − q‖2)

=
1
2

n∑
i=1

( 1
γt−1
‖qi,t−1 − q‖2 −

1
γt
‖qi,t − q‖2

)
+

1
2

n∑
i=1

( 1
γt
−

1
γt−1
− βt

)
‖qi,t−1 − q‖2. (6.42)
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For any nonnegative sequence ζ1, ζ2, . . . , it holds that

T∑
t=1

t∑
s=1

ζs+1λ
t−s =

T∑
t=1

ζt+1

T−t∑
s=0

λs ≤
1

(1 − λ)

T∑
t=1

ζt+1. (6.43)

Let gc : Rm
+ → R be a function defined as

gc(q) =
( T∑

t=1

gt(xt)
)>

q − n
( 1
γ1

+

T∑
t=1

(G2αt+1

σ
+
βt+1

2

))
‖q‖2. (6.44)

Combining (6.13c) and (6.14), summing over t ∈ [T ], neglecting the nonnegative term
‖qi,T+1 − q‖2, and using (6.42)–(6.44), ‖qi,1 − q‖2 ≤ 2‖qi,1‖

2 + 2‖q‖2 = 2‖q‖2, and gt(yt) ≤
0m, y[T ] ∈ XT yields

gc(q) + Reg(x[T ], y[T ]) ≤ C1,1

T∑
t=1

γt+1 +
4nG2

σ

T∑
t=1

αt+1 +

T∑
t=1

E3(t)

−
1
2

T∑
t=1

n∑
i=1

( 1
γt
−

1
γt+1

+ βt+1

)
‖qi,t − q‖2

+ K
T∑

t=1

n∑
i=1

‖yi,t+1 − Φi,t+1(yi,t)‖
αt+1

, ∀q ∈ Rm
+ . (6.45)

Then, substituting q = 0m into (6.45), setting yi,T+1 = Φi,T+1(yi,T ), noting that {αt} is
nonincreasing, and rearranging the terms yields (6.15a).
(ii) Substituting q = qc into gc(q) gives

gc(qc) =
‖[
∑T

t=1 gt(xt)]+‖
2

E4(T )
. (6.46)

Moreover, (6.4) gives

|Reg(x[T ], y[T ])| ≤ 2nFT, ∀y[T ] ∈ XT . (6.47)

Substituting q = qc into (6.45), combining (6.46)–(6.47), and rearranging the terms gives
(6.15b).

6.6.4 Proof of Theorem 6.1

(i) Applying (2.37) to the third and forth terms of the right-hand side of (6.15a) gives

C1,1

T∑
t=1

γt+1 ≤
C1,1

κ
T κ, (6.48a)

C1,2

T∑
t=1

αt+1 ≤
C1,2

1 − c
T 1−c. (6.48b)



208 Distributed online primal–dual optimization algorithm

Noting that {αt} is nonincreasing and (6.11), for any s ∈ [T ], we have

T∑
t=s

E3(t) =

T∑
t=s

n∑
i=1

( 1
αt
Dψi (yi,t, xi,t) −

1
αt+1
Dψi (yi,t+1, xi,t+1)

)
+

T∑
t=s

n∑
i=1

( 1
αt+1

−
1
αt

)
Dψi (yi,t, xi,t)

≤
1
αs

n∑
i=1

Dψi (yi,s, xi,s) −
1

αT+1

n∑
i=1

Dψi (yi,T+1, xi,T+1) + n
( 1
αT+1

−
1
αs

)
d(X)K

≤
nd(X)K
αT+1

. (6.49)

Combining (6.15a) and (6.48a)–(6.49), setting yi,t = x∗i,t, ∀t ∈ [T ], and noting that the
second last term of the right-hand side of (6.15a) is nonpositive due to 1

γt
− 1

γt+1
+ βt+1 > 0

yield (6.17a).
(ii) Using (2.37) gives

E4(T ) ≤ C2,1T max{1−c,1−κ}. (6.50)

Combining (6.15b) and (6.48a)–(6.50) and noting that the last term of the right-hand
side of (6.15b) is nonpositive due to 1

γt
− 1

γt+1
+ βt+1 > 0 give (6.17b).

6.6.5 Proof of Theorem 6.2

(i) Substituting c = 1 − κ in (6.17a) gives (6.20a).
(ii) We first show that ‖qt‖ ≤ B2 by induction, where qt = col(q1,t, . . . , qn,t).

It is straightforward to see that ‖q1‖ = 0 ≤ B2. Suppose that there exists T1 ∈ N+ such
that ‖qt‖ ≤ B2, ∀t ∈ [T1]. We show that ‖qT1+1‖ ≤ B2 by contradiction. Now suppose that
‖qT1+1‖ > B2. Noting that ‖q̄T1+1‖1 = ‖qT1+1‖1 ≥ ‖qT1+1‖ > B2 and ‖q̄1‖1 = 0, we know
that there exists t0 ∈ [T1] such that ‖q̄t0‖1 ≤

B2
2 . Let t1 = max{t0 : ‖q̄t0‖1 ≤

B2
2 , t0 ∈ [T1]}.

Combining (6.13c) and (6.14), substituting q = 0m and yt = xc, setting {Φt,i} as the identity
mapping, and using |lt(xt) − lt(xc)| ≤ 2F and (6.18) yields

‖qt+1‖
2 − (1 − βt+1γt+1)‖qt‖

2 ≤ 2B3γt+1 + 2γt+1E3(t + 1) − 2ε‖q̄t‖1γt+1. (6.51)

Summing (6.51) over t ∈ {t1, . . . ,T1}, using (6.11), αt = γt = 1
t1−κ and βt ≥ 0, and noting

that ‖qT1+1‖ > B2, ‖qt1‖ ≤ ‖q̄t1‖1 ≤
B2
2 , and ‖q̄t‖1 >

B2
2 , ∀t ∈ {t1 + 1, . . . ,T1} gives

3(B2)2

4
< ‖qT1+1‖

2 − ‖qt1‖
2 +

T1∑
t=t1

βt+1γt+1‖qt‖
2

≤ 2B3

T1∑
t=t1

γt+1 + 2nd(X)K − 2ε
T1∑

t=t1

‖q̄t‖1γt+1
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≤
2B3

κ
((T1 + 1)κ − (t1 + 1)κ) + 2B3 + 2nd(X)K

−
εB2

κ
((T1 + 1)κ − (t1 + 1)κ) + εB2 − 2ε‖q̄t1‖1

≤ 2nd(X)K + 2εB2 ≤
(B2)2

2
, (6.52)

which is a contradiction. Thus, ‖qT1+1‖ ≤ B2.
We now show (6.20b) holds. Applying (2.22) to the update (6.9c) and noting ‖q̃i,t+1‖ ≤

‖qt‖ ≤ B2 gives

‖x̃i,t+1 − xi,t‖ ≤
‖αt+1ai,t+1‖ + αt+1G

σ
≤

Gαt+1

σ
(B2 + 2). (6.53)

(6.9a) and (6.9e) give

qi,t+1 ≥ (1 − βt+1γt+1)
n∑

j=1

[Wt]i jq j,t + γt+1bi,t+1. (6.54)

Summing (6.54) over i ∈ [n], dividing by nγt+1, and using
∑n

i=1[Wt]i j = 1, ∀t ∈ N+, (6.5),
(6.9d), and (6.53) yields

q̄t+1

γt+1
≥

( 1
γt+1
− βt+1

)
q̄t +

1
n

n∑
i=1

bi,t+1

≥
( 1
γt+1
− βt+1

)
q̄t +

1
n

gt(xt) −
G2αt+1

σ
(B2 + 2)1m. (6.55)

Summing (6.55) over t ∈ [T ] gives

1
n

T∑
t=1

gt(xt) ≤
q̄T+1

γT+1
+

T∑
t=1

βt+1q̄t +

T∑
t=1

G2αt+1

σ
(B2 + 2)1m. (6.56)

Noting that ‖[x]+‖ ≤ ‖y‖ for all x ≤ y and using ‖q̄t‖ ≤ ‖qt‖ ≤ B2 and (2.37) yields (6.20b).

6.6.6 Proof of Theorem 6.3

(i) We first show that Reg(x[T ], x̌∗T ) ≤ C4T κ when αt = 1
t1−κ .

Under Assumption 6.6, (6.36) can be replaced by

li,t(xi,t) − li,t(yi,t) ≤ 〈∇ fi,t(xi,t), xi,t − yi,t〉 + 〈∇ri,t(xi,t), xi,t − x̃i,t+1〉

+ 〈∇ri,t(x̃i,t+1), x̃i,t+1 − yi,t〉 − µDψi (yi,t, xi,t)

= 〈∇ fi,t(xi,t) + ∇ri,t(xi,t), xi,t − x̃i,t+1〉

+ 〈∇ fi,t(xi,t) + ∇ri,t(x̃i,t+1), x̃i,t+1 − yi,t〉 − µDψi (yi,t, xi,t). (6.57)
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Thus, (6.14)–(6.15b) still hold if replacing E3(t) by

E5(t) =

n∑
i=1

( 1
αt+1

(
Dψi (yi,t, xi,t) −Dψi (yi,t+1, xi,t+1)

)
− µDψi (yi,t, xi,t)

)
.

Then,

T∑
t=1

E5(t) =

T∑
t=1

n∑
i=1

( 1
αt
Dψi (yi,t, xi,t) −

1
αt+1
Dψi (yi,t+1, xi,t+1)

)
+

T∑
t=1

n∑
i=1

( 1
αt+1

−
1
αt
− µ

)
Dψi (yi,t, xi,t). (6.58)

Noting that µ > 0, Dψi (·, ·) ≥ 0, and 1
αt+1
− 1

αt
− µ = t+1

(t+1)κ −
t
tκ − µ <

1
tκ − µ ≤ 0, ∀t ≥ B4

and using (6.49) and (6.58) yields

T∑
t=1

E5(t) =

B4−1∑
t=1

E3(t) +

T∑
t=B4

E5(t)

≤
nd(X)K
αB4

+

T∑
t=B4

n∑
i=1

( 1
αt+1

−
1
αt
− µ

)
Dψi (yi,t, xi,t)

+

T∑
t=B4

n∑
i=1

( 1
αt
Dψi (yi,t, xi,t) −

1
αt+1
Dψi (yi,t+1, xi,t+1)

)
≤

2nd(X)K
αB4

. (6.59)

Replacing (6.49) with (6.59) and along the same line as the proof of (6.17a) in Theorem 6.1
gives that Reg(x[T ], x̌∗T ) ≤ C4T κ when αt = 1

t1−κ .
Next, we show that (6.24a) holds. When κ ∈ (0, 0.5), we have αt = 1/t(1−κ). Thus, from

the above result, we have Reg(x[T ], x̌∗T ) ≤ C4T κ. When κ ∈ [0.5, 1), we have αt = 1/tκ.
Thus, (6.21a) gives Reg(x[T ], x̌∗T ) ≤ C1T κ. In conclusion, (6.24a) holds.
(ii) Substituting c = 1 − κ when κ ∈ (0, 0.5) and c = κ when κ ∈ [0.5, 1) in (6.17b) gives
(6.24b).



Chapter 7

Distributed bandit online primal–dual
optimization algorithms

In this chapter, distributed bandit online convex optimization with time-varying coupled
inequality constraints is considered, motivated by a repeated game between a group of
learners and an adversary. The learners attempt to minimize a sequence of global loss
functions and at the same time satisfy a sequence of coupled constraint functions, where
the constraints are coupled across the distributed learners at each round. The global loss
and the coupled constraint functions are the sum of local convex loss and constraint
functions, respectively, which are adaptively generated by the adversary. The local loss
and constraint functions are revealed in a bandit manner, i.e., only the values of loss
and constraint functions are revealed to the learners at the sampling instance, and the
revealed function values are held privately by each learner. Both one- and two-point bandit
feedback are studied with the two corresponding distributed bandit online algorithms used
by the learners. We show that sublinear expected dynamic regret and constraint violation
are achieved by these two algorithms, if the accumulated variation of the comparator
sequence also grows sublinearly. In particular, we show that O(T θ1 ) expected static regret
and O(T 7/4−θ1 ) constraint violation bounds are achieved in the one-point bandit feedback
setting, and O(T max{κ,1−κ}) expected static regret and O(T 1−κ/2) constraint violation bounds
in the two-point bandit feedback setting, where T is the total number of rounds and
θ1 ∈ (3/4, 5/6] and κ ∈ (0, 1) are user-defined trade-off parameters. The effectiveness
of the theoretical results is illustrated by numerical simulations.

This chapter is organized as follows. Section 7.1 introduces the background. Sec-
tion 7.2 gives the problem formulation. Sections 7.3 and 7.4 provide the distributed
bandit online algorithms for one- and two-point bandit feedback, respectively, and present
their expected regret and constraint violation bounds. Section 7.5 presents numerical
simulations. Section 7.6 concludes this chapter. To improve the readability, all the proofs
can be found in Section 7.7.
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7.1 Introduction

Bandit online convex optimization is online convex optimization with bandit feedback, i.e.,
at each round only the values of the loss functions are revealed, rather than the entire loss
function, the gradient of the loss function, or some other information. Bandit feedback is
suitable to model various applications, where the entire function or gradient information
is not available, such as online source localization, online routing in data networks,
and online advertisement placement in web search [165]. For such applications, existing
online algorithms are inapplicable but gradient-free (zeroth-order) optimization methods
are needed. Gradient-free optimization methods have a long history [271] and have an
evident advantage since computing a function value is much simpler than computing
its gradient. Gradient-free optimization methods have gained renewed interests in recent
years, e.g., [147,150,213,243]. Essentially, a bandit online convex optimization algorithm
is a gradient-free method to solve online convex optimization problems. In a bandit setting,
a sublinear static regret bound may not be guaranteed if the adversary still can arbitrarily
choose the loss function. Under completely adaptive adversary, the authors of [164] gave
an example to show that any algorithm suffer at least linear regret. Therefore, the power of
the adversary should be limited to achieve a sublinear regret bound. For a so called adaptive
adversary [164], the adversary chooses ft based only on the learner’s past decisions
x1, . . . , xt−1, but not on her current decision xt. In other words, the adversary chooses ft
at the beginning of round t, before the learner chooses her decision.

A key step in bandit online convex optimization is to estimate the gradient of the loss
function by sampling the loss function. Various algorithms have been developed and can
be divided into two categories depending on the number of samplings. Algorithms with
one sampling at each round have been proposed in [212, 317–324]. Specifically, in [212],
O(T 3/4) expected static regret bound was achieved for Lipschitz-continuous functions,
where T is the total number of rounds. Better regret bounds can be guaranteed if additional
assumptions are made. The authors of [317] considered linear loss functions and achieved
O(
√

T ) expected static regret bound. The authors of [318, 319] also considered linear
loss functions and proposed algorithms that achieved O(

√
T log(T )) expected static regret

bound. The authors of [320] studied smooth loss functions and achievedO(T 2/3(log(T ))1/3)
expected static regret bound. The authors of [321] considered strongly convex and smooth
loss functions and achieved O(

√
T log(T )) expected static regret bound. One common

assumption in [318–321] is that the convex domain admits a self-concordant barrier. The
authors of [322] showed that O(

√
T log(T )) expected static regret bound can be achieved

for Lipschitz-continuous loss functions with one-dimensional domains, but they did not
develop any explicit algorithm. This result was extended to arbitrary dimensions in [323],
but still without any explicit algorithm. Based on the application of the ellipsoid method to
online learning, the authors of [324] proposed an algorithm for Lipschitz-continuous loss
functions and achieved O(

√
T log(T )) expected static regret bound.

Algorithms with two or more samplings at each round have been proposed in
[164,214,280,325–327]. The expected static regret bounds can then be reduced compared
to the one-sample case. The authors of [164] extended the one-point sampling bandit
algorithm proposed in [212] to a two-point sampling bandit algorithm and obtained
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O(log(T )) expected static regret bound for Lipschitz-continuous and strongly convex loss
functions. Moreover, with p + 1 samplings at each round, where p is the state dimension,
they proposed a deterministic algorithm and showed that the algorithm can achieve O(

√
T )

static regret bound for Lipschitz-continuous and smooth loss functions, and O(log(T ))
static regret bound for strongly convex and smooth loss functions. The author of [280]
proposed a simple algorithm with two samplings at each round and obtained O(

√
T )

expected static regret bound for Lipschitz-continuous loss functions. Without assuming
that the decision set is bounded, the author of [326] proposed a class of algorithms with
one and two samplings at each round and obtained O(T 2/3) and O(

√
T ) expected static

regret bounds, respectively, for smooth loss functions.
Aforementioned studies did not consider equality or inequality constraints. In the

literature, there are few studies considering bandit online convex optimization with such
constraints, although such constraints are common in applications. The authors of [169]
studied online convex optimization with static inequality constraints and bandit feedback
for constraints, while the authors of [328] studied online convex optimization with time-
varying inequality constraints and bandit feedback for loss functions. The authors of [329]
studied online convex optimization with time-varying inequality constraints and bandit
feedback for both loss and constraint functions.

Most existing bandit online convex optimization studies are in a centralized setting
and only few studies considered distributed bandit online convex optimization. When loss
functions are strongly convex, the authors of [330] proposed a consensus-based distributed
bandit online algorithm with one sampling at each round and obtained O(

√
T log(T ))

expected static regret bound. When loss functions are quadratic, the authors of [188]
proposed a consensus-based distributed bandit online algorithm with two samplings at each
round and obtained O(

√
T ) expected static regret bound when there are set constraints.

When there are static linear inequality constraints, they also established O(T max{β,1−β}) and
O(T 1−β/2) bounds on the expected static regret and constraint violation, respectively, where
β ∈ (0, 1) is a user-defined trade-off parameter of the proposed algorithm.

This chapter considers the problem of distributed bandit online convex optimization
with time-varying coupled inequality constraints. This problem can be interpreted as a
repeated game between a group of learners and an adversary. The learners attempt to
minimize a sequence of global loss functions and at the same time satisfy a sequence
of coupled constraint functions. The global loss and the coupled constraint functions are
the sum of local convex loss and constraint functions, respectively. They are generated
adaptively by the adversary. The local loss and constraint functions are revealed in a bandit
manner and the revealed information is held privately by each learner.

We first consider that the situation that at each round each learner can sample both her
local loss and constraint functions at one point. We have the following contributions.

(C7.1) We propose a distributed bandit online algorithm based on the one-point sampling
gradient estimator (Algorithm 7.1) to solve the considered optimization problem.
To the best of our knowledge, this is the first algorithm to solve the online convex
optimization problem with time-varying inequality constraints in the one-point
bandit feedback setting. An advantage of our algorithm is that the total number of
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rounds is not used in the algorithm and thus does not need to be known a priori,
which is an improvement compared to the one-point sampling bandit algorithms
in [212,318–321,328,330]. Moreover, note that these studies did not consider bandit
feedback for time-varying inequality constraints or did not even consider time-
varying inequality constraints at all.

(C7.2) We show in Theorem 7.1 that sublinear expected regret and constraint violation
bounds are achieved by the proposed algorithm if V(x∗[T ]), the path-length of the
optimal dynamic decision sequence, grows sublinearly with a known order. We also
show in Corollary 7.1 that O(T θ1 ) expected static regret and O(T 7/4−θ1 ) constraint
violation bounds are achieved, where θ1 ∈ (3/4, 5/6] is a user-defined trade-
off parameter. As a special case, when there are no inequality constraints, the
proposed algorithm achieves O(T 3/4) expected static regret bound, which is the same
expected static regret bound that has been achieved by the one-point sampling bandit
algorithm in [212]. However, in [212] the total number of iterations, T , as well as
the Lipschitz constant and upper bound of the loss functions are needed for the
algorithm.

We then consider that the situation that at each round each learner can sample both her
local loss and constraint functions at two points. We have the following contributions.

(C7.3) We propose a distributed bandit online algorithm based on the two-point sampling
gradient estimator (Algorithm 7.2). This algorithm does not require the total number
of rounds or any other parameters related to the loss or constraint functions, which is
different from the two-point sampling bandit algorithms in [164, 169, 188, 214, 280,
325, 327–329].

(C7.4) In an average sense, the two-point sampling based distributed bandit online algo-
rithm is as efficient as the algorithms proposed in [169, 170, 173] and Chapter 6,
although [170, 173] and Chapter 6 are in a full-information feedback setting and
[169] considers bandit setting only for the constraint functions. Specifically, we
show in Theorem 7.2 that sublinear expected regret and constraint violation bounds
are achieved by the proposed algorithm if the path-length of the optimal dynamic
decision sequence grows sublinearly with a known order ν ∈ [0, 1). For example,
O(T (1+ν)/2) expected dynamic regret and O(T (3+ν)/4) constraint violation bounds
are achieved by our algorithm. Thus the bounds achieved by the centralized two-
point sampling bandit algorithms in [325, 329] are recovered by our algorithm. We
also show in Corollary 7.2 that O(T max{κ,1−κ}) expected static regret and O(T 1−κ/2)
constraint violation bounds are also achieved, where κ ∈ (0, 1) is a user-defined
parameter. Thus the bounds achieved by the centralized two-point sampling bandit
algorithm in [169, 280] are also recovered with κ = 1/2. However, in [280, 325]
static set constraints rather than time-varying inequality constraints are considered;
in [169] static inequality constraints and full-information feedback for the cost
function are studied; and in [169, 280, 325, 329] the total number of rounds as well
as the Lipschitz constant of the loss function are needed.
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Table 7.1: Comparison of Chapter 7 to some related bandit online convex optimization
algorithms.

Reference Problem
type

Constraint
type

Information
feedback Regret and constraint violation bounds

[212] Centralized gt(x) ≡ 0m One-point sampling E[Reg(x[T ], x̌∗[T ])] = O(T 3/4)

[324] Centralized gt(x) ≡ 0m One-point sampling E[Reg(x[T ], x̌∗[T ])] = O(T 1/2 log(T ))

[280] Centralized gt(x) ≡ 0m Two-point sampling E[Reg(x[T ], x̌∗[T ])] = O(T 1/2)

[325] Centralized gt(x) ≡ 0m Two-point sampling E[Reg(x[T ], x∗[T ])] = O(max{(TV(x∗[T ]))
1/2, T 1/2})

[169] Centralized g(x) ≤ 0m
∇ ft and two-point

sampling for g
E[Reg(x[T ], x̌∗[T ])] = O(T 1/2),
E[‖[

∑T
t=1 g(xt)]+‖] = O(T 3/4)

[328] Centralized
gt(x) ≤ 0m
and Slater’s
condition

∇gt and one-point
sampling for ft

E[Reg(x[T ], x∗[T ])] = O(max{T 3/4V(x∗[T ]), T 3/4}),
‖[
∑T

t=1 g(xt)]+‖ = O(T 3/4)

∇gt and two-point
sampling for ft

E[Reg(x[T ], x∗[T ])] = O(max{T 1/2V(x∗[T ]), T 1/2}),
‖[
∑T

t=1 g(xt)]+‖ = O(T 1/2)

[329] Centralized gt(x) ≤ 0m Two-point sampling
E[Reg(x[T ], x̌∗[T ])] = O((TV(x∗[T ]))

1/2)),
E[‖[

∑T
t=1 g(xt)]+‖] = O((T 3V(x∗[T ]))

1/4)

This
chapter Distributed

gt(x) =∑n
i=1 gi,t(xi) ≤

0m

One-point sampling
E[Reg(x[T ], x∗[T ])] = O(max{T θ1 V(x∗[T ]), T θ1 }),
‖[
∑T

t=1 g(xt)]+‖ = O(T 7/4−θ1 ), where θ1 ∈ (3/4, 5/6]

Two-point sampling
E[Reg(x[T ], x∗[T ])] = O(max{T κV(x∗[T ]), T max{κ,1−κ}}),
‖[
∑T

t=1 g(xt)]+‖ = O(T 1−κ/2), where κ ∈ (0, 1)

Table 7.1 compares this chapter with other bandit online convex optimization algo-
rithms.

7.2 Distributed bandit OCO with time-varying coupled inequality
constraints

We consider the problem of distributed bandit online convex optimization with time-
varying coupled inequality constraints. This problem can be defined as a repeated game
between a group of n learners indexed by i ∈ [n] and an adversary. At round t of the game,
the adversary first arbitrarily chooses n local loss functions { fi,t : Rpi → R, i ∈ [n]} and n
local constraint functions {gi,t : Rpi → Rm, i ∈ [n]}, where pi and m are positive integers.
Then, without knowing { fi,t, i ∈ [n]} and {gi,t, i ∈ [n]}, all learners simultaneously choose
their decisions {xi,t ∈ Xi, i ∈ [n]}, where Xi ⊆ R

pi are known convex sets. Each learner i
samples the values of fi,t and gi,t at the point xi,t as well as at other potential points, i.e.,
the learners receive bandit feedback from the adversary. These values are held privately
by each learner. At the same moment, the learners exchange data with their neighbors
over a time-varying directed graph Gt. The goal of the learners is to cooperatively choose
a global decision sequence x[T ] = (x1, . . . , xT ), where T is the total number of rounds
and xt = col(x1,t, . . . , xn,t) is the decision vector, such that the accumulated global loss∑T

t=1 ft(xt), where ft(xt) =
∑n

i=1 fi,t(xi,t) is the global loss function, is competitive with the
loss of any comparator sequence y[T ] = (y1, . . . , yT ) with yt = col(y1,t, . . . , yn,t) (i.e., the
regret is as small as possible) and at the same time the constraint violation is as small as
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possible.
From (1.5), we know that the regret of a global decision sequence x[T ] with respect to

a comparator sequence y[T ] is

Reg(x[T ], y[T ]) =

T∑
t=1

ft(xt) −
T∑

t=1

ft(yt).

For the above distributed bandit online convex optimization problem with time-varying
coupled inequality constraints, two commonly used comparator sequences are y[T ] =

x∗[T ] = (x∗1, . . . , x
∗
T ) and y[T ] = x̌∗[T ] = (x̌∗T , . . . , x̌

∗
T ), where x̌∗T , which solve the following

two constrained convex optimization problems

min
xt ∈ X

T∑
t=1

ft(xt)

s.t. gt(xt) ≤ 0m, ∀t ∈ [T ],

(7.1)

and

min
x ∈ X

T∑
t=1

ft(x)

s.t. gt(x) ≤ 0m, ∀t ∈ [T ],

(7.2)

respectively, where X = X1 × · · · × Xn ⊆ R
p is the global decision set, p =

∑n
i=1 pi, and

gt(xt) =
∑n

i=1 gi,t(xi,t) is the coupled constraint function.
From (1.7), we know that the constraint violation of a decision sequence x[T ] is∥∥∥∥[ T∑

t=1

gt(xt)
]
+

∥∥∥∥.
Based on the definitions introduced in Chapter 2, we make the following assumptions

on the time-varying directed graph Gt as well as the loss and constraint functions.

Assumption 7.1. For any t ∈ N+, the directed graph Gt satisfies the following conditions:

(i) The mixing matrix Wt is doubly stochastic, i.e.,
∑n

i=1[Wt]i j =
∑n

j=1[Wt]i j = 1, ∀i, j ∈
[n].

(ii) There exists a constant w ∈ (0, 1), such that [Wt]i j ≥ w if [Wt]i j > 0.

(iii) There exists an integer ι > 0 such that the directed graph (V,∪l=0,...,ι−1Et+l) is strongly
connected.

Assumption 7.2. (i) For each i ∈ [n], the convex set Xi is closed. Moreover, there exist
ri > 0 and Ri > 0 such that

riB
pi ⊆ Xi ⊆ RiB

pi , (7.3)

and ri is known a priori.
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(ii) For each i ∈ [n], { fi,t(x)} and {[gi,t(x)] j, j ∈ [m]} are convex and uniformly bounded
on Xi, i.e., there exist constants F fi > 0 and Fgi > 0 such that for all t ∈ N+, j ∈
[m], x ∈ Xi,

| fi,t(x)| ≤ F fi , |[gi,t(x)] j| ≤ Fgi . (7.4)

(iii) For each i ∈ [n], fi,t and gi,t are differentiable on Xi. Moreover, {∇ fi,t} and
{∇[gi,t(x)] j, j ∈ [m]} are uniformly bounded on Xi, i.e., there exist constants G fi > 0
and Ggi > 0 such that for all t ∈ N+, j ∈ [m], x ∈ Xi,

‖∇ fi,t(x)‖ ≤ G fi , ‖∇[gi,t(x)] j‖ ≤ Ggi . (7.5)

Assumption 7.1 is a mild assumption and common in the literature on distributed
optimization. Assumption 7.2 appears often in the literature of bandit online convex
optimization. From Assumption 7.2 and Lemma 2.6 in [157], it follows that for all
t ∈ N+, i ∈ [n], j ∈ [m], x, y ∈ Xi,

| fi,t(x) − fi,t(y)| ≤ G fi‖x − y‖, (7.6a)
|[gi,t(x)] j − [gi,t(y)] j| ≤ Ggi‖x − y‖, (7.6b)

i.e., { fi,t(x)} and {[gi,t(x)] j} are Lipschitz-continuous on Xi with constants G fi and Ggi ,
respectively.

Our goal in this chapter is to solve the following problem.

Problem 7.1. Develop distributed algorithms to solve the problem of distributed bandit
online optimization with time-varying coupled inequality constraints with guaranteed
performance measured by expected regret and constraint violation.

The considered problem can be viewed as an extension of the problem studied in
Chapter 6, from full information feedback to bandit feedback. As discussed in Section 7.1,
two main motivations of considering bandit feedback are that (i) gradient information is not
available in many applications [165]; and (ii) computing a function value is much simpler
than computing its gradient [213]. We consider two scenarios: one-point and two-point
bandit feedback. More specifically, one-point bandit feedback means that at each round
each learner samples her local loss and constraint function values at her decision point
in the last round. Two-point bandit feedback means that each learner can do one more
sampling at an any other point.

7.3 Distributed bandit online primal–dual algorithm based on
one-point sampling

In this section, we consider the one-point feedback scenario. We propose a distributed
bandit online primal–dual algorithm based on the one-point sampling random gradient
estimator introduced in Section 2.8 to solve the considered optimization problem and
derive its expected regret and constraint violation bounds.
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Algorithm 7.1 Distributed Bandit Online Primal–Dual Algorithm Based on One-Point
Sampling

1: Input: nonincreasing sequences {αi,t}, {βi,t}, {γi,t} ⊆ (0,+∞), {ξi,t} ⊆ (0, 1), and {δi,t} ⊆

(0, riξi,t−1], i ∈ [n], t ∈ N+.
2: Initialize: ui,1 ∈ S

pi , zi,1 ∈ (1 − ξi,1)Xi, xi,1 = zi,1 + δi,1ui,1, and qi,1 = 0m, i ∈ [n].
3: for t = 2, . . . do
4: for i ∈ [n] in parallel do
5: Select vector ui,t ∈ S

pi independently and uniformly at random.
6: Sample fi,t−1(xi,t−1) and gi,t−1(xi,t−1).
7: Update

q̃i,t =

n∑
j=1

[Wt−1]i jq j,t−1, (7.7a)

zi,t = P(1−ξi,t)Xi (zi,t−1 − αi,tai,t), (7.7b)
xi,t = zi,t + δi,tui,t, (7.7c)
qi,t = [(1 − βi,tγi,t)q̃i,t + γi,tgi,t−1(xi,t−1)]+. (7.7d)

8: Broadcast qi,t to Nout
i (Gt) and receive q j,t from j ∈ N in

i (Gt).
9: end for

10: end for
11: Output: {xt}.

7.3.1 Algorithm description

The proposed algorithm is given in pseudo-code as Algorithm 7.1. In this algorithm,
each agent i maintains four local sequences: the local primal decision variable sequence
{xi,t} ⊆ Xi, the local intermediate decision variable sequence {zi,t} ⊆ (1 − ξi,t)Xi, the local
dual variable sequence {qi,t} ⊆ R

m
+ , and the estimates of the average of local dual variables

{q̃i,t} ⊆ R
m
+ . They are updated recursively by the update rules (7.7a)–(7.7d). In (7.7b), ai,t is

the updating direction information for the local intermediate decision variable defined as

ai,t = ∇̂1 fi,t−1(zi,t−1, δi,t−1, ui,t−1) + (∇̂1gi,t−1(zi,t−1, δi,t−1, ui,t−1))>q̃i,t, (7.8)

where ∇̂1 fi,t−1(zi,t−1, δi,t−1, ui,t−1) and ∇̂1gi,t−1(zi,t−1, δi,t−1, ui,t−1) are the one-point sampling
random estimators of ∇ fi,t−1(zi,t−1) and ∇gi,t−1(zi,t−1), respectively, as defined in (2.25),
δi,t−1 > 0 is an adaptive smoothing parameter, and ui,t−1 ∈ S

pi is a uniformly distributed
random vector. Recall that

∇̂1 fi,t−1(zi,t−1, δi,t−1, ui,t−1) =
pi

δi,t−1
fi,t−1(zi,t−1 + δi,t−1ui,t−1)ui,t−1

=
pi

δi,t−1
fi,t−1(xi,t−1)ui,t−1 ∈ R

pi ,
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and

∇̂1gi,t−1(zi,t−1, δi,t−1, ui,t−1) =


(∇̂1[gi,t−1(zi,t−1, δi,t−1, ui,t−1)]1)>

(∇̂1[gi,t−1(zi,t−1, δi,t−1, ui,t−1)]2)>
...

(∇̂1[gi,t−1(zi,t−1, δi,t−1, ui,t−1)]m)>


∈ Rm×pi ,

where

∇̂1[gi,t−1(zi,t−1, δi,t−1, ui,t−1)]l =
pi

δi,t−1
[gi,t−1(zi,t−1 + δi,t−1ui,t−1)]lui,t−1

=
pi

δi,t−1
[gi,t−1(xi,t−1)]lui,t−1 ∈ R

pi , ∀l ∈ [m].

The intuition of the update rules (7.7a)–(7.7d) is as follows. The regularized Lagrangian
function associated with the constrained optimization problem with cost function f and
constraint function g is

A(x, µ) = f (x) + µ>g(x) −
β

2
‖µ‖2, (7.9)

where µ ∈ Rm
+ is the Lagrange multiplier and β > 0 is the regularization parameter.A(x, µ)

is a convex-concave function. A standard primal–dual algorithm to find its saddle point is

xk+1 = PX(xk − α(∇ f (xk) + (∇g(xk))>µk)), (7.10a)
µk+1 = [µk + γ(g(xk) − βµk)]+, (7.10b)

where α > 0 and γ > 0 are the stepsizes used in the primal and dual updates, respectively.
The update rules (7.7a)–(7.7d) are the distributed, online, and gradient-free extensions of
(7.10a) and (7.10b).

Remark 7.1. The differences between Algorithm 7.1 and the centralized one-point
sampling bandit algorithm in [328] are (i) in [328] full-information feedback for the
constraint functions is used; and (ii) in the update of the dual variables in Algorithm 7.1,
i.e., (7.7d), there is an additional term −βi,tγi,tq̃i,t, which comes from the regularized
Lagrangian function and it plays a key role to bound the dual variables as shown later
in Lemma 7.1.

The sequences {αi,t}, {βi,t}, {γi,t}, {ξi,t}, and {δi,t} used in Algorithm 7.1 are predetermined
and the vector sequences {ui,t} are randomly selected. Moreover, {q̃i,t}, {zi,t}, {xi,t}, and
{qi,t} are random vector sequences generated by Algorithm 7.1. Let Ut denote the σ-
algebra generated by the independent and identically distributed (i.i.d.) random variables
u1,t, . . . , un,t and let Ut =

⋃t
s=1 Us. It is straightforward to see that q̃t+1, zi,t, xi,t−1, and

qi,t, i ∈ [n] depend onUt−1 and are independent of Us for all s ≥ t.
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7.3.2 Expected regret and constraint violation bounds

This section states the main results on the expected regret and constraint violation bounds
for Algorithm 7.1. The following theorem characterizes these bounds based on some
specially selected stepsizes, shrinkage coefficients, and exploration parameters.

Theorem 7.1. Suppose that Assumptions 7.1–7.2 hold. Let {xt} be the sequence generated
by Algorithm 7.1 with

αi,t =
r2

i

4mp2
i F2

gi
tθ1
, βi,t =

2
tθ2
, γi,t =

1
t1−θ2

, ξi,t =
1

(t + 1)θ3
, δi,t =

ri

(t + 1)θ3
, i ∈ [n], t ∈ N+,

(7.11)

where θ1 ∈ (0, 1), θ2 ∈ (0, θ1/3) and θ3 ∈ (θ2, (θ1 − θ2)/2] are constants. Then, for any
T ∈ N+ and any comparator sequence y[T ] ∈ XT ,

E[Reg(x[T ], y[T ])] ≤ C1T max{θ1,1−θ1+2θ3,1−θ3+θ2} + C1,1T θ1 V(y[T ]), (7.12a)

E
[∥∥∥∥[ T∑

t=1

gt(xt)
]
+

∥∥∥∥] ≤ C2T 1−θ2/2, (7.12b)

where

C1 =

4∑
j=1

C1, j +
C0

θ2
, C1,1 =

n∑
i=1

8mp2
i F2

gi
R2

i

r2
i

, C2 =
(
C2,1

(
2

n∑
i=1

F fi + C1

)) 1
2
,

C1,2 =

n∑
i=1

mFgGgi (2ri + Ri)
1 − θ3 + θ2

, C1,3 =

n∑
i=1

G fi (2ri + Ri)
1 − θ3

, C1,4 =

n∑
i=1

F2
fi

4mF2
gi

(1 − θ1 + 2θ3)
,

Fg = max
i∈[n]
{Fgi }, C0 =

6mn2F2
gτ

1 − λ
+ 2mnF2

g , τ =
(
1 −

w
2n2

)−2
> 1,

λ =
(
1 −

w
2n2

) 1
ι
, C2,1 = 2n

(
1 + max

i∈[n]

{ F2
fi

F2
gi

(1 − θ1 + 2θ3)

}
+

1
1 − θ2

)
,

w and ι are constants given in Assumption 7.1, ri, Ri, F fi , Fgi , G fi , and Ggi are constants
given in Assumption 7.2, and

V(y[T ]) =

T−1∑
t=1

n∑
i=1

‖yi,t+1 − yi,t‖

is the accumulated variation (path-length) of the comparator sequence y[T ].

Proof. See Section 7.7.1. �

Remark 7.2. From (7.12b), we see that Algorithm 7.1 achieves sublinear expected
constraint violation. From (7.12a), we see that Algorithm 7.1 can achieve sublinear
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expected dynamic regret if V(x∗[T ]) grows sublinearly with a known order. In this case,
there exists a known constant ν ∈ [0, 1), such that V(x∗[T ]) = O(T ν), then setting y[T ] = x∗[T ]
and θ1 ∈ (0, 1 − ν) in Theorem 7.1 gives E[Reg(x[T ], x∗[T ])] = o(T ).

Remark 7.3. To the best of our knowledge, Algorithm 7.1 is the first algorithm to solve the
online convex optimization problem with time-varying inequality constraints in the one-
point bandit feedback setting. In Algorithm 7.1 the information about the total number of
rounds is not used, which is an improvement compared to the one-point sampling bandit
algorithms in [212,317–321,328,330,331]. Note that these studies did not consider bandit
feedback for time-varying inequality constraints or did not even consider time-varying
inequality constraints at all. The potential drawback of Algorithm 7.1 is that in order to use
the sequences defined in (7.11), each learner i needs to know Fgi , the uniform upper bound
of her time-varying constraint function. One way to overcome this is to let αi,t = τi/tθ1 and
θ3 ∈ (θ2, (θ1 − θ2)/2), where τi > 0 is a user-defined parameter. In this case, similar to the
way we prove (7.12a) and (7.12b), we can establish similar results as (7.12a) and (7.12b)
for T ≥ (4m maxi∈[n]{p2

i F2
gi
τi/r2

i })
1/(θ1−θ2−2θ3) rather than any T ∈ N+.

Remark 7.4. The preliminary results on the expected regret and constraint violation
bounds are stated by (7.43a) and (7.43b) in Lemma 7.3 in Section 7.7. The intuition of
the choices of the sequences given in (7.11) is to let the terms in the right-hand side of
(7.43a) and (7.43b) be as small as possible. Specifically, the first four terms in the right-
hand side of (7.43a) need to be sublinear. Moreover, the coefficient of E[‖qi,t‖

2] should be
nonpositive otherwise it is unclear how to show that the last terms in the right-hand side
of (7.43a) and (7.43b) are sublinear.

Setting y[T ] = x̌∗[T ] in Theorem 7.1 gives following results, which characterize the
expected static regret and constraint violation bounds.

Corollary 7.1. Under the same conditions as in Theorem 7.1 with θ1 ∈ (3/4, 5/6], θ2 =

2θ1 − 3/2, and θ3 = θ1 − 1/2, it holds that

E[Reg(x[T ], x̌∗[T ])] ≤ C1T θ1 , (7.13a)

E
[∥∥∥∥[ T∑

t=1

gt(xt)
]
+

∥∥∥∥] ≤ C2T 7/4−θ1 . (7.13b)

Remark 7.5. The parameter θ1 in Corollary 7.1 is a user-defined parameter influencing
the step length in (7.11). It enables the trade-off between the expected static regret bound
and the expected constraint violation bound. Same as [212], if there are no inequality
constraints, i.e., gi,t ≡ 0m, ∀i ∈ [n], ∀t ∈ N+, then by setting αi,t = 1

t3/4 , βi,t = γi,t = 0, ξi,t =
1

(t+1)1/4 , δi,t = ri
(t+1)1/4 in (7.11), we have that (7.13a) can be replaced by E[Reg(x[T ], x̌∗[T ])] ≤

Ĉ1T 3/4, where Ĉ1 =
∑n

i=1( 4G fi (2ri+Ri)
3 + 6R2

i +
4p2

i F2
fi

3r2
i

). Hence, Algorithm 7.1 achieves the
same expected static regret bound as the bandit algorithm in [212]. However, in [212] the
total number of rounds, the Lipschitz constant, and upper bound of the loss functions need
to be known in advance to run the algorithm.



222 Distributed bandit online primal–dual optimization algorithms

Algorithm 7.2 Distributed Bandit Online Primal–Dual Algorithm Based on Two-Point
Sampling

1: Input: nonincreasing sequences {αi,t}, {βi,t}, {γi,t} ⊆ (0,+∞), {ξi,t} ⊆ (0, 1), and {δi,t} ⊆

(0, riξi,t−1], i ∈ [n], t ∈ N+.
2: Initialize: xi,1 ∈ (1 − ξi,1)Xi and qi,1 = 0m, i ∈ [n].
3: for t = 2, . . . do
4: for i ∈ [n] in parallel do
5: Select vector ui,t−1 ∈ S

pi independently and uniformly at random.
6: Sample fi,t−1(xi,t−1 + δi,t−1ui,t−1), fi,t−1(xi,t−1), gi,t−1(xi,t−1 + δi,t−1ui,t−1) and

gi,t−1(xi,t−1).
7: Update

q̃i,t =

n∑
j=1

[Wt−1]i jq j,t−1, (7.14a)

xi,t = P(1−ξi,t)Xi (xi,t−1 − αi,tbi,t), (7.14b)
qi,t = [(1 − γi,tβi,t)q̃i,t + γi,tci,t]+. (7.14c)

8: Broadcast qi,t to Nout
i (Gt) and receive q j,t from j ∈ N in

i (Gt).
9: end for

10: end for
11: Output: {xt}.

7.4 Distributed bandit online primal–dual algorithm based on
two-point sampling

In this section, we consider the two-point feedback scenario. We propose a distributed
bandit online primal–dual algorithm based on the two-point random sampling gradient
estimator introduced in Section 2.8 to solve the considered optimization problem and
derive its expected regret and constraint violation bounds.

7.4.1 Algorithm description

With two-point bandit feedback at each round each learner samples the values of her
local loss and constraint at two points. This gives the freedom to design a more efficient
algorithm which at the same time avoids the potential drawback of Algorithm 7.1 stated
in Remark 7.3 on knowing the upper bounds of the time-varying constraint functions. The
proposed algorithm is given in pseudo-code as Algorithm 7.2. In (7.14b), bi,t is the updating
direction information for the local primal decision variable defined as

bi,t = ∇̂2 fi,t−1(xi,t−1, δi,t−1, ui,t−1) + (∇̂2gi,t−1(xi,t−1, δi,t−1, ui,t−1))>q̃i,t, (7.15)

where ∇̂2 fi,t−1(xi,t−1, δi,t−1, ui,t−1) and ∇̂2gi,t−1(xi,t−1, δi,t−1, ui,t−1) are the two-point sampling
random estimators of ∇ fi,t−1(xi,t−1) and ∇gi,t−1(xi,t−1), respectively, as defined in (2.26),
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δi,t−1 > 0 is an adaptive smoothing parameter, and ui,t−1 ∈ S
pi is a uniformly distributed

random vector. Recall that

∇̂2 fi,t−1(xi,t−1, δi,t−1, ui,t−1) =
pi

δi,t−1
( fi,t−1(xi,t−1 + δi,t−1ui,t−1) − fi,t−1(xi,t−1))ui,t−1 ∈ R

pi ,

and

∇̂2gi,t−1(xi,t−1, δi,t−1, ui,t−1) =


(∇̂2[gi,t−1(xi,t−1, δi,t−1, ui,t−1)]1)>

(∇̂2[gi,t−1(xi,t−1, δi,t−1, ui,t−1)]2)>
...

(∇̂2[gi,t−1(xi,t−1, δi,t−1, ui,t−1)]m)>


∈ Rm×pi ,

where

∇̂2[gi,t−1(xi,t−1, δi,t−1, ui,t−1)]l

=
pi

δi,t−1
[gi,t−1(xi,t−1 + δi,t−1ui,t−1) − gi,t−1(xi,t−1)]lui,t−1 ∈ R

pi , ∀l ∈ [m].

Similarly, in (7.14c), ci,t is the updating direction information for the local dual variable
defined as

ci,t = ∇̂2gi,t−1(xi,t−1, δi,t−1, ui,t−1)(xi,t − xi,t−1) + gi,t−1(xi,t−1). (7.16)

In addition to that Algorithm 7.2 uses a two-point sampling gradient estimator, another
difference between Algorithms 7.1 and 7.2 is that when updating the local dual variable,
in Algorithm 7.2, ci,t is used to replace gi,t−1(xi,t−1), which is a key difference between
Algorithm 7.2 and the centralized two-point sampling bandit algorithm in [329]. This
modification is inspired by the algorithm proposed in [175] and Algorithm 6.1, and helps
to avoid using the uniform upper bound of each learner’s time-varying constraint function,
i.e., to remove the potential drawback stated in Remark 7.3.

7.4.2 Expected regret and constraint violation bounds

This section states the main results on the expected regret and constraint violation bounds
for Algorithm 7.2.

Theorem 7.2. Suppose that Assumptions 7.1–7.2 hold. Let {xt} be the sequence generated
by Algorithm 7.2 with

αt =
1
tκ
, βt =

1
tκ
, γt =

1
t1−κ , ξi,t =

1
t + 1

, δi,t =
ri

t + 1
, i ∈ [n], t ∈ N+, (7.17)

where κ ∈ (0, 1) is a constant. Then, for any T ∈ N+ and any comparator sequence y[T ] ∈

XT ,

E[Reg(x[T ], y[T ])] ≤ C3T max{κ,1−κ} + 2RmaxT κV(y[T ]), (7.18a)
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E
[∥∥∥∥[ T∑

t=1

gt(xt)
]
+

∥∥∥∥] ≤ C4T 1−κ/2, (7.18b)

where

C3 =

n∑
i=1

(
2G fi (ri + Ri) + 8R2

i +
2
√

mB1Ggi Ri

κ
+

p2
i G2

fi

1 − κ

)
+

Ĉ0

κ
,

C4 =
(
C4,1

(
2

n∑
i=1

F fi + C3

)) 1
2
, C4,1 =

n∑
i=1

2
(2mp2

i G2
gi

+ 1

1 − κ
+ 1

)
,

Ĉ0 =
6n2 √mτB1Fg

1 − λ
+ 2nB2

1, B1 =
√

mFg +
√

mpGgRmax, Rmax = max
i∈[n]
{Ri}.

Proof. See Appendix 7.7.2. �

Remark 7.6. The bounds obtained in (7.18a) and (7.18b) are the same as the bounds
shown in (6.17a) and (6.17b) achieved by Algorithm 6.1 in Chapter 6 under the same
assumptions, although Chapter 6 considered a full-information feedback setting. In other
words, in an average sense, Algorithm 7.2, which only uses two-point bandit feedback, is
as efficient as Algorithm 6.1, which uses full-information feedback. By comparing (7.11),
(7.12a), and (7.12b) with (7.17), (7.18a), and (7.18b), respectively, we see that if a two-
point sampling gradient estimator is used, then not only the uses of Fgi , the uniform upper
bound of the time-varying constraint functions, is avoided, but also the upper bounds of the
expected regret and constraint violation are both reduced. An advantage of Algorithm 7.2
is that the total number of rounds or any other parameters related to loss or constraint
functions are not used, which is different from the two-point sampling bandit algorithms
in [164, 169, 188, 214, 280, 325, 327–329].

Remark 7.7. Similar to the analysis in Remark 7.2, from (7.18b), we know that Algo-
rithm 7.2 achieves sublinear expected constraint violation. Algorithm 7.2 can also achieve
sublinear expected dynamic regret if V(x∗[T ]) grows sublinearly with a known order. In this
case, there exists a known constant ν ∈ [0, 1), such that V(x∗[T ]) = O(T ν). Then setting
y[T ] = x∗[T ] and κ ∈ (0, 1 − ν) in Theorem 7.2 gives E[Reg(x[T ], x∗[T ])] = o(T ). One
special case is to set κ = (1 − ν)/2 in (7.18a) and (7.18b). It gives E[Reg(x[T ], x̌∗[T ])] =

O(T (1+ν)/2) and E[‖[
∑T

t=1 gt(xt)]+‖] = O(T (3+ν)/4), which recovers the bounds achieved by
the centralized two-point sampling bandit algorithms in [325, 329].

Setting y[T ] = x̌∗[T ] in Theorem 7.2 gives the following results.

Corollary 7.2. Under the same conditions as stated in Theorem 7.2, it holds that

E[Reg(x[T ], x̌∗[T ])] ≤ C3T max{κ,1−κ}, (7.19a)

E
[∥∥∥∥[ T∑

t=1

gt(xt)
]
+

∥∥∥∥] ≤ C4T 1−κ/2. (7.19b)
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Remark 7.8. The parameter κ for the sequences {αi,t}, {βi,t}, and {γi,t} in Corollary 7.2
enables the user to trade-off the expected static regret bound for the expected constraint
violation bound. For example, setting κ = 1/2 in Corollary 7.2 gives E[Reg(x[T ], x̌∗[T ])] =

O(
√

T ) and E[‖[
∑T

t=1 gt(xt)]+‖] = O(T 3/4). These two bounds are the same as the bounds
achieved in [169, 170, 173]. In other words, Algorithm 7.2 is as efficient as the algorithms
proposed in [169, 170, 173]. However, [170, 173] use full-information feedback and [169]
considers bandit setting only for the constraint functions. The algorithms proposed in [169,
170, 173] are centralized and the constraint functions considered in [169, 170] are time-
invariant. Moreover, in [169, 173] the total number of rounds and in [169, 170, 173] the
upper bounds of the loss and constraint functions and their subgradients need to be known
in advance to execute the algorithms. Also, an O(

√
T ) expected static regret bound was

achieved by the bandit algorithm in [280]. However, in [280] static set constraints (rather
than time-varying inequality constraints) are considered and the proposed algorithm is
centralized (rather than distributed). Moreover, in [280] the total number of rounds and
the Lipschitz constant need to be known in advance.

7.5 Simulations

This section evaluates the performance of Algorithms 7.1 and 7.2 in solving the DERs
coordination problem introduced in Section 1.1. The local cost and constraint functions
are given as

fi,t(xi,t) = x>i,tΠ
>
i,tΠi,t xi,t + 〈πi,t, xi,t〉, gi,t(xi,t) = x>i,tΦ

>
i,tΦi,t xi,t + 〈φi,t, xi,t〉 + ci,t,

respectively, where Πi,t ∈ R
pi×pi , πi,t ∈ R

pi
+ , Φi,t ∈ R

pi×pi , φi,t ∈ R
pi , and ci,t ∈ R. At each

time t, an undirected graph is used as the communication graph. Specifically, connections
between vertices are random and the probability of two vertices being connected is ρ > 0.
Moreover, edges (i, i + 1), i ∈ [n − 1] are added and [Wt]i j = 1/n if ( j, i) ∈ Et and
[Wt]ii = 1 −

∑
j∈N in

i (Gt)[Wt]i j. The parameters are set as: n = 50, m = 1, pi = 6, Xi =

[−10, 10]pi , and ρ = 0.2. Each element of Πi,t, πi,t, Φi,t, φi,t, and ci,t are drawn from the
discrete uniform distribution in [−5, 5], [0, 10], [−5, 5], [−5, 5], and [−5,−1], respectively.
Under above settings, Assumptions 7.1–7.2 hold.

Since there are no other distributed bandit online algorithms to solve the problem
of online optimization with time-varying coupled inequality constraints, we compare
our Algorithms 7.1 and 7.2 with the centralized one- and two-point sampling bandit
algorithms in [328], which use full-information feedback for the constraint functions,
and the centralized two-point sampling bandit algorithm in [329]. Figures 7.1 (a) and (b)
show the evolutions of E[Reg(x[T ], x∗[T ])]/T and E[‖[

∑T
t=1 gt(xt)]+‖]/T , respectively. The

average is taken over 100 realizations. Note that E[‖[
∑T

t=1 gt(xt)]+‖]/T → 0. This is in
agreement with (7.12b), (7.18b), and the theoretical results shown in [328, 329]. From
the zoomed figures, we see that the centralized algorithms in [328, 329] achieve smaller
expected dynamic regret and constraint violation than our distributed algorithms, which is
reasonable. We also see that Algorithm 7.2 achieves smaller expected dynamic regret and
constraint violation than Algorithm 7.1, which is consistent with our theoretical results.
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(a) Evolutions of expected dynamic regret E[Reg(x[T ], x∗[T ])]/T .
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Figure 7.1: Performance of bandit online convex optimization algorithms in the DERs
coordination problem.
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7.6 Summary

In this chapter, we considered the distributed bandit online convex optimization problem
with time-varying coupled inequality constraints. We proposed distributed bandit online
algorithms with one- and two-point bandit feedback. We showed that sublinear expected
regret and constraint violation can be achieved by both proposed algorithms. We showed
that the results can be cast as nontrivial extensions of existing literature on online
optimization and bandit feedback. Future research directions include considering an
adaptive choice of the number of samplings at each round by different learners, relaxing
the doubly stochastic assumption, studying sampling noise, achieving a smaller regret
bound under stronger assumptions for the cost functions, and trying to establish sublinear
constraint violation under a stricter constraint violation metric.

7.7 Proofs

7.7.1 Proof of Theorem 7.1

To prove Theorem 7.1, the following three lemmas are used. Lemma 7.1 presents the
results on the local dual variables, while Lemma 7.2 provides an upper bound for the
regret of one round. Lemma 7.3 provides the expected regret constraint violation bounds
for Algorithm 7.1 for the general case.

To simplify notation, we denote βt = βi,t, γt = γi,t, and ξt = ξi,t.

Lemma 7.1. Suppose that Assumptions 7.1–7.2 hold. For all i ∈ [n] and t ∈ N+, q̃i,t and
qi,t generated by Algorithm 7.1 satisfy

‖q̃i,t+1‖ ≤

√
mFg

βt
, ‖qi,t‖ ≤

√
mFg

βt
, (7.20a)

‖q̃i,t+1 − q̄t‖ ≤ 2
√

mnFgτ

t−1∑
s=1

γs+1λ
t−1−s, (7.20b)

∆t+1

2γt+1
≤ (q̄t − q)>gt(xt) + 2mnF2

gγt+1 +
nβt+1

2
‖q‖2 + d1(t), (7.20c)

where q is an arbitrary vector in Rm
+ , and

∆t =

n∑
i=1

‖qi,t − q‖2 − (1 − βtγt)
n∑

i=1

‖qi,t−1 − q‖2,

q̄t =
1
n

n∑
i=1

qi,t, d1(t) = 2mn2F2
gτ

t∑
s=1

γs+1λ
t−s.

Proof. This lemma is Lemma 6.1 under bandit setting and the ideas of the proofs of these
two lemmas are similar.
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(i) From (7.4), we have

‖gi,t(xi,t)‖ ≤
√

mFg, ∀i ∈ [n], ∀t ∈ N+. (7.21)

We prove (7.20a) by induction.
It is straightforward to see that qi,1 = q̃i,2 = 0m, ∀i ∈ [n], thus ‖q̃i,2‖ ≤

√
mFg

β1
, ‖qi,1‖ ≤

√
mFg

β1
, ∀i ∈ [n]. Assume that (7.20a) is true at time t for all i ∈ [n]. We show that it remains

true at time t + 1. Firstly, from (2.11a), (7.7d), (7.21), 1 − γt+1βt+1 ≥ 0, and βt ≥ βt+1 we
know that for all i ∈ [n],

‖qi,t+1‖ ≤ (1 − γt+1βt+1)‖q̃i,t+1‖ + γt+1‖gi,t(xi,t)‖

≤ (1 − γt+1βt+1)
√

mFg

βt
+ γt+1

√
mFg

≤ (1 − γt+1βt+1)
√

mFg

βt+1
+ γt+1

√
mFg

≤

√
mFg

βt+1
.

Then, the convexity of norms and
∑n

j=1[Wt]i j = 1 yield

‖q̃i,t+2‖ ≤

n∑
j=1

[Wt+1]i j‖q j,t+1‖ ≤

n∑
j=1

[Wt]i j

√
mFg

βt+1

=

√
mFg

βt+1
, ∀i ∈ [n].

Thus, (7.20a) follows.
(ii) Note that (7.7d) can be rewritten as

qi,t+1 =

n∑
j=1

[Wt]i jq j,t + ε
q
i,t, (7.22)

where εq
i,t = [(1 − γt+1βt+1)q̃i,t+1 + γt+1gi,t(xi,t)]+ − q̃i,t+1. Then, (2.10), (7.20a), and (7.21)

give

‖ε
q
i,t‖ ≤ ‖ − γt+1βt+1q̃i,t+1 + γt+1gi,t(xi,t)‖ ≤ 2

√
mFgγt+1, ∀i ∈ [n]. (7.23)

Then, from Assumption 7.1, Lemma 2 in [190], qi,1 = 0m, ∀i ∈ [n], and (7.23), we know
that for any i ∈ [n] and t ∈ N+,

‖qi,t+1 − q̄t+1‖ ≤ 2
√

mnFgτ

t∑
s=1

γs+1λ
t−s. (7.24)

Thus, (7.20b) follows due to
∑n

j=1[Wt]i j = 1 and ‖q̃i,t+1 − q̄t‖ = ‖
∑n

j=1[Wt]i jq j,t − q̄t‖ ≤∑n
j=1[Wt]i j‖q j,t − q̄t‖.
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(iii) Applying (2.10) to (7.7d) yields

‖qi,t − q‖2 ≤ ‖(1 − βtγt)q̃i,t + γtgi,t−1(xi,t−1) − q‖2

= ‖q̃i,t − q‖2 + γ2
t ‖gi,t−1(xi,t−1) − βtq̃i,t‖

2

+ 2γt(q̃i,t − q)>gi,t−1(xi,t−1) − 2βtγt(q̃i,t − q)>q̃i,t. (7.25)

For the first term of the right-hand side of (7.25), by convexity of norms and
∑n

j=1[Wt−1]i j =

1, it can be concluded that

‖q̃i,t − q‖2 = ‖

n∑
j=1

[Wt−1]i jq j,t−1 −

n∑
j=1

[Wt−1]i jq‖2

≤

n∑
j=1

[Wt−1]i j‖q j,t−1 − q‖2. (7.26)

For the second term of the right-hand side of (7.25), (7.20a) and (7.21) yield

γ2
t ‖gi,t−1(xi,t−1) − βtq̃i,t‖

2 ≤ (2
√

mFgγt)2. (7.27)

For the fourth term of the right-hand side of (7.25), we have

2γt(q̃i,t − q)>gi,t−1(xi,t−1)
= 2γt(q̄t−1 − q)>gi,t−1(xi,t−1) + 2γt(q̃i,t − q̄t−1)>gi,t−1(xi,t−1). (7.28)

Moreover, from (7.21) and (7.20b), we have

2γt(q̃i,t − q̄t−1)>gi,t−1(xi,t−1) ≤ 2γt‖q̃i,t − q̄t−1‖‖gi,t−1(xi,t−1)‖

≤
2γtd1(t − 1)

n
. (7.29)

For the last term of the right-hand side of (7.25), neglecting the nonnegative term βtγt‖q̃i,t‖
2

gives

−2βtγt(q̃i,t − q)>q̃i,t ≤ βtγt(‖q‖2 − ‖q̃i,t − q‖2). (7.30)

Combining (7.25)–(7.30), summing over i ∈ [n], dividing by 2γt, using
∑n

i=1[Wt−1]i j =

1, ∀t ∈ N+, setting t = t + 1, and rearranging the terms yields (7.20c). �

Lemma 7.2. Suppose that Assumptions 7.1–7.2 hold. Let {xt} be the sequence generated
by Algorithm 7.1 and {yt} be an arbitrary sequence in X, then

ft(xt) − ft(yt) ≤ (q̄t)>(gt(yt) − gt(xt)) + 2d1(t) + d2(t) + d3(t) + EUt [d4(t)]

+

n∑
i=1

p2
i F2

fi
αi,t+1

δ2
i,t

+

n∑
i=1

2Ri‖yi,t+1 − yi,t‖

αi,t+1
, ∀t ∈ N+, (7.31)
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where d1(t) is given in Lemma 7.1, and

d2(t) =

n∑
i=1

(
(2δi,t + Riξt)(

√
mGgi‖qi,t‖ + G fi ) +

2R2
i (ξt − ξt+1)
αi,t+1

)
,

d3(t) = 2m max
i∈[n]

{ p2
i F2

gi
αi,t+1

δ2
i,t

}(
n‖q‖2 +

n∑
i=1

‖qi,t − q‖2
)
,

d4(t) =

n∑
i=1

‖y̌i,t − zi,t‖
2 − ‖y̌i,t+1 − zi,t+1‖

2

2αi,t+1
, y̌i,t = (1 − ξt)yi,t.

Proof. For any i ∈ [n], t ∈ N+ and x ∈ (1 − ξt)Xi, denote

f s
i,t(x) = Ev∈Bp [ fi,t(x + δi,tv)], ĝi,t(x) = Ev∈Bp [gi,t(x + δi,tv)].

From Lemma 2.16, (7.4), (7.21), (7.6a), and (7.6b), we know that f s
i,t(x) and ĝi,t(x) are

convex on (1 − ξt)Xi, and for any i ∈ [n], t ∈ N+ and x ∈ (1 − ξt)Xi,

∇ f s
i,t(x) = EUt [∇̂1 fi,t(x)], (7.32a)

fi,t(x) ≤ f s
i,t(x) ≤ fi,t(x) + G fiδi,t, (7.32b)

‖∇̂1 fi,t(x)‖ ≤
piF fi

δi,t
, (7.32c)

∇ĝi,t(x) = EUt [∇̂1gi,t(x)], (7.32d)
gi,t(x) ≤ ĝi,t(x) ≤ gi,t(x) + Ggiδi,t1m, (7.32e)

‖∇̂1gi,t(x)‖ ≤
√

mpiFgi

δi,t
, (7.32f)

‖ĝi,t(x)‖ ≤
√

mFgi . (7.32g)

Then, (7.6a), (7.6b), (7.3), and (7.32b) yield

| fi,t(xi,t) − fi,t(zi,t)| ≤ G fi‖xi,t − zi,t‖ ≤ G fiδi,t, (7.33a)

‖gi,t(xi,t) − gi,t(zi,t)‖ ≤
√

mGgi‖xi,t − zi,t‖ ≤
√

mGgiδi,t, (7.33b)
f s
i,t(y̌i,t) − fi,t(yi,t) = fi,t(y̌i,t) − fi,t(yi,t) + f s

i,t(y̌i,t) − fi,t(y̌i,t)

≤ G fi‖y̌i,t − yi,t‖ + f s
i,t(y̌i,t) − fi,t(y̌i,t)

≤ G fi Riξt + G fiδi,t, (7.33c)
fi,t(zi,t) − f s

i,t(zi,t) ≤ 0, (7.33d)

‖gi,t(y̌i,t) − gi,t(yi,t)‖ ≤
√

mGgi Riξt. (7.33e)

From that f s
i,t(x) is convex on (1 − ξt)Xi, we have that

f s
i,t(zi,t) − f s

i,t(y̌i,t) ≤ 〈∇ f s
i,t(zi,t), zi,t − y̌i,t〉

= 〈EUt [∇̂1 fi,t(zi,t)], zi,t − y̌i,t〉
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= EUt [〈∇̂1 fi,t(zi,t), zi,t − y̌i,t〉], (7.34)

where the first equality holds from (7.32a) and the last equality holds since zi,t is
independent of Ut.

Next, we rewrite the right-hand side of (7.34) into two terms and bound them
individually.

EUt [〈∇̂1 fi,t(zi,t), zi,t − y̌i,t〉]

= EUt [〈∇̂1 fi,t(zi,t), zi,t − zi,t+1〉] + EUt [〈∇̂1 fi,t(zi,t), zi,t+1 − y̌i,t〉]. (7.35)

For the first term of the right-hand side of (7.35), the Cauchy-Schwarz inequality and
(7.32c) give

〈∇̂1 fi,t(zi,t), zi,t − zi,t+1〉 ≤ ‖∇̂1 fi,t(zi,t)‖‖zi,t − zi,t+1‖ ≤
piF fi

δi,t
‖zi,t − zi,t+1‖

≤
p2

i F2
fi
αi,t+1

δ2
i,t

+
1

4αi,t+1
‖zi,t − zi,t+1‖

2. (7.36)

For the second term of the right-hand side of (7.35), it follows from (7.8) that

EUt [〈∇̂1 fi,t(zi,t), zi,t+1 − y̌i,t〉] = EUt [〈(∇̂1gi,t(zi,t))>q̃i,t+1, y̌i,t − zi,t+1〉]
+ EUt [〈ai,t+1, zi,t+1 − y̌i,t〉]

= EUt [〈(∇̂1gi,t(zi,t))>q̃i,t+1, y̌i,t − zi,t〉]

+ EUt [〈(∇̂1gi,t(zi,t))>q̃i,t+1, zi,t − zi,t+1〉]
+ EUt [〈ai,t+1, zi,t+1 − y̌i,t〉]. (7.37)

For the first term of the right-hand side of (7.37), noting that xi,t and q̃i,t+1 are dependent of
Ut, from (7.32d), q̃i,t+1 ≥ 0m, q̄t ≥ 0m, (7.32e), and that ĝi,t is convex, we have

EUt [〈(∇̂1gi,t(zi,t))>q̃i,t+1, y̌i,t − zi,t〉] = 〈(EUt [∇̂1gi,t(zi,t)])>q̃i,t+1, y̌i,t − zi,t〉

= 〈(∇ĝi,t(zi,t))>q̃i,t+1, y̌i,t − zi,t〉

≤ (q̃i,t+1)>ĝi,t(y̌i,t) − [q̃i,t+1)>ĝi,t(zi,t)
= (q̄t)>(ĝi,t(y̌i,t) − ĝi,t(zi,t))

+ (q̃i,t+1 − q̄t)>(ĝi,t(y̌i,t) − ĝi,t(zi,t))
≤ (q̄t)>(gi,t(y̌i,t) + δi,tGgi 1m − gi,t(zi,t))

+ (q̃i,t+1 − q̄t)>(ĝi,t(y̌i,t) − ĝi,t(zi,t)). (7.38)

From (7.20b) and (7.32g), we have

(q̃i,t+1 − q̄t)>(ĝi,t(y̌i,t) − ĝi,t(zi,t)) ≤
2d1(t)

n
. (7.39)
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For the second term of the right-hand side of (7.37), from the Cauchy-Schwarz inequality,
(7.32f), and (7.26) we have

〈(∇̂1gi,t(zi,t))>q̃i,t+1, zi,t − zi,t+1〉 = q>∇̂1gi,t(zi,t)(zi,t − zi,t+1)

+ (q̃i,t+1 − q)>∇̂1gi,t(zi,t)(zi,t − zi,t+1)

≤
2mp2

i F2
gi
αi,t+1

δ2
i,t

‖q‖2 +
1

8αi,t+1
‖zi,t+1 − zi,t‖

2

+
2mp2

i F2
gi
αi,t+1

δ2
i,t

‖q̃i,t+1 − q‖2 +
1

8αi,t+1
‖zi,t+1 − zi,t‖

2

≤ 2m max
i∈[n]

{ p2
i F2

gi
αi,t+1

δ2
i,t

}(
‖q‖2 +

n∑
j=1

[Wt]i j‖q j,t − q‖2
)

+
1

4αi,t+1
‖zi,t+1 − zi,t‖

2. (7.40)

For the last term of the right-hand side of (7.37), noting that y̌i,t ∈ (1 − ξt)Xi ⊆ (1 − ξt+1)Xi

due to ξt ≥ ξt+1 and applying (2.12) to the update rule (7.7b) yield

2αi,t+1〈ai,t+1, zi,t+1 − y̌i,t〉 ≤ ‖y̌i,t − zi,t‖
2 − ‖y̌i,t − zi,t+1‖

2 − ‖zi,t+1 − zi,t‖
2

= ‖y̌i,t+1 − zi,t+1‖
2 − ‖y̌i,t − zi,t+1‖

2 + ‖y̌i,t − zi,t‖
2

− ‖y̌i,t+1 − zi,t+1‖
2 − ‖zi,t+1 − zi,t‖

2. (7.41)

The first two terms of the right-hand side of (7.41) can be bounded by

‖y̌i,t+1 − zi,t+1‖
2 − ‖y̌i,t − zi,t+1‖

2 ≤ ‖y̌i,t+1 − y̌i,t‖‖y̌i,t+1 + y̌i,t − 2zi,t+1‖

≤ 4Ri‖(1 − ξt+1)yi,t+1 − (1 − ξt)yi,t‖

= 4Ri‖(1 − ξt+1)(yi,t+1 − yi,t) + (ξt − ξt+1)yi,t‖

≤ 4Ri‖yi,t+1 − yi,t‖ + 4R2
i (ξt − ξt+1), (7.42)

where the last inequality holds since {ξt} ⊆ (0, 1) is nonincreasing.
Combining (7.33c)–(7.42), taking expectation in Ut, summing over i ∈ [n], and

rearranging the terms yields (7.31). �

Lemma 7.3. Suppose that Assumptions 7.1–7.2 hold. Let {xt} be the sequence generated
by Algorithm 7.1. Then, for any T ∈ N+ and any comparator sequence y[T ] ∈ XT ,

E[Reg(x[T ], y[T ])] ≤
T∑

t=1

E[d2(t)] + C0

T∑
t=1

γt+1 +

T∑
t=1

n∑
i=1

p2
i F2

fi
αi,t+1

δ2
i,t

+

n∑
i=1

2R2
i

αi,T+1

+

T−1∑
t=1

n∑
i=1

2Ri‖yi,t+1 − yi,t‖

αi,t+1
+

1
2

T∑
t=1

α̃tE[‖qi,t‖
2], (7.43a)
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E[‖[
T∑

t=1

gt(xt)]+‖
2] ≤ d5(T )

( T∑
t=1

E[d2(t)] + C0

T∑
t=1

γt+1 +

T∑
t=1

n∑
i=1

p2
i F2

fi
αi,t+1

δ2
i,t

+

n∑
i=1

2R2
i

αi,T+1
+ 2T

n∑
i=1

F fi +
1
2

T∑
t=1

α̃tE[‖qi,t − qc‖
2]
)
, (7.43b)

where

α̃t =

n∑
i=1

(
4m max

i∈[n]

{ p2
i F2

gi
αi,t+1

δ2
i,t

}
+

1
γt+1
−

1
γt
− βt+1

)
,

d5(T ) = 2n
( 1
γ1

+

T∑
t=1

(
4m max

i∈[n]

{ p2
i F2

gi
αi,t+1

δ2
i,t

}
+ βt+1

))
,

qc =
2[

∑T
t=1 gt(xt)]+

d5(T )
∈ Rm

+ .

Proof. (i) For any λ ∈ (0, 1) and nonnegative sequence ζ1, ζ2, . . . , it holds that

T∑
t=1

t∑
s=1

ζs+1λ
t−s =

T∑
t=1

ζt+1

T−t∑
s=0

λs ≤
1

1 − λ

T∑
t=1

ζt+1. (7.44)

Thus,

T∑
t=1

d1(t) ≤
2
√

mn2τB1Fg

1 − λ

T∑
t=1

γt+1. (7.45)

The definition of ∆t given in Lemma 7.1 yields

−

T∑
t=1

∆t+1

2γt+1
=

T∑
t=1

1
2γt+1

n∑
i=1

((1 − βt+1γt+1)‖qi,t − q‖2 − ‖qi,t+1 − q‖2)

=
1
2

n∑
i=1

T∑
t=1

( 1
γt
‖qi,t − q‖2 −

1
γt+1
‖qi,t+1 − q‖2

)
+

1
2

T∑
t=1

n∑
i=1

( 1
γt+1
−

1
γt
− βt+1

)
‖qi,t − q‖2

=
1
2

n∑
i=1

( 1
γ1
‖qi,1 − q‖2 −

1
γT+1

‖qi,T+1 − q‖2
)

+
1
2

T∑
t=1

n∑
i=1

( 1
γt+1
−

1
γt
− βt+1

)
‖qi,t − q‖2

≤
n

2γ1
‖q‖2 +

1
2

T∑
t=1

n∑
i=1

( 1
γt+1
−

1
γt
− βt+1

)
‖qi,t − q‖2, (7.46)
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where the last inequality holds due to qi,1 = 0m and ‖qi,T+1 − q‖2 ≥ 0.
From the properties of conditional expectation, we know that

EUT [EUt [d4(t)]] = E[d4(t)], ∀t ∈ [T ], (7.47)

where we recall the definitionUT =
⋃T

s=1 Us.
Noting that {αt} is nonincreasing and (7.3), for any s ∈ [T ], we have

T∑
t=s

d4(t) =
1
2

T∑
t=s

n∑
i=1

( 1
αi,t
‖y̌i,t − zi,t‖

2 −
1

αi,t+1
‖y̌i,t+1 − zi,t+1‖

2
)

+
1
2

T∑
t=s

n∑
i=1

( 1
αi,t+1

−
1
αi,t

)
‖y̌i,t − zi,t‖

2

≤
1

2αi,s

n∑
i=1

‖y̌i,s − zi,s‖
2 −

1
2αi,T+1

n∑
i=1

‖y̌i,T+1 − zi,T+1‖
2

+ 2
n∑

i=1

( 1
αi,T+1

−
1
αi,s

)
R2

i

≤

n∑
i=1

2R2
i

αi,T+1
. (7.48)

Let gc : Rm
+ → R be a function defined as

gc(q) =
( T∑

t=1

gt(xt)
)>

q −
d5(T )

4
‖q‖2. (7.49)

Combining (7.20c) and (7.31), summing over t ∈ [T ], using (7.45)–(7.49) and gt(yt) ≤
0m, y[T ] ∈ XT , and taking expectation inUT yields

E[gc(q)] + E[Reg(x[T ], y[T ])] ≤
T∑

t=1

E[d2(t)] + C0

T∑
t=1

γt+1 +

T∑
t=1

n∑
i=1

p2
i F2

fi
αi,t+1

δ2
i,t

+

n∑
i=1

2R2
i

αi,T+1
+

T∑
t=1

n∑
i=1

2Ri‖yi,t+1 − yi,t‖

αi,t+1

+
1
2

T∑
t=1

α̃tE[‖qi,t − q‖2], ∀q ∈ Rm
+ . (7.50)

Then, substituting q = 0m into (7.50), setting yi,T+1 = yi,T , and noting that {αt} is
nonincreasing yields (7.43a).
(ii) Substituting q = qc into gc(q) gives

gc(qc) =
‖[
∑T

t=1 gt(xt)]+‖
2

d5(T )
. (7.51)
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Moreover, (7.4) gives

|Reg(x[T ], y[T ])| ≤ 2T
n∑

i=1

F fi , ∀y[T ] ∈ XT . (7.52)

Substituting q = qc and yt = x̌∗T , t ∈ [T + 1] into (7.50), combining (7.51)–(7.52), and
rearranging the terms gives (7.43b). �

We are now ready to prove Theorem 7.1.
(i) Applying (2.65), (2.37), and (7.20a) to the first three terms of the right-hand side of
(7.43a) and noting θ2 < θ3 gives

T∑
t=1

E[d2(t)] ≤ C1,2T 1−θ3+θ2 + C1,3T 1−θ3 + C1,1 log(T ), (7.53a)

C0

T∑
t=1

γt+1 ≤
C0

θ2
T θ2 , (7.53b)

T∑
t=1

n∑
i=1

p2
i F2

fi
αi,t+1

δ2
i,t

≤ C1,4T 1−θ1+2θ3 . (7.53c)

From (7.11) and θ1 − 2θ3 ≥ θ2 we know that

α̃t =
1

(t + 1)θ1−2θ3
+

t + 1
(t + 1)θ2

−
t

tθ2
−

2
(t + 1)θ2

≤
1

(t + 1)θ2
+

t + 1
(t + 1)θ2

−
t

tθ2
−

2
(t + 1)θ2

=
t

(t + 1)θ2
−

t
tθ2

< 0. (7.54)

Combining (7.43a) and (7.53a)–(7.54) yields (7.12a).
(ii) Using (2.37) and noting θ1 − 2θ3 ≥ θ2 gives

d5(T ) ≤ C2,1T 1−θ2 . (7.55)

Combining (7.43b) and (7.53a)–(7.55) gives

E
[∥∥∥∥[ T∑

t=1

gt(xt)
]
+

∥∥∥∥2]
≤ C2T 2−θ2 . (7.56)

Finally, combining (7.56) and (E[‖[
∑T

t=1 gt(xt)]+‖])2 ≤ E[‖[
∑T

t=1 gt(xt)]+‖
2] (which

follows from Jensen’s inequality) gives (7.12b).
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7.7.2 Proof of Theorem 7.2

The proof is similar to the proof of Theorem 7.1 with some modifications. Lemmas 7.1–7.3
are replaced by Lemmas 7.4–7.6.

To simplify notation, we denote αt = αi,t, βt = βi,t, γt = γi,t, and ξt = ξi,t.

Lemma 7.4. Suppose that Assumptions 7.1–7.2 hold. For all i ∈ [n] and t ∈ N+, q̃i,t and
qi,t generated by Algorithm 7.2 satisfy

‖q̃i,t+1‖ ≤
B1

βt
, ‖qi,t‖ ≤

B1

βt
, (7.57a)

‖q̃i,t+1 − q̄t‖ ≤ 2nB1τ

t−1∑
s=1

γs+1λ
t−1−s, (7.57b)

∆t+1

2γt+1
≤ (q̄t − q)>gt(xt) + 2nB2

1γt+1 + d6(t)

+
1
2

n∑
i=1

(2mp2
i G2

gi
αt+1 + βt+1)‖q‖2 + d7(t), (7.57c)

where q is an arbitrary vector in Rm
+ , and

d6(t) = 2
√

mn2B1Fgτ

t∑
s=1

γs+1λ
t−s,

d7(t) =
1

4αt+1

n∑
i=1

‖xi,t+1 − xi,t‖
2 +

n∑
i=1

(q̃i,t+1)>∇̂2gi,t(xi,t)(xi,t+1 − xi,t).

Proof. From the fifth part in Lemma 2.16 and (7.6b), we know that for all i ∈ [n], x ∈
(1 − ξi,t)Xi, and t ∈ N+,

‖∇̂2gi,t(x)‖ ≤
√

mpiGgi . (7.58)

Hence, (7.16), (7.3), (7.4), and (7.58) yield

‖ci,t+1‖ ≤ ‖gi,t(xi,t)‖ + ‖∇̂2gi,t(xi,t)‖‖(xi,t+1 − xi,t)‖

≤
√

mFgi + 2
√

mpiGgi Ri ≤ B1, ∀i ∈ [n], ∀t ∈ N+. (7.59)

Replacing zi,t and gi,t(zi,t) by xi,t and ci,t+1, respectively, and following steps similar to
those used to prove (7.20a) and (7.20b) yields (7.57a) and (7.57b).

Applying (2.10) to (7.14c) yields

‖qi,t − q‖2 ≤ ‖(1 − βtγt)q̃i,t + γtci,t − q‖2

= ‖q̃i,t − q‖2 + γ2
t ‖ci,t − βtq̃i,t‖

2 + 2γt(q̃i,t)>∇̂2gi,t−1(xi,t−1)(xi,t − xi,t−1)

− 2γtq>∇̂2gi,t−1(xi,t−1)(xi,t − xi,t−1) + 2γt(q̃i,t − q)>gi,t−1(xi,t−1)
− 2βtγt(q̃i,t − q)>q̃i,t. (7.60)
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For the fourth term of the right-hand side of (7.60), (7.58) and the Cauchy-Schwarz
inequality yield

−2γtq>∇̂2gi,t−1(xi,t−1)(xi,t − xi,t−1) ≤ 2γt

(
mp2

i G2
gi
αt‖q‖2 +

1
4αt
‖xi,t − xi,t−1‖

2
)
. (7.61)

Replacing (7.25) by (7.60), using (7.61), and following steps similar to those used to
prove (7.20c) yields (7.57c). �

Lemma 7.5. Suppose that Assumptions 7.1–7.2 hold. Let {xt} be the sequence generated
by Algorithm 7.2 and {yt} be an arbitrary sequence in X, then

ft(xt) − ft(yt) ≤ (q̄t)>(gt(yt) − gt(xt)) + 2d6(t) − EUt [d7(t)] + d8(t) + EUt [d9(t)]

+

n∑
i=1

p2
i G2

fiαt+1 +

n∑
i=1

2Ri‖yi,t+1 − yi,t‖

αt+1
, ∀t ∈ N+, (7.62)

where

d8(t) =

n∑
i=1

(
(δi,t + Riξt)(

√
mGgi‖qi,t‖ + G fi ) +

2R2
i (ξt − ξt+1)
αt+1

)
,

d9(t) =
1

2αt+1

n∑
i=1

(‖y̌i,t − xi,t‖
2 − ‖y̌i,t+1 − xi,t+1‖

2), y̌i,t = (1 − ξt)yi,t.

Proof. Replacing zi,t, ai,t, and (7.32c) by xi,t, bi,t, and

‖∇̂2 fi,t(x)‖ ≤ piG fi , (7.63)

respectively, deleting (7.40), and following steps similar to those used to prove (7.31) yields
(7.62). �

Lemma 7.6. Suppose that Assumptions 7.1–7.2 hold. Let {xt} be the sequence generated
by Algorithm 7.2. Then, for any T ∈ N+ and any comparator sequence y[T ] ∈ XT ,

E[Reg(x[T ], y[T ])] ≤
T∑

t=1

E[d8(t)] + Ĉ0

T∑
t=1

γt+1 +

n∑
i=1

2R2
i

αT+1
+

T∑
t=1

n∑
i=1

p2
i G2

fiαt+1

+
2RmaxV(y[T ])

αT
+

1
2

T∑
t=1

n∑
i=1

( 1
γt+1
−

1
γt
− βt+1

)
E[‖qi,t‖

2], (7.64a)

E
[∥∥∥∥[ T∑

t=1

gt(xt)
]
+

∥∥∥∥2]
≤ d10(T )

( T∑
t=1

E[d8(t)] + Ĉ0

T∑
t=1

γt+1 +

n∑
i=1

2R2
i

αT+1

+

T∑
t=1

n∑
i=1

p2
i G2

fiαt+1 + 2T
n∑

i=1

F fi



238 Distributed bandit online primal–dual optimization algorithms

+
1
2

T∑
t=1

n∑
i=1

( 1
γt+1
−

1
γt
− βt+1

)
E[‖qi,t − q̂c‖

2]
)
, (7.64b)

where

d10(T ) = 2n
( 1
γ1

+

T∑
t=1

(2mp2
i G2

gi
αt+1 + βt+1)

)
, q̂c =

2[
∑T

t=1 gt(xt)]+

d10(T )
∈ Rm

+ .

Proof. With Lemmas 7.4 and 7.5 at hand, the proof of Lemma 7.6 follows steps similar to
those used to prove Lemma 7.3. �

With Lemmas 7.4–7.6 at hand, the proofs of (7.18a) and (7.18b) in Theorem 7.2 follow
steps similar to those used to prove (7.12a) and (7.12b) in Theorem 7.1.
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Chapter 8

Distributed dynamic event-triggered
control algorithms

In this and the following two chapters, in order to achieve a common control objective
for a networked system, we propose distributed event-triggered algorithms to reduce the
amount of information exchanged. In this chapter, we propose two novel dynamic event-
triggered control laws to solve the average consensus problem for first-order continuous-
time multi-agent systems over undirected graphs. Compared with most existing triggering
laws, the proposed laws involve internal dynamic variables, which play an essential role in
guaranteeing that the triggering time sequence does not exhibit Zeno behavior. Moreover,
some existing triggering laws are special cases of ours. For the proposed self-triggered
algorithm, continuous agent listening is avoided as each agent predicts its next triggering
time and broadcasts it to its neighbors at the current triggering time. Thus, each agent only
needs to sense and broadcast at its triggering times, and to listen to and receive incoming
information from its neighbors at their triggering times. It is proved that the proposed
triggering laws ensure that the state of each agent converge exponentially to the average of
all agents’ initial states if and only if the underlying graph is connected. The idea behind
these approaches will also play an important role in the following two chapters. Numerical
simulations are provided to illustrate the effectiveness of the theoretical results.

This chapter is organized as follows. Section 8.1 gives the background. Section 8.2
introduces the problem formulation. Section 8.3 presents two distributed dynamic event-
triggered control algorithms to determine triggering times such that average consensus
is achieved exponentially. A self-triggered control algorithm to solve the aforementioned
problem is presented in Section 8.4. Simulations are given in Section 8.5. This chapter is
concluded in Section 8.6.

8.1 Introduction

The consensus problem has a long history in computer science, particular in distributed
computing [332]. For multi-agent systems, consensus means that the group of agents reach
an agreement upon a certain quantity of interest that may depend on the initial states of
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all agents. In the study of complex networks, the synchronization has sometime a similar
meaning as consensus.

There is a huge amount of research work on consensus or synchronization in the
past decades. Here we only recall some of them. In [333–337], the authors introduced
theoretical frameworks for analysis of consensus for first-order linear multi-agent systems
with an emphasis on the role of directed information flow, robustness to changes in
network topology due to link/node failures, time-delays, and performance guarantees. One
fundamental result is that the performance of the consensus protocol is determined by the
algebraic connectivity. Consensus is achieved if and only if the underlying fixed undirected
graph is connected or directed graph has a directed spanning tree [333–335]. In [338], the
authors studied general linear multi-agent systems with directed communication graphs.
Similar work can be found in earlier studies [198, 339], in which the authors presented
a framework for analysing synchronization of linearly coupled ordinary differential equa-
tions. In [340], the authors used a high-gain methodology to construct linear decentralized
consensus controllers for general linear multi-agent systems with time-invariant and time-
varying topologies. In [341], the authors considered consensus for first-order multi-agent
systems with stochastically switching topologies modeled as a stochastic process. In [342],
the authors studied asynchronous consensus problems for continuous-time multi-agent
systems with discontinuous information transmission. In [343], the authors investigated
the joint effect of agent dynamics, network topologies and communication data rate on the
consensus problem. In [344], the authors considered nonlinear consensus protocols.

The average consensus problem involves a group of agents in a network who seeks the
average of a set of network-wide measurements or states. It has been widely investigated
because its many applications in sensor networks, mobile robots, autonomous underwater
vehicles, and unmanned air vehicles, e.g., [336] and the references therein. In these
studies, agents have continuous-time dynamics and actuation. However, continuous com-
munication cannot usually be implemented in multi-agent systems, since the interactions
among agents are typically realized over a digital communication channel with limited
capacity. Moreover, in order to simplify and reduce communication, the information
exchange should be kept as small as possible. In order to realize this, in practice,
typically agents communicate with their neighbors and take actions at discrete time points.
There are various studies considered agents with discrete-time dynamics or continuous-
time dynamics but discontinuous information transmission, e.g., [342, 343]. In these
studies, time-triggered sampling was used to determine when agents should establish
communication with its neighbors, which is often implemented periodically. A nice feature
of such a model is that analysis and design becomes rather straightforward and the vast
literature on sample-data control can be used [192]. Drawbacks are that agents need to
take actions in a synchronous manner, which is often hard to implement when the number
of agents is large, and it is not energy-efficient to communicate when the state has not
changed much.

Event-triggered sampling has been proposed for single-agent systems [345–347]. The
concept was originally extended to multi-agent systems in [193]. In event-triggered multi-
agent systems actuation updates and inter-agent communications occur only when some
specific events are triggered, for instance, a measure of the state error exceeds a specified
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threshold. The control is often constant between any two consecutive triggering times.
In [348], by introducing an internal dynamic variable, a new class of event-triggered
mechanisms was presented and it was extended to discrete-time setting in [349]. The idea
of using internal dynamic variables in event- and self-triggered control can also be found
in [350–354]. Many researchers studied event-triggered control for multi-agent systems
recently [193–195, 200, 355–360]. A key challenge is how to design triggering laws to
determine the corresponding triggering times, while excluding Zeno behavior, i.e., infinite
number of triggers in a finite time interval [196].

To overcome the drawback of continuous monitoring of the triggering law, self-
triggered control were proposed for single-agent systems [361–363]. Many researchers
have investigated self-triggered control for multi-agent systems [193, 200, 358]. For self-
triggered single-agent systems, the next triggering time is determined at the previous
triggering instance. However, the self-triggered approaches for multi-agent systems men-
tioned above are not in accordance with this. Although continuous sensing of each
agent’s own and neighbors’ states is avoided in these studies, continuous listening is
still needed since the triggering times are determined during runtime and not known in
advance. To overcome this drawback, some researchers introduced local clock variables
in the self-triggering policy [350], others combined event-triggered control with periodic
sampling [351, 355, 357], and some proposed cloud-supported algorithms [364]. By
introducing an internal dynamic variable, a new class of event-triggering mechanisms
was presented in [348] and later extended to a discrete-time setting in [349]. The idea
of using internal dynamic variables in event- and self-triggered control can also be found
in [350–352, 365]. In this chapter, we make essential modifications to the dynamic event-
triggering mechanism for single-agent systems in [348] and extend it to multi-agent
systems.

In this chapter, we propose two novel dynamic event-triggered control laws to solve
the average consensus problem for first-order continuous-time multi-agent systems over
undirected graphs. We have the following contributions.

(C8.1) The first main contribution of this chapter is in the introduction and convergence
analysis of dynamic event- and self-triggered control laws for multi-agent systems.
The control laws are truly distributed in the sense that they do not require any a
priori knowledge of global network parameters. We prove that the proposed dynamic
triggering laws yield consensus exponentially fast, and we show that they are free
from Zeno behavior by verifying that the triggering time sequence of each agent is
divergent. We show also that the triggering laws in [194, 195] are special cases of
our event-triggered law.

(C8.2) To overcome the main disadvantage of event-triggered laws, i.e., avoid continuous
sensing and listening, we present a self-triggered control law. The main idea to avoid
continuous listening is that each agent predicts its next triggering time and broadcasts
it to its neighbors at the current triggering time. As a result, each agent only needs
to sense and broadcast at its triggering times, and to listen to and receive incoming
information from its neighbors at their triggering times. This is to say that, in terms
of avoiding continuous listening, our self-triggered algorithm improves the ones
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in [193, 200, 358] and other studies using a similar approach. Although continuous
sensing, broadcasting, listening, and receiving are also avoided in [351,355,357] by
combining event-triggered control with periodic sampling, the additional periodic
sensing and listening are still needed. Moreover, it is not clear how to show that the
average inter-event time is strictly larger than the required sampling period. Our self-
triggered control law is reminiscent of the event-triggered cloud access in [364]. The
main difference is that we do not need the cloud to store data and we use different
analysis techniques.

8.2 Average consensus for first-order multi-agent systems

We consider a set of n agents modelled as single integrators

ẋi(t) = ui(t), i ∈ [n], t ≥ 0, (8.1)

where xi(t) ∈ R is the state and ui(t) ∈ R is the control input.

Remark 8.1. For the ease of presentation, we study the case where all the agents have
scalar states, i.e., xi ∈ R. However, the analysis in this chapter is also valid for the cases
where the agents have vector-valued states, i.e., xi ∈ R

p.

Definition 8.1 (Average consensus). We say average consensus for the multi-agent system
(8.1) is achieved if limt→∞ xi(t) = 1

n
∑n

j=1 x j(0), ∀i ∈ [n].

The classic distributed consensus protocol is given by [336, 337],

ui(t) = −

n∑
j=1

Li jx j(t), (8.2)

where Li j is the element of the Laplacian matrix L. In this chapter, we assume that the
underlying graph G is undirected. Figure 1.10 shows how agents communicate when the
control input has the form (8.2).

To implement the consensus protocol (8.2), a continuous exchange of information
among agents and a continuous update of actuators are needed. However, it is often
impractical to require continuous communication and update in real applications.

Inspired by the idea of event-triggered control for multi-agent systems [193], we use
the event-triggered control input

ui(t) = −

n∑
j=1

Li jx j(t
j
k j(t)

). (8.3)

Note that the event-triggered control input (8.3) only updates at the triggering times and
it remains constant between any two consecutive triggering times. Figure 1.9 shows how
agents communicate when the control input has the form (8.3).

Our goal in this chapter is to solve the following problem.
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Problem 8.1. Propose methods to determine the triggering times such that average
consensus is reached, while continuous exchange of information, continuous update of
actuators, and Zeno behavior are avoided.

For simplicity, let x(t) = col(x1(t), . . . , xn(t)), x̂i(t) = xi(ti
ki(t)

), x̂(t) = col(x̂1(t), . . . , x̂n(t)),
ei(t) = x̂i(t) − xi(t), and e(t) = col(e1(t), · · · , en(t)) = x̂(t) − x(t). Then we can rewrite the
multi-agent system with agent dynamics as in (8.1) and event-triggered control input as in
(8.3) in the stack vector form

ẋ(t) = −Lx̂(t) = −L(x(t) + e(t)).

8.3 Distributed dynamic event-triggered control algorithms

In this section, we will propose two distributed dynamic event-triggered control algorithms
to design the triggering times such that the average consensus can be achieved.

8.3.1 Continuous approach

We first show that the average state in (8.1) is constant.

Lemma 8.1. Consider the multi-agent system (8.1)–(8.3), and assume that the underlying
graph G is undirected. The average of all agents’ states x̄(t) = 1

n
∑n

i=1 xi(t) is constant, i.e.,
x̄(t) = x̄(0), ∀t ≥ 0.

Proof. It follows from (8.1)–(8.3) that the time derivative of the average value is given by

˙̄x(t) =
1
n

n∑
i=1

ẋi(t) = −
1
n

n∑
i=1

n∑
j=1

Li jx j(t
j
k j(t)

) = −
1
n

n∑
j=1

x j(t
j
k j(t)

)
n∑

i=1

Li j = 0.

Thus x̄(t) is constant. �

Now, consider a Lyapunov candidate as follows

V(x(t)) =
1
2

x>(t)Knx(t) =
1
2

x>(t)(In −
1
n

1n1>n )x(t)

=
1
2

n∑
i=1

x2
i (t) −

n
2

x̄2(0) =
1
2

n∑
i=1

(xi(t) − x̄(0))2. (8.4)

Then the derivative of V(x(t)) along the trajectories of the multi-agent system (8.1)–(8.3)
satisfies

V̇(x(t)) =

n∑
i=1

[xi(t) − x̄(0)]ẋi(t) =

n∑
i=1

xi(t)ẋi(t) − x̄(0)
n∑

i=1

ẋi(t) =

n∑
i=1

xi(t)ẋi(t)

=

n∑
i=1

xi(t)
n∑

j=1

(−Li jx j(t
j
k j(t)

)) = −

n∑
i=1

xi(t)
n∑

j=1

Li j(x j(t) + e j(t))
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∗
= −

n∑
i=1

qi(t) −
n∑

i=1

n∑
j=1

xi(t)Li je j(t) = −

n∑
i=1

qi(t) −
n∑

i=1

n∑
j=1

ei(t)Li jx j(t)

= −

n∑
i=1

qi(t) −
n∑

i=1

n∑
j=1, j,i

ei(t)Li j(x j(t) − xi(t))

≤ −

n∑
i=1

qi(t) −
n∑

i=1

n∑
j=1, j,i

Li je2
i (t) −

n∑
i=1

n∑
j=1, j,i

Li j
1
4

(x j(t) − xi(t))2

= −

n∑
i=1

qi(t) +

n∑
i=1

Liie2
i (t) −

n∑
i=1

n∑
j=1

1
4

Li j(x j(t) − xi(t))2

∗
= −

n∑
i=1

1
2

qi(t) +

n∑
i=1

Liie2
i (t), (8.5)

where

qi(t) = −
1
2

n∑
j=1

Li j(x j(t) − xi(t))2 ≥ 0, (8.6)

and the equalities denoted by ∗= hold due to

n∑
i=1

qi(t) = −

n∑
i=1

1
2

n∑
j=1

Li j(x j(t) − xi(t))2 =

n∑
i=1

n∑
j=1

xi(t)Li jx j(t) = x>(t)Lx(t),

and the inequality holds due to ab ≤ a2 + 1
4 b2.

Similar to [193] and [358], the following law can be used to determine the triggering
times:

ti
1 = 0, ti

k+1 = min
{
t : Liie2

i (t) −
σi

2
qi(t) ≥ 0, t ≥ ti

k

}
, k ∈ N+, (8.7)

where σi ∈ (0, 1) is a design parameter. From the way to determine the triggering times by
(8.7), we have

Liie2
i (t) ≤

σi

2
qi(t), ∀t ≥ 0. (8.8)

Then, from (8.5) and (8.8), we have

V̇(x(t)) ≤ −
n∑

i=1

1
2

qi(t) +

n∑
i=1

Liie2
i (t) ≤ −

1
2

(1 − σmax)
n∑

i=1

qi(t) = −
1
2

(1 − σmax)x>(t)Lx(t)

≤ −
1
2

(1 − σmax)ρ2(L)x>(t)Knx(t) = −(1 − σmax)ρ2(L)V(x(t)),

where σmax = maxi∈[n]{σi} < 1 and the last inequality holds due to (2.6). Then

V(x(t)) ≤ V(x(0))e−(1−σmax)ρ2(L)t, ∀t ≥ 0. (8.9)
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This implies that system (8.1)–(8.3) reaches average consensus exponentially if the
underlying graph G is connected.

Remark 8.2. Note that (8.7) is a static triggering law since it does not involve any extra
dynamic variables but the agent state variables xi(t), x̂i(t) and x j(t), j ∈ Ni. The static
triggering law (8.7) is distributed since each agent’s control input only depends on its own
state information and its neighbors’ state information, without any a prior knowledge of
any global parameters, such as the eigenvalues of the Laplacian matrix.

Remark 8.3. If we consider the same unweighted graph as in [193], i.e., ai j = 1 if (vi, v j) ∈
E, then Lii = |Ni|. Noting a(1− a|Ni|) ≤ 1

4|Ni |
and (

∑n
j=1(x j(t)− xi(t)))2 ≤ 2|Ni|

∑n
j=1(x j(t)−

xi(t))2, we have σia(1−a|Ni |)
|Ni |

(
∑n

j=1(x j(t) − xi(t)))2 ≤
σi

2|Ni |
qi(t). In other words, the distributed

triggering law (10) proposed in [193] is a special case of the static triggering law (8.7).

The main purpose of using event-triggered control is to reduce the overall need of
actuation updates and communication between agents, so it is essential to exclude Zeno
behavior. However, as stated in [193], Zeno behavior may not be excluded under (8.7). In
order to explicitly exclude Zeno behavior, in the following we propose a dynamic triggering
law to determine the triggering times.

Inspired by [348], we propose the following internal dynamic variable ηi to agent i:

η̇i(t) = −βiηi(t) − δi

(
Liie2

i (t) −
σi

2
qi(t)

)
, i ∈ [n], (8.10)

where ηi(0) > 0, βi > 0, δi ∈ [0, 1], and σi ∈ [0, 1) are design parameters and can be
arbitrarily chosen in the given intervals. These dynamic variables are correlated in the
triggering law, as defined in our first main result.

Theorem 8.1. Consider the multi-agent system (8.1)–(8.3). Suppose that the underlying
graph G is undirected. Given θi > 1−δi

βi
and the first triggering time ti

1 = 0, agent i
determines the triggering times {ti

k}
∞
k=2 by

ti
k+1 = min

{
t : θi

(
Liie2

i (t) −
σi

2
qi(t)

)
≥ ηi(t), t ≥ ti

k

}
, (8.11)

where qi(t) and ηi(t) are defined in (8.6) and (8.10), respectively. Then,

(i) average consensus is achieved exponentially if and only if G is connected;

(ii) there is no Zeno behavior.

Proof. (i) The necessity is straightforward and we only prove sufficiency here. From the
way to determine the triggering times by (8.11), we have

θi

(
Liie2

i (t) −
σi

2
qi(t)

)
≤ ηi(t), ∀t ≥ 0. (8.12)

From (8.10) and (8.12), we have

η̇i(t) ≥ −βiηi(t) −
δi

θi
ηi(t), ∀t ≥ 0.
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Thus

ηi(t) ≥ ηi(0)e−(βi+
δi
θi

)t
> 0, ∀t ≥ 0. (8.13)

Consider a Lyapunov candidate

W(x(t), η(t)) = V(x(t)) +

n∑
i=1

ηi(t),

where η(t) = col(η1(t), . . . , ηn(t)). Then the derivative of W(x(t), η(t)) along the trajectories
of the multi-agent system (8.1)–(8.3) and system (8.10) satisfies

Ẇ(x(t), η(t)) = V̇(x(t)) +

n∑
i=1

η̇i(t)

≤ −

n∑
i=1

1
2

qi(t) +

n∑
i=1

Liie2
i (t) −

n∑
i=1

βiηi(t) +

n∑
i=1

δi

(σi

2
qi(t) − Liie2

i (t)
)

= −

n∑
i=1

1
2

(1 − σi)qi(t) −
n∑

i=1

βiηi(t) +

n∑
i=1

(δi − 1)
(σi

2
qi(t) − Liie2

i (t)
)

≤ −

n∑
i=1

1
2

(1 − σi)qi(t) −
n∑

i=1

βiηi(t) +

n∑
i=1

1 − δi

θi
ηi(t)

= −

n∑
i=1

1
2

(1 − σi)qi(t) −
n∑

i=1

(
βi −

1 − δi

θi

)
ηi(t)

≤ −(1 − σmax)
n∑

i=1

1
2

qi(t) − kd

n∑
i=1

ηi(t)

≤ −(1 − σmax)ρ2(L)V(x(t)) − kd

n∑
i=1

ηi(t)

≤ −kWW(x(t), η(t)),

where

kd = min
i
{βi −

1 − δi

θi
} > 0, kW = min{(1 − σmax)ρ2(L), kd} > 0.

Then

V(x(t)) ≤ W(x(t), η(t)) ≤ W(x(0), η(0))e−kW t, ∀t ≥ 0. (8.14)

This implies that system (8.1)–(8.3) reaches average consensus exponentially.
(ii) Next, we prove that there is no Zeno behavior by contradiction. Suppose there exists
Zeno behavior. Then there exists an agent i, such that limk→+∞ ti

k = T0, where T0 is a
positive constant.
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Whether G is connected or not, from the proof in (i) we know that all the agents in the
same connected component reach consensus and there is a result similar to (8.14). Thus,
we know that there exists a positive constant M0 > 0 such that |xi(t)| ≤ M0 for all t ≥ 0 and
i = 1, . . . , n. Then, we have

|ui(t)| ≤ 2M0Lii, ∀t ≥ 0.

Let ε0 =

√
ηi(0)

4
√
θiL3

ii M0
e−

1
2 (βi+

δi
θi

)T0 > 0. Then from the property of limits, there exists a

positive integer N(ε0) such that

ti
k ∈ [T0 − ε0,T0], ∀k ≥ N(ε0). (8.15)

Noting qi(t) ≥ 0 and (8.13), we can conclude that one necessary condition to guarantee
that the inequality in (8.11) holds is

|x̂i(t) − xi(t)| ≥

√
ηi(0)
θiLii

e−
1
2 (βi+

δi
θi

)t
.

Again noting |ẋi(t)| = |ui(t)| ≤ 2M0Lii and |x̂i(ti
k) − xi(ti

k)| = 0 for any triggering time ti
k, we

can conclude that one necessary condition to guarantee that the above inequality holds is

(t − ti
k)2M0Lii ≥

√
ηi(0)
√
θiLii

e−
1
2 (βi+

δi
θi

)t
. (8.16)

Now suppose that the N(ε0)-th triggering time of agent i, ti
N(ε0), has been determined.

Let ti
N(ε0)+1 and t̃i

N(ε0)+1 denote the next triggering time determined by (8.11) and (8.16),
respectively. Then

ti
N(ε0)+1 − ti

N(ε0) ≥ t̃i
N(ε0)+1 − ti

N(ε0) =

√
ηi(0)

2
√
θiL3

iiM0

e−
1
2 (βi+

δi
θi

)t̃i
N(ε0)+1

≥

√
ηi(0)

2
√
θiL3

iiM0

e−
1
2 (βi+

δi
θi

)ti
N(ε0)+1 ≥

√
ηi(0)

2
√
θiL3

iiM0

e−
1
2 (βi+

δi
θi

)T0 = 2ε0, (8.17)

which contradicts to (8.15). Therefore, Zeno behavior is excluded. �

Remark 8.4. Note that (8.11) is a dynamic triggering law since it involves the extra
dynamic variables ηi(t). Similar to the static triggering law (8.7), it is also distributed.
The static triggering law (8.7) can be seen as a limit case of the dynamic triggering law
(8.11) when θi grows large. Thus, from the analysis in Remark 8.3, we can conclude that
the distributed triggering law (10) proposed in [193] is a special case of the dynamic
triggering law (8.11).

Remark 8.5. If we choose δi = 0 in (8.10) and σi = 0 in (8.11), then ηi(t) = ηi(0)e−βit

and now the inequality in (8.11) is |ei(t)| ≥
√
ηi(0)e−

βi
2 t/
√
θiLii. The later is the triggering

function (7) proposed in [195] with c0 = 0, c1 =
√
ηi(0)/

√
θiLii, α = βi/2. However, we

do not need the constraint α < ρ2(L) which is necessary in [195].
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If we choose βi large enough, then kW = (1−σmax)ρ2(L). Hence, in this case, from (8.9)
and (8.14), we know that the trajectories of the multi-agent system (8.1) –(8.3) under static
triggering law (8.7) and dynamic triggering law (8.11) have the same guaranteed decay
rate given by (8.9).

Remark 8.6. Intuitively, from (8.16), one can conclude that the larger ηi(0) the larger
the inter-event time. This is also consistent with the definition of ε0. However, how those
design parameters ηi(0), βi, ξi, σi, θi affect the inter-event times and decay rate in theory is
unclear. We leave this as a future research direction.

8.3.2 Discontinuous approach

In the above static and dynamic triggering laws, continuous updating of the control input
is avoided. However, in order to monitor the inequalities (8.7) and (8.11), each agent still
needs to continuously monitor its neighbors’s states, which means continuous broadcasting
and receiving are still needed. In what follows, we will modify the above results to avoid
these two requirements.

We estimate the upper bound of the derivative of V(x(t)) along the trajectories of the
multi-agent system (8.1)–(8.3) in a different way. Similar to the derivation process to get
(8.5), we have

V̇(x(t)) =

n∑
i=1

xi(t)
n∑

j=1

−Li j x̂ j(t) = −

n∑
i=1

(x̂i(t) − ei(t))
n∑

j=1

Li j x̂ j(t)

∗∗
= −

n∑
i=1

q̂i(t) +

n∑
i=1

n∑
j=1

ei(t)Li j x̂ j(t)

= −

n∑
i=1

q̂i(t) +

n∑
i=1

n∑
j=1, j,i

ei(t)Li j(x̂ j(t) − x̂i(t))

≤ −

n∑
i=1

q̂i(t) −
n∑

i=1

n∑
j=1, j,i

Li je2
i (t) −

n∑
i=1

n∑
j=1, j,i

Li j
1
4

(x̂ j(t) − x̂i(t))2

= −

n∑
i=1

q̂i(t) +

n∑
i=1

Liie2
i (t) −

n∑
i=1

n∑
j=1

1
4

Li j(x̂ j(t) − x̂i(t))2

∗∗
= −

n∑
i=1

1
2

q̂i(t) +

n∑
i=1

Liie2
i (t), (8.18)

where

q̂i(t) = −
1
2

n∑
j=1

Li j(x̂ j(t) − x̂i(t))2 ≥ 0, (8.19)
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and the equalities denoted by ∗∗= hold due to

n∑
i=1

q̂i(t) = −

n∑
i=1

1
2

n∑
j=1

Li j(x̂ j(t) − x̂i(t))2 =

n∑
i=1

n∑
j=1

x̂i(t)Li j x̂ j(t) = x̂>(t)Lx̂(t),

and the inequality holds due to ab ≤ a2 + 1
4 b2.

Similar to [194] and [358], the following law can be used to determine the triggering
times:

ti
1 = 0, ti

k+1 = min
{
t : Liie2

i (t) −
σi

2
q̂i(t) ≥ 0, t ≥ ti

k

}
, k ∈ N+, (8.20)

where σi ∈ (0, 1) is a design parameter. From the way to determine the triggering times by
(8.20), we have

Liie2
i (t) ≤

σi

2
q̂i(t), ∀t ≥ 0. (8.21)

Then, from (8.18) and (8.21), we have

V̇(x(t)) ≤ −
n∑

i=1

1
2

q̂i(t) +

n∑
i=1

Liie2
i (t) ≤ −

1
2

(1 − σmax)
n∑

i=1

q̂i(t)

= −
1
2

(1 − σmax)x̂>(t)Lx̂(t).

Furthermore,

x>(t)Lx(t) = (x̂(t) + e(t))>L(x̂(t) + e(t)) ≤ 2x̂>(t)Lx̂(t) + 2e>(t)Le(t)

≤ 2x̂>(t)Lx̂(t) + 2‖L‖‖e(t)‖2 ≤ 2x̂>(t)Lx̂(t) +
‖L‖σmax

mini∈[n]{Lii}

n∑
i=1

q̂i(t)

=
(
2 +

‖L‖σmax

mini∈[n]{Lii}

)
x̂>(t)Lx̂(t), (8.22)

where the first inequality holds since L is positive semi-definite as well as 2a>Lb ≤ a>La+

b>Lb,∀a, b ∈ Rn, and the second inequality holds due to a>La ≤ ‖L‖‖a‖2,∀a ∈ Rn, and
the last inequality holds due to (8.21). We then obtain

V̇(x(t)) ≤ −
(1 − σmax) mini∈[n]{Lii}

4 mini Lii + 2‖L‖σmax
x>(t)Lx(t)

≤ −
(1 − σmax) mini∈[n]{Lii}

4 mini∈[n]{Lii} + 2‖L‖σmax
ρ2(L)x>(t)Knx(t)

= −
(1 − σmax) mini∈[n]{Lii}

2 mini∈[n]{Lii} + ‖L‖σmax
ρ2(L)V(x(t)).

Hence,

V(x(t)) ≤ V(x(0))e−
(1−σmax) mini∈[n] {Lii }

2 mini∈[n] {Lii }+‖L‖σmax
ρ2(L)t

, ∀t ≥ 0. (8.23)
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This implies that system (8.1)–(8.3) reaches average consensus exponentially if the
underlying graph G is connected.

Remark 8.7. Similar to the analysis in Remark 8.2, (8.20) is a static triggering law and it
is also distributed. Moreover, similar to the analysis in Remark 8.3, we can conclude that
the distributed triggering law (6) proposed in [194] is a special case of the static triggering
law (8.20).

In [357] it is argued that the distributed triggering law (6) in [194] “does not discard
the possibility of an infinite number of events happening in a finite time period”. Zeno
behavior may also not be excluded under the static triggering law (8.20). In the following,
in order to explicitly exclude Zeno behavior, we will replace the static triggering law (8.20)
by the dynamic one.

Similar to (8.10), we propose an internal dynamic variable χi to agent i:

χ̇i(t) = −βiχi(t) − δi

(
Liie2

i (t) −
σi

2
q̂i(t)

)
, i ∈ [n], (8.24)

where χi(0) > 0, βi > 0, δi ∈ [0, 1], and σi ∈ [0, 1) are design parameters and can be
arbitrarily chosen in the given intervals. Our second main result is given in the following
theorem.

Theorem 8.2. Consider the multi-agent system (8.1)–(8.3). Suppose that the underlying
graph G is undirected. Given θi > 1−δi

βi
and the first triggering time ti

1 = 0, agent i
determines the triggering times {ti

k}
∞
k=2 by

ti
k+1 = min

{
t : θi

(
Liie2

i (t) −
σi

2
q̂i(t)

)
≥ χi(t), t ≥ ti

k

}
, (8.25)

where q̂i(t) and χi(t) are defined in (8.19) and (8.24), respectively. Then,

(i) average consensus is achieved exponentially if and only if G is connected;

(ii) there is no Zeno behavior.

Proof. (i) The necessity is straightforward and we only prove sufficiency here. Similar to
(8.13), we have

χi(t) ≥ χi(0)e−(βi+
δi
θi

)t
> 0, ∀t ≥ 0.

Consider a Lyapunov candidate

F(x(t), χ(t)) = V(x(t)) +

n∑
i=1

χi(t),

where χ(t) = col(χ1(t), . . . , χn(t)). Then the derivative of F(x(t), χ(t)) along the trajectories
of the multi-agent system (8.1)–(8.3) and system (8.24) satisfies

Ḟ(x(t), χ(t)) = V̇(x(t)) +

n∑
i=1

χ̇i(t)
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≤ −

n∑
i=1

1
2

q̂i(t) +

n∑
i=1

Liie2
i (t) −

n∑
i=1

βiχi(t) +

n∑
i=1

δi

(σi

2
q̂i(t) − Liie2

i (t)
)

= −

n∑
i=1

1
2

(1 − σi)q̂i(t) −
n∑

i=1

βiχi(t) +

n∑
i=1

(δi − 1)
(σi

2
q̂i(t) − Liie2

i (t)
)

≤ −

n∑
i=1

1
2

(1 − σi)q̂i(t) −
n∑

i=1

βiχi(t) +

n∑
i=1

1 − δi

θi
χi(t)

= −

n∑
i=1

1
2

(1 − σi)q̂i(t) −
n∑

i=1

(
βi −

1 − δi

θi

)
χi(t)

≤ −(1 − σmax)
n∑

i=1

1
2

q̂i(t) − kd

n∑
i=1

χi(t)

= −
1
2

(1 − σmax)x̂>(t)Lx̂(t) − kd

n∑
i=1

χi(t).

Similar to the derivation process to get (8.22), we have

x>(t)Lx(t) ≤ 2x̂>(t)Lx̂(t) + 2‖L‖‖e(t)‖2

≤ 2x̂>(t)Lx̂(t) +
‖L‖σmax

mini∈[n]{Lii}

n∑
i=1

q̂i(t) +
2‖L‖

mini∈[n]{θiLii}

n∑
i=1

χi(t)

=
(
2 +

‖L‖σmax

mini∈[n]{Lii}

)
x̂>(t)Lx̂(t) +

2‖L‖
mini∈[n]{θiLii}

n∑
i=1

χi(t)

≤ kx x̂>(t)Lx̂(t) +
2‖L‖

mini∈[n]{θiLii}

n∑
i=1

χi(t),

where

kx = max
{
2 +

‖L‖σmax

mini∈[n]{Lii}
,

2(1 − σmax)‖L‖
kd mini∈[n]{θiLii}

}
.

Then,

−
1
2

(1 − σmax)x̂>(t)Lx̂(t) ≤ −
1

2kx
(1 − σmax)x>(t)Lx(t) +

kd

2

n∑
i=1

χi(t).

Thus,

Ḟ(x(t), χ(t)) ≤ −
1

2kx
(1 − σmax)x>(t)Lx(t) −

kd

2

n∑
i=1

χi(t)

≤ −
ρ2(L)
2kx

(1 − σmax)x>(t)Knx(t) −
kd

2

n∑
i=1

χi(t)
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= −
ρ2(L)

kx
(1 − σmax)V(t) −

kd

2

n∑
i=1

χi(t)

≤ kF F(x(t), χ(t)),

where

kF = min
{ρ2(L)

kx
(1 − σmax),

kd

2

}
.

Hence,

V(x(t)) < F(x(t), χ(t)) ≤ F(x(0), χ(0))e−kF t, ∀t ≥ 0. (8.26)

This implies that system (8.1)–(8.3) reaches average consensus exponentially.
(ii) The way to exclude Zeno behavior is the same as the proof of Theorem 8.1. �

Remark 8.8. The triggering law (8.25) is dynamic and it is also distributed. One can
easily check that every agent does not need to continuously access its neighbors’ states
when implementing the static triggering law (8.20) and dynamic triggering law (8.25).
The static triggering law (8.20) can be seen as a limit case of the dynamic triggering law
(8.25) when θi grows large. Thus, from the analysis in Remark 8.7, we can conclude that the
distributed triggering law (6) proposed in [194] is a special case of the dynamic triggering
law (8.25).

If we choose βi large enough, then kF =
(1−σmax) mini∈[n]{Lii}

2 mini∈[n]{Lii}+‖L‖σmax
ρ2(L). Hence, in this case,

from (8.23) and (8.26), we know that the trajectories of the multi-agent system (8.1)–
(8.3) under static triggering law (8.20) and dynamic triggering law (8.25) have the same
guaranteed decay rate given by (8.23).

Remark 8.9. In [358], the authors propose three distributed triggering laws for multi-
agent systems with event-triggered control and directed topologies. With some modifica-
tions, similar to this chapter, the three distributed triggering laws in [358] can be extended
to dynamic triggering laws as the one in Theorems 8.1 and 8.2. In other words, the results
in Theorems 8.1 and 8.2 can be extended to the case that the underlying graph is directed
and has a directed spanning tree. Moreover, the results in Theorems 8.1 and 8.2 also can
most likely be extended to general linear and even nonlinear multi-agent systems. However,
in the general linear case, the triggering laws are not distributed anymore since global
information, such as the eigenvalues of the Laplacian matrix, is needed. Actually, to the
best of our knowledge, in all the existing studies that considered event-triggered control
for general linear multi-agent systems, the use of the eigenvalues of the Laplacian matrix
cannot be avoided. And for the nonlinear case, some standard continuity assumptions,
such as upper and lower Lipschtiz continuity assumptions, for the nonlinear dynamics are
normally required.
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8.4 Distributed self-triggered control algorithm

When applying the dynamic triggering law (8.25) in Theorem 8.2, although each agent
avoids to continuously monitor its neighbors’ states, agent i still needs to continuously
sense its own state since it has to continuously monitor the triggering law (8.25) and
continuously listen to x j(t

j
k), k ∈ N+, j ∈ Ni, since it does not know the triggering times

of its neighbors, t j
k, k ∈ N+, j ∈ Ni, in advance. The way to avoid continuous sensing is

straightforward since the control input of each agent is piecewise constant and the state of
each agent can be predicted by simple calculation as (8.27) in the following. The challenge
is to avoid continuous listening. If every agent i ∈ [n], at its current triggering time ti

k,
can predict (determine) its next triggering time ti

k+1 and broadcast it to its neighbors, then
at time ti

k agent i knows agent j’s latest triggering time t j
k j(ti

k)
which is before ti

k and its

next triggering time t j
k j(ti

k)+1
which is after ti

k, for j ∈ Ni. In this case, agent i only needs

listen to and receive information at {t j
k}
∞
k=1, j ∈ Ni since it knows these time instants in

advance. In this case, each agent only needs to to sense its state information and broadcast
its triggering information at its own triggering times, and to listen to and receive incoming
information from its neighbors at their triggering times. Inspired by this, in the following
we will propose a self-triggered algorithm such that at time ti

k each agent i could determine
ti
k+1 in advance. The idea is explained below.

Denote ui j(t) = x j(t
j
k j(t)

) − xi(ti
ki(t)

), then we have

ẋi(t) = ui(t) = −

n∑
j=1

Li jx j(t
j
k j(t)

) = −

n∑
j=1

Li jui j(t).

Thus,

xi(t) = xi(ti
k) +

∫ t

ti
k

ui(s)ds = xi(ti
k) −

∫ t

ti
k

n∑
j=1

Li jui j(s)ds, t ∈ [ti
k, t

i
k+1). (8.27)

Then, for t ∈ [ti
k, t

i
k+1), we have

|ei(t)| = |xi(ti
k) − xi(t)| =

∣∣∣∣∣ n∑
j=1

∫ t

ti
k

Li jui j(s)ds
∣∣∣∣∣. (8.28)

Here we need to highlight that ui j(t) may not be a constant for all t ∈ [ti
k, t

i
k+1) since x j(t

j
k j(t)

)
may not be a constant for all t ∈ [ti

k, t
i
k+1). So at time ti

k, we do not know the value of |ei(t)|
for all t ∈ (ti

k, t
i
k+1) in advance. However, if at time ti

k we can estimate the upper bound of
ui j(t), then we can also estimate the upper bound of |ei(t)|. In this case, we can estimate ti

k+1
at time ti

k.
In order to estimate the upper bound of ui j(t), we first need to simplify the dynamic

triggering laws (8.11) and (8.25) in Theorems 8.1 and 8.2. As Remark 8.5 pointed out,
if we choose δi = 0 in (8.10) and σi = 0 in (8.11), then ηi(t) = ηi(0)e−βit and now the
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inequality in (8.11) is |ei(t)| ≥ αie−
βi
2 t with αi =

√
ηi(0)/

√
θiLii > 0. Here, αi can be chosen

as any positive real numbers since ηi(0) can be chosen as any positive real numbers. Then
from Theorem 8.1, we derive the following corollary1.

Corollary 8.1. Consider the multi-agent system (8.1)–(8.3). Suppose that the underlying
graph G is undirected. Given α > 0, β > 0 and the first triggering time ti

1 = 0, agent i
determines the triggering times {ti

k}
∞
k=2 by

ti
k+1 = min

{
t : |ei(t)| ≥

α
√

Lii
e−

β
2 t, t ≥ ti

k

}
. (8.29)

Then,

(i) average consensus is achieved exponentially if and only if G is connected;

(ii) there is no Zeno behavior.

Remark 8.10. The design parameters α and β can be distributively chosen for each agent
in the above corollary, but their effects on inter-event times and decay rate are not clear in
theory. The reason that we require every agent to choose the same design parameters here
is that it is convenient to design the self-triggered algorithm in the following.

Next, let us estimate the upper bound of |xi(t) − x j(t)| which will be used later. From
the way to determine the triggering times in (8.29), we have

|ei(t)| ≤
α
√

Lii
e−

β
2 t, ∀t ≥ 0. (8.30)

From (8.5) and (8.30), we have

V̇(x(t)) ≤ −
n∑

i=1

1
2

qi(t) +

n∑
i=1

Liie2
i (t) ≤ −

1
2

x>(t)Lx(t) +

n∑
i=1

α2e−βt

≤ −
1
2
ρ2(L)x>(t)Knx(t) + nα2e−βt = −ρ2(L)V(x(t)) + nα2e−βt.

Then,

dV(t)eρ2(L)t

dt
≤ nα2e(ρ2(L)−β)t.

Thus,

V(x(t)) ≤

V(0)e−ρ2(L)t + nα2

ρ2(L)−β (e−βt − e−ρ2(L)t), if ρ2(L) , β,
V(0)e−ρ2(L)t + nα2te−ρ2(L)t, if ρ2(L) = β.

1If we choose δi = 0 in (8.24) and σi = 0 in (8.25), then Corollary 8.1 is also a special case of Theorem 8.2.
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From the fact that for any given ε > 0, eεt ≥ 1 + εt holds, we have

V(x(t)) ≤ k1e−ρ2(L)t + k2e−k3t, ∀t ≥ 0,

where

k1 =

 V(x(0)) − nα2

ρ2(L)−β , if ρ2(L) , β,
V(x(0)) − nα2

ε
, if ρ2(L) = β,

k2 =

 nα2

ρ2(L)−β , if ρ2(L) , β,
nα2

ε
, if ρ2(L) = β,

k3 =

 β, if ρ2(L) , β,
β − ε, if ρ2(L) = β,

and ε ∈ (0, β) is a design parameter. Then, from (8.4), we have
n∑

i=1

|xi(t) − x̄(0)|2 = 2V(x(t)) ≤ 2(k1e−ρ2(L)t + k2e−k3t), ∀t ≥ 0.

Thus,

|xi(t) − x j(t)| ≤ |xi(t) − x̄(0)| + |x j(t) − x̄(0)|

≤

√
2(|xi(t) − x̄(0)|2 + |x j(t) − x̄(0)|2) ≤ f x(t), ∀t ≥ 0,

where

f x(t) = 2
√

k1e−ρ2(L)t + k2e−k3t.

Now, let us estimate the upper bound of ui j(t) as follows

|ui j(t)| = |x j(t
j
k j(t)

) − xi(ti
ki(t))| = |x j(t

j
k j(t)

) − x j(t) + x j(t) − xi(t) + xi(t) − xi(ti
ki(t))|

≤ |x j(t
j
k j(t)

) − x j(t)| + |x j(t) − xi(t)| + |xi(t) − xi(ti
ki(t))|

≤
( α
√

Lii
+

α√
L j j

)
e−

β
2 t + f x(t), ∀t ≥ 0. (8.31)

Finally, let us estimate the upper bound of ei(t). For t ∈ [ti
k, t

i
k+1), denote

t1
i j(t) = min

{
t, t j

k j(ti
k)+1

}
, t2

i j(t) = max
{
t, t j

k j(ti
k)+1

}
. (8.32)

Figure 8.1 illustrates the relation of ti
k, ti

k+1, t ∈ [ti
k, t

i
k+1), t j

k j(ti
k)

, t j
k j(ti

k)+1
, t1

i j(t) and t2
i j(t).

From the definition of ui j(t) and t1
i j(t), we know that ui j(t) is constant for all t ∈

[ti
k, t

1
i j(t)]. And for t > t1

i j(t), ui j(t) can be bounded above by (8.31). Thus, from (8.28),
for t ∈ [ti

k, t
i
k+1) we have

|ei(t)| =
∣∣∣∣∣ n∑

j=1

∫ t

ti
k

Li jui j(s)ds
∣∣∣∣∣ =

∣∣∣∣∣ n∑
j=1

Li j

( ∫ t1
i j

ti
k

ui j(s)ds +

∫ t2
i j

t j

k j (tik )+1

ui j(s)ds
)∣∣∣∣∣ ≤ gi(t),
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(b) The case of t j
k j(tik)+1

≥ ti
k+1.

Figure 8.1: Illustration of the relation of ti
k, ti

k+1, t ∈ [ti
k, t

i
k+1), t j

k j(ti
k)

, t j
k j(ti

k)+1
, t1

i j(t) and t2
i j(t).

where

gi(t) =

∣∣∣∣∣ n∑
j=1

Li j(t1
i j − ti

k)ui j(ti
k)
∣∣∣∣∣ − n∑

j=1, j,i

Li j

∫ t2
i j

t j

k j (tik )+1

(( α
√

Lii
+

α√
L j j

)
e−

β
2 s + f x(s)

)
ds.

Hence, one necessary condition to guarantee that the inequality in (8.29) holds, i.e.,

|ei(t)| ≥
α
√

Lii
e−

β
2 t, ∀t ∈ [ti

k, t
i
k+1),

is

gi(t) ≥
α
√

Lii
e−

β
2 t, ∀t ∈ [ti

k, t
i
k+1).

Noting that α
√

Lii
e−

β
2 t decreases with respect to t, gi(t) increases with respect to t during

[ti
k, t

i
k+1), and gi(ti

k) = 0, for given ti
k, agent i can estimate ti

k+1 by solving

gi(t) =
α
√

Lii
e−

β
2 t, t ≥ ti

k. (8.33)

In other words, if at time ti
k agent i knows t j

k j(ti
k)

, t j
k j(ti

k)+1
, x j(t

j
k j(ti

k)
), L j j, ∀ j ∈ Ni, then it

can determine its next triggering time ti
k+1 by solving (8.33). The above implement idea is

summarized in Algorithm 8.1.
The following theorem proves that consensus is achieved exponentially and there is no

Zeno behavior when every agent performs Algorithm 8.1.
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Algorithm 8.1 Distributed Self-Triggered Control Algorithm

1: Choose α > 0, β > 0 and ε ∈ (0, β);
2: Agent i ∈ [n] sends Lii to its neighbors;
3: Agent i initializes ti

1 = 0 and k = 1;
4: At time s = ti

k, agent i senses its own state xi(ti
k), and updates its control input ui(ti

k)
by (8.3), and determines ti

k+1 by (8.33)1, and broadcasts its triggering information
{ti

k+1, xi(ti
k)} to its neighbors;

5: At agent i’s neighbors’ triggering times which are between [ti
k, t

i
k+1], agent i listens to

and receives triggering information from its neighbors2, and updates its control input
ui(·) by (8.3);

6: Agent i resets k = k + 1, and goes back to Step 4.

Theorem 8.3. Consider the multi-agent system (8.1)–(8.3). Suppose that the underlying
graph G is undirected. If all agents perform Algorithm 8.1, then

(i) average consensus is achieved exponentially if and only if G is connected;

(ii) there is no Zeno behavior.

Proof. The necessity is straightforward.
Under Algorithm 8.1, we have |ei(t)| ≤ α

√
Lii

e−
β
2 t for all i ∈ [n] and t ≥ 0. Then from

Corollary 8.1, we know that consensus is achieved exponentially.
The method of the exclusion of Zeno behavior is similar to the corresponding proof of

Theorem 8.1. �

Remark 8.11. Self-triggered control approaches has also been proposed in [193, 200,
358,366–369]. However, one potential drawback of these studies and other studies using a
similar approach is that continuous listening is still needed. One can verify that continuous
sensing, broadcasting, listening, and receiving are avoided under Algorithm 8.1. Although
these are also avoided in [351, 355, 357, 370] by combining event-triggered control with
periodic sampling, periodic sensing and listening are still needed. Moreover, it is not clear
how to show that the average inter-event time is strictly larger than the required sampling
period in theory. In order to perform Algorithm 8.1, the global parameters V(x(0)), n, and
ρ2(L) are needed to be known in advance, which may be a drawback.

Table 8.1 summarizes the communication requirements for agent i ∈ [n] if the dynamic
triggering laws (8.11) and (8.25), and Algorithm 8.1 are performed.

1Agent i uses t j
k j(tik)

to replace t j
k j(tik)+1

to determine tik+1 by (8.33) when tik = t j
k j(tik)

.
2In other words, agent i onlys listen to incoming information at its neighbors’ triggering times. Thus

continuous listening is avoided.
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Table 8.1: Summary of the communication requirements for agent i when dynamic
triggering laws (8.11) and (8.25), and Algorithm 8.1 are performed.

Law (8.11) Law (8.25) Algorithm 8.1

Broadcasting time All t ≥ 0 {ti
k}
∞
k=1 {ti

k}
∞
k=1

Listening time All t ≥ 0 All t ≥ 0 {t j
k , j ∈ Ni}

∞
k=1

Receiving time All t ≥ 0 {t j
k , j ∈ Ni}

∞
k=1 {t j

k , j ∈ Ni}
∞
k=1

Information broadcasted {xi(t), t ≥ 0} {xi(ti
k)}∞k=1 {ti

k+1, xi(ti
k)}∞k=1

Zeno behavior No No No

8.5 Simulations

In this section, a numerical example is given to demonstrate the presented results. Consider
a connected undirected graph in Figure 2.2 (a). We choose an arbitrary initial state x(0) =

[6.2945, 8.1158,−7.4603, 8.2675]>. Then the average initial state is x̄(0) = 3.8044.
Figure 8.2 (a) shows the state evolutions of the multi-agent system (8.1)–(8.3) under the

static triggering law (8.7) with σi = 0.5. Figure 8.2 (b) shows the corresponding triggering
times for each agent.

Figure 8.3 (a) shows the state evolutions of the multi-agent system (8.1)–(8.3) under
the dynamic triggering law (8.11) with σi = 0.5, ηi(0) = 10, βi = 1, δi = 1 and θi = 1.
Figure 8.3 (b) shows the corresponding triggering times for each agent.

Figure 8.4 (a) shows the state evolutions of the multi-agent system (8.1)–(8.3) under
the static triggering law (8.20) with σi = 0.5. Figure 8.4 (b) shows the corresponding
triggering times for each agent.

Figure 8.5 (a) shows the state evolutions of the multi-agent system (8.1)–(8.3) under
the dynamic triggering law (8.25) with σi = 0.5, χi(0) = 10, βi = 1, δi = 1 and θi = 1.
Figure 8.5 (b) shows the corresponding triggering times for each agent.

Figure 8.6 (a) shows the state evolutions of the multi-agent system (8.1)–(8.3) when
each agent performs Algorithm 8.1 with α = 10, β = 1 and ε =

β
2 . Figure 8.6 (b) shows the

corresponding triggering times for each agent. And the smallest inter-event time is 0.009
in this simulation.

It can be seen that average consensus is achieved when performing the four triggering
laws and Algorithm 8.1 proposed in this chapter. Moreover, as stated in Theorems 8.1–8.3,
from the simulations we can also see that there is no Zeno behavior under the dynamic
triggering laws (8.11) and (8.25) and Algorithm 8.1. It can also be seen that the average
inter-event times under the dynamic triggering laws (8.11) and (8.25) are in general
larger than these determined by the corresponding static triggering laws (8.7) and (8.20),
respectively, and they are also larger than that determined by Algorithm 8.1. Although there
is also no Zeno behavior under the static triggering laws (8.7) and (8.20) in the simulations,
it is still not clear if this could be proved in theory.
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(a) The state evolutions of the multi-agent system (8.1)–(8.3) under the static
triggering law (8.7).

(b) The triggering times for each agent.

Figure 8.2: Performance of the distributed static event-triggered control algorithm with
continuous broadcasting and receiving.
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(a) The state evolutions of the multi-agent system (8.1)–(8.3) under the dynamic
triggering law (8.11).

(b) The triggering times for each agent.

Figure 8.3: Performance of the distributed dynamic event-triggered control algorithm with
continuous broadcasting and receiving.
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(a) The state evolutions of the multi-agent system (8.1)–(8.3) under the static
triggering law (8.20).

(b) The triggering times for each agent.

Figure 8.4: Performance of the distributed static event-triggered control algorithm with
discontinuous broadcasting and receiving.
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(a) The state evolutions of the multi-agent system (8.1)–(8.3) under the dynamic
triggering law (8.25).

(b) The triggering times for each agent.

Figure 8.5: Performance of the distributed dynamic event-triggered control algorithm with
discontinuous broadcasting and receiving.



8.5. Simulations 265

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2

-6

-4

-2

0

2

4

6

8

(a) The state evolutions of the multi-agent system (8.1)–(8.3) when performing
Algorithm 8.1.

(b) The triggering times for each agent.

Figure 8.6: Performance of the distributed self-triggered control algorithm.
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8.6 Summary

In this chapter, we presented two dynamic triggering laws and one self-triggered algorithm
for multi-agent systems with event-triggered control over undirected graphs. We showed
that, some existing triggering laws are special cases of the proposed dynamic triggering
laws and average consensus is achieved exponentially if and only if the communication
graph is connected. In addition, Zeno behavior was excluded by proving that the triggering
time sequence of each agent is divergent. Moreover, each agent only needs to sense and
broadcast at its own triggering times, and to listen to and receive incoming information
from its neighbors at their triggering times. Thus continuous listening is avoided. Future
research directions include considering the influence of parameters in the proposed
dynamic triggering laws.



Chapter 9

Distributed event-triggered saturation
control algorithms

In this chapter, the global consensus problem for first-order continuous-time multi-
agent systems with input saturation is considered. We first show that the underlying
directed graph having a directed spanning tree is a necessary and sufficient condition
for global consensus; thus, this condition for consensus without input saturation extends
to the case with saturation constraints. Moreover, in order to reduce the overall need
of communication and system updates, we then propose an event-triggered consensus
protocol and a triggering law, which do not require any a priori knowledge of global
network parameters. Furthermore, in order to avoid continuous listening, we also propose
a self-triggered algorithm. It is shown that Zeno behavior is excluded for these systems and
that global consensus is achieved, again, if and only if the underlying directed graph has a
directed spanning tree. We use a new Lyapunov function to show the sufficient condition
and it inspires the triggering law. Numerical simulations are provided to illustrate the
effectiveness of the theoretical results.

This chapter is organized as follows. Section 9.1 gives the background. Section 9.2
reviews the global consensus problem for the first-order continuous-time multi-agent
systems with input saturation. Section 9.3 shows that the underlying digraph having
a directed spanning tree is a necessary and sufficient condition for global consensus.
Sections 9.4 and 9.5 use event- and self-triggered control to solve the same problem,
respectively. Simulations are given in Section 9.6. The chapter is concluded in Section 9.7.
Section 9.8 gives the proof of the main results.

9.1 Introduction

Physical systems are subject to physical constraints, such as input, output, communication,
and sensor constraints. These constraints normally lead to nonlinearities in the closed-
loop dynamics. Thus the behavior of each agent is affected and special attention to the
constraints needs to be taken in order to understand their influence on the consensus
convergence. Some recent investigations on this problem include, for example, [371]

267
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considered the global consensus problem for multi-agent systems with input saturation;
[372] considered the leader-following consensus problem for multi-agent systems subject
to input saturation; [373] studied global consensus for discrete-time multi-agent systems
with input saturation constraint; [374, 375] investigated initial conditions for achieving
consensus in the presence of output saturation; [371] shown that the distributed consensus
protocol asymptotically leads to consensus, for multi-agent systems with input saturations
and directed topologies; and [376] achieved the same result under a more general problem
settings.

In almost all real applications, actuators have bounds. However, there are few event-
triggered studies took saturation into consideration. In fact, even for a single-agent system
with input saturation and event-triggered control, the stability problem is challenging. [377]
addressed the influence of actuator saturation on event-triggered control. [378] studied a
global stabilization of multiple integrator system using event-triggered bounded control.
Consensus problem with input saturation and event-triggered control is challenging since
the constraints lead to nonlinearities in the closed-loop dynamics. [379] proposed a
distributed event-triggered control strategy to achieve consensus for multi-agent systems
subject to input saturation through output feedback. Different from this chapter, the
underlying graph they consider is undirected and they do not exclude Zeno behavior in
their analysis. [380] investigated the event-triggered semi-global consensus problem for
general linear multi-agent systems subject to input saturation. However, the underlying
graph is assumed to be undirected and in order to determine the triggering times, each
agent needs to continuously measure its neighbors’ states, i.e., continuous communication
is still needed.

In this chapter, we solve the global consensus problem for multi-agent systems with
input saturation over digraphs. We have the following contributions.

(C9.1) We first show that the multi-agent systems achieve consensus if and only if the
underlying digraph has a directed spanning tree. In other words, the existence of a
directed spanning tree is a necessary and sufficient condition for consensus for both
multi-agent systems with and without input saturation, despite that the saturation
gives rise to a more complex nonlinear dynamic behavior.

(C9.2) We then consider event-triggered control and propose a distributed triggering law,
which leads to global consensus under the same necessary and sufficient directed
spanning tree condition. By distributed, we mean that the event-triggered control
input together with the triggering law do not require any a priori knowledge of global
network parameters. The triggering law is a special kind of dynamic triggering law,
and is free from Zeno behavior, and is inspired by the Lyapunov function we use in
the proof of the above consensus result. The Lyapunov function is different from the
one in [371, 376]. As a result, continuous broadcasting, receiving, and updating are
avoided.

(C9.3) Note that in the above distributed triggering law, continuous sensing is needed since
each agent has to continuously monitor the triggering law and continuous listening is
also needed since the triggering times are determined during runtime and not known
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in advance. Inspired by the idea of the self-triggered algorithm in Section 8.4, we
also propose a self-triggered algorithm to avoid continuous sensing and listening.

9.2 Global consensus for multi-agent systems with input saturation

We consider a set of n agents modeled as single integrators with input saturation:

ẋi(t) = sath(ui(t)), i ∈ [n], t ≥ 0, (9.1)

where xi(t) ∈ Rp and ui(t) ∈ Rp are the state and the control input of agent i, respectively,
p > 0 is the state dimension, and sath(·) is the saturation function with h being a positive
constant referred to as saturation level. For any s = col(s1, . . . , sp) ∈ Rp, the saturation
function sath(s) is defined (with slight abuse of notation) as

sath(s) = col(sath(s1), . . . , sath(sp)), (9.2)

where

sath(si) =


h, if si ≥ h,
si, if |si| < h,
−h, if si ≤ −h.

Remark 9.1. For the ease of presentation, we focus on the case where all the agents have
the same saturation level. The analysis can be readily extended to the case where the agents
have different saturation levels.

Definition 9.1 (Global consensus). We say global consensus for the multi-agent system
(9.1) is achieved if

lim
t→∞
‖xi(t) − x j(t)‖ = 0, ∀i, j ∈ [n], ∀xl(0) ∈ Rp, l ∈ [n].

Our first goal in this chapter is to solve the following problem.

Problem 9.1. Design control input for the saturated multi-agent system (9.1) such that
global consensus is achieved.

The following properties about the saturation function are useful for our analysis.

Lemma 9.1. For any real constants a and b,

1
2

a2 ≥

∫ a

0
sath(s)ds ≥

1
2

(sath(a))2, (a − b)2 ≥ (sath(a) − sath(b))2.

Lemma 9.2. Suppose that L is the Laplacian matrix associated with a digraph G that
has a directed spanning tree. For x1, . . . , xn ∈ R

p, define πi = sath(−
∑n

j=1 Li jx j). Then
π1 = · · · = πn if and only if x1 = · · · = xn.
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Figure 9.1: Illustration of how one agent communicates with another agent when the
control input is saturated.

Proof. The sufficiency is straightforward. Let us show the necessity. Let µi = −
∑n

j=1 Li jx j.
From π1 = · · · = πn, we know that for any l = 1, . . . , p, cl(µi) > 0, ∀i ∈ [n], or cl(µi) <
0, ∀i ∈ [n], or cl(µi) = 0, ∀i ∈ [n], where cl(µi) is the l-th component of µi.

From Lemma 2 in [371], we know that neither cl(µi) > 0, ∀i ∈ [n] nor cl(µi) <
0, ∀i ∈ [n] holds. Thus −

∑n
j=1 Li jcl(x j) = cl(µi) = 0, ∀i ∈ [n]. From Lemma 2.1, we

know rank(L) = n − 1. Thus, we have cl(xi) = cl(x j), ∀i, j ∈ [n]. Hence x1 = · · · = xn. �

9.3 Distributed continuous-time saturation control algorithm

In this section, we show that consensus is achieved by the classic distributed continuous-
time consensus protocol even in the presence of input saturation if G has a directed
spanning tree. The mathematical analysis is inspired by [381].

We consider the classic distributed continuous-time consensus protocol

ui(t) = −

n∑
j=1

Li jx j(t), (9.3)

where Li j is the element of the Laplacian matrix L. In this chapter, we assume that the
underlying graph G is directed. The communication in a multi-agent system described by
(9.1) and (9.3) is illustrated in Figure 9.1. Note that the control signal is saturated before it
is transmitted to the actuator..

In the following, we show a necessary and sufficient condition to consensus for system
(9.1) and (9.3).

Theorem 9.1. Consider the multi-agent system (9.1) and (9.3). Global consensus is
achieved if and only if the digraph G has a directed spanning tree.
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Proof. The necessity in Theorem 9.1 is a direct result of Lemma 2.3. We illustrate the main
idea of the proof of sufficiency here, while the detailed proof is given in Section 9.8.1. We
first consider the case where G is strongly connected, i.e., M = 1 in (2.2), and show that
consensus is achieved. We next consider the case where G has a directed spanning tree
but it is not strongly connected, i.e., M ≥ 2. From the first case (M = 1), it follows
that all agents in SCCM achieve consensus since SCCM is either strongly connected
or of dimension one. Then, we consider SCCM−1 and note that all agents in SCCM−1,
which is either strongly connected or of dimension one, achieve the same consensus
value as those in SCCM , since the agents in SCCM and SCCM−1 are not influenced by
SCC1, . . . ,SCCM−2 and the consensus problem of this subsystem can be treated as a leader–
follower problem where agents in SCCM are leaders and agents in SCCM−1 are followers.
Notice that SCC1, . . . ,SCCM−2, are either strongly connected or of dimension one. By
applying a similar analysis, consensus of SCCm,SCCm+1, . . . ,SCCM can be treated as
a leader–follower consensus problem with agents in SCCM ,SCCM−1, . . . ,SCCm+1 being
leaders and agents in SCCm being followers. Therefore, the result follows. �

Remark 9.2. The proof of Theorem 9.1 is based on the Lyapunov function

V(x(t)) =

n∑
i=1

ξi

p∑
l=1

∫ −
∑n

j=1 Li jcl(x j(t))

0
sath(s)ds, (9.4)

where x(t) = col(x1(t), . . . , xn(t)) and ξ = col(ξ1, . . . , ξn) is the vector defined in Lemma
2.1. It is different from the one used in [371]. In addition, our Lyapunov function facilitates
the design of event-triggered control as shown in Section 9.4.

Remark 9.3. When h → ∞, i.e., the multi-agent system is free from saturation, Theorem
9.1 corresponds to the well-known result for the consensus problem of multi-agent systems
without saturation [334, 335]. The main differences between the case with and without
saturation are the convergence speed and the consensus value. For the saturated case,
the convergence speed is slower and the consensus value is not fully determined by the
Laplacian matrix L and the initial states of the agents. From the proof of Theorem 9.1, we
know that the saturation is no longer active after a finite time T2 ≥ 0 which depends on
the initial value of each agent, the saturation level, and the communication network. Thus
after T2 the convergence speed is exponential and the consensus value is determined by the
state of each agent at T2.

9.4 Distributed event-triggered saturation control algorithm

To avoid continuous exchange of information among agents and update of actuators, we
equip the consensus protocol (9.3) with an event-triggered communication scheme. The
control signal is only updated when the triggering condition is satisfied. It results in the
following multi-agent system with input saturation and event-triggered control input

ẋi(t) = sath(ûi(t)), i ∈ [n], t ≥ 0, (9.5)
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ûi(t) = −

n∑
j=1

Li jx j(t
j
k j(t)

). (9.6)

Note that the consensus protocol (9.6) only updates at the triggering times and is constant
between two consecutive triggering times. For simplicity, let x̂i(t) = xi(ti

ki(t)
), and ei(t) =

x̂i(t) − xi(t).
Our second goal in this chapter is to solve the following problem.

Problem 9.2. Propose methods to determine the triggering times such that consensus is
reached, while continuous exchange of information, continuous update of actuators, and
Zeno behavior are avoided.

This problem is solved by the following theorem.

Theorem 9.2. Consider the multi-agent system (9.5)–(9.6). Given αi > 0, βi > 0 and the
first triggering time ti

1 = 0, agent i determines the triggering times {ti
k}
∞
k=2 by

ti
k+1 = min{t : ‖ei(t)‖2 ≥ αie−βit, t ≥ ti

k}. (9.7)

Then,

(i) there is no Zeno behavior;

(ii) global consensus is achieved iff the underlying digraphG has a directed spanning tree.

Proof. The proof is given in Section 9.8.2. �

Remark 9.4. The event-triggered control input (9.6) together with the triggering law (9.7)
is fully distributed. That is, each agent only requires its own state information and its
neighbors’ state information, without any a priori knowledge of any global parameter,
such as the eigenvalue of the Laplacian matrix. This is different from [195, 366].

9.5 Distributed self-triggered saturation control algorithm

When performing the event-triggered control input (9.6) together with the triggering law
(9.7), each agent needs to broadcast its state to its neighbors at its triggering times, and
to receive and to update its input at its neighbors’ triggering times. Thus, continuous
broadcasting, receiving, and updating are avoided. However, continuous sensing is needed
since each agent has to continuously monitor the triggering law and continuous listening
is also needed since the triggering times are determined during runtime and not known in
advance. Inspired by the idea of self-triggered algorithm in Section 8.4, if each agent can
predict its next triggering time and broadcast it to its neighbors at the current triggering
time, then each agent only needs to sense and broadcast at its own triggering times, and to
listen to and receive incoming information from its neighbors at their triggering times. In
the following we will propose a self-triggered algorithm such that at time ti

k each agent i
could estimate ti

k+1. The idea is illustrated as follows.
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From ẋi(t) = sath(ûi(t)), we have

xi(t) = xi(ti
k) +

∫ t

ti
k

sath(ûi(s))ds, t ∈ [ti
k, t

i
k+1].

Thus for t ∈ [ti
k, t

i
k+1), we have

‖ei(t)‖ = ‖xi(ti
k) − xi(t)‖ =

∥∥∥∥∥ ∫ t

ti
k

sath(ûi(s))ds
∥∥∥∥∥.

Here we need to highlight that sath(ûi(t)) may be not a constant vector for all t ∈ [ti
k, t

i
k+1)

since x j(t
j
k j(t)

) may be not a constant vector for all t ∈ [ti
k, t

i
k+1) which is due to that agent j

may trigger at some time instants in this interval. So at time ti
k we do not know what is the

value of ‖ei(t)‖ for all t ∈ (ti
k, t

i
k+1). However, we know sath(ûi(t)) is a constant vector for

t ∈ [ti
k,T

1
i (ti

k)), where

T 1
i (ti

k) = min
{
ti
k j(ti

k)+1, j ∈ Ni

}
,

i.e., T 1
i (ti

k) is the first triggering time of all agent i’s neighbors after time ti
k. Although,

at time ti
k, agent i does not know sath(ûi(t)) for t > T 1

i (ti
k), it knows |cl(sath(ûi(t)))| ≤ h,

l = 1 . . . , p. Hence

‖ei(t)‖ =

∥∥∥∥∥ ∫ t

ti
k

sath(ûi(s))ds
∥∥∥∥∥ =

∥∥∥∥∥ ∫ T 2
i (t)

ti
k

sath(ûi(s))ds +

∫ t

T 2
i (t)

sath(ûi(s))ds
∥∥∥∥∥ ≤ %i(t),

where

T 2
i (t) = min

{
T 1

i (ti
k), t

}
, for t ∈ [ti

k, t
i
k+1),

and

%i(t) = (T 2
i (t) − ti

k)‖sath(ûi(ti
k))‖ + (t − T 2

i (t))h
√

p, for t ∈ [ti
k, t

i
k+1).

Then, a necessary condition to guarantee that the inequality in (9.7) holds, i.e.,

‖ei(t)‖2 ≥ αie−βit, ∀t ∈ [ti
k, t

i
k+1),

is

%i(t) ≥
√
αie−

βi
2 t, ∀t ∈ [ti

k, t
i
k+1).

Noting that
√
αie−

βi
2 t decreases with respect to t, %i(t) increases with respect to t during

[ti
k, t

i
k+1), and %i(ti

k) = 0, for given ti
k, agent i can estimate ti

k+1 by solving

%i(t) =
√
αie−

βi
2 t, t ≥ ti

k. (9.8)
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Algorithm 9.1 Distributed Self-Triggered Saturation Control Algorithm

1: Agent i ∈ [n] chooses αi > 0 and βi > 0;
2: Agent i initializes ti

1 = 0 and k = 1;
3: At time s = ti

k, agent i senses xi(ti
k), and updates ui(ti

k) by (9.6), and determines ti
k+1 by

(9.8)1, and broadcasts its triggering information {ti
k+1, xi(ti

k)} to its neighbors;
4: At agent i’s neighbors’ triggering times which are between [ti

k, t
i
k+1], agent i listens to

and receives triggering information from its neighbors2, and updates its ui(·) by (9.6);
5: Agent i resets k = k + 1, and goes back to Step 3.

In other words, if at time ti
k agent i knows t j

k j(ti
k)

, t j
k j(ti

k)+1
, x j(t

j
k j(ti

k)
), ∀ j ∈ Ni, then it

can estimate its next triggering time ti
k+1 by solving (9.8). The above implement idea is

summarized in Algorithm 9.1.
The following theorem shows that consensus is achieved and there is no Zeno behavior

when every agent performs Algorithm 9.1.

Theorem 9.3. Consider the multi-agent system (9.5)–(9.6). If all agents perform Algorithm
9.1, then,

(i) there is no Zeno behavior;

(ii) global consensus is achieved iff the underlying digraphG has a directed spanning tree.

Proof. The method of the exclusion of Zeno behavior is similar to the way in the proof of
Theorem 9.2. Under Algorithm 9.1, we have ‖ei(t)‖2 ≤ αie−βit for all i ∈ [n] and t ≥ 0.
Then from Theorem 9.2, we know that consensus is achieved. �

Remark 9.5. In order to perform Algorithm 9.1, no global parameters are used, i.e.,
Algorithm 9.1 is distributed.

9.6 Simulations

In this section, simulations are given to demonstrate the theoretical results. Consider again
the digraph and the corresponding multi-agent system in Figure 2.1. Let the saturation level
be h = 10. We choose an arbitrary initial state x(0) = [6.2945, 8.1158,−7.4603, 8.2675,
2.6472,−8.0492,−4.4300]>.

Figure 9.2 (a) shows the state evolutions of the multi-agent system (9.1)–(9.3) and
Figure 9.2 (b) shows the saturated input of each agent. We see that consensus is achieved,
even if some agents are saturated initially.

We next consider the case with event-triggered control input. Figure 9.3 (a) shows the
state evolutions of the multi-agent system (9.5)–(9.6) under the triggering law (9.7) with

1Agent i uses t j
k j(tik)

to replace t j
k j(tik)+1

to determine tik+1 by (9.8) when tik = t j
k j(tik)

.
2In other words, agent i only listen to incoming information at its neighbors’ triggering times. Thus

continuous listening is avoided.
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(a) The state evolutions of the multi-agent system (9.1)–(9.3).
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(b) The saturated input of each agent.

Figure 9.2: Performance of the distributed continuous-time saturation control algorithm.



276 Distributed event-triggered saturation control algorithms

0 1 2 3 4 5 6 7 8 9 10
-8

-6

-4

-2

0

2

4

6

8

(a) The state evolutions of the multi-agent system (9.5)–(9.6) under the triggering
law (9.7).
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(b) The saturated input of each agent.

Figure 9.3: Performance of the distributed event-triggered saturation control algorithm.
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Figure 9.4: The triggering times for each agent determined by the distributed event-
triggered saturation control algorithm.

αi = 10 and βi = 1. Figure 9.3 (b) shows the saturated input of each agent. Figure 9.4 shows
the corresponding triggering times for each agent. We see that consensus is achieved also
in this case. Moreover, from Figure 9.4, we see that each agent only needs to broadcast its
state to its neighbors at its triggering times. Thus continuous broadcasting and receiving
are avoided.

Figure 9.5 (a) shows the state evolutions of the multi-agent system (9.5)–(9.6) when
each agent performs Algorithm 9.1 with αi = 10 and βi = 1. Figure 9.5 (b) shows the
saturated input of each agent. Figure 9.6 shows the corresponding triggering times for
each agent. From Figure 9.5 (a) and (b), we see that consensus is achieved and sath(ui(t))
is within the saturation level. Moreover, from Figure 9.6, we see that each agent only
needs to sense and broadcast at its triggering times. Thus continuous sensing, broadcasting,
receiving, and listening are avoided. Note however that both the event-triggered control
and self-triggered control give rise to a less smooth state evolutions because of the large
variability in the control input.

9.7 Summary

In this chapter, we studied the global consensus problem for multi-agent systems with
input saturation constraints over digraphs. We showed that global consensus is achieved if
and only if the underlying directed communication network has a directed spanning tree by
using a Laypunov function. Moreover, we considered event-triggered control and presented
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(a) The state evolutions of the multi-agent system (9.5)–(9.6) when each agent
performs Algorithm 9.1.
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(b) The saturated input of each agent.

Figure 9.5: Performance of the distributed self-triggered saturation control algorithm.
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Figure 9.6: The triggering times for each agent determined by the distributed self-triggered
saturation control algorithm.

a distributed triggering law and a self-triggered algorithm to reduce the overall need of
communication and system updates. We showed that global consensus is still achieved
under the same connectivity condition. Furthermore, Zeno behavior was excluded. Future
research directions include considering more general systems such as double integrator
systems and comparing the convergence speed between the saturation and non-saturation
cases.

9.8 Proofs

9.8.1 Proof of sufficiency of Theorem 9.1

The proof of sufficiency follows the structure outlined after the theorem stated in
Section 9.3. More specifically, we first show consensus for the case where M = 1 in (2.2)
which corresponds to only one SCC. Then, we consider the case M = 2 in (2.2), and show
that the agents in SCC1 and SCC2 reach consensus. We finally argue that the general case
where M > 2 follows in a similar way.
(i) In this step, we consider the situation where G is strongly connected, i.e., M = 1 in
(2.2).

We first prove that consensus is achieved. Consider the Lyapunov candidate (9.4)
introduced in Remark 9.2. From Lemma 2.1, we have ξi > 0, i ∈ [n], since G is strongly
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connected. From Lemma 9.1, we know that

Vil(x(t)) :=
∫ −

∑n
j=1 Li jcl(x j(t))

0
sath(s)ds ≥ 0,

and Vil(x(t)) = 0 if and only if −
∑n

j=1 Li jcl(x j(t)) = 0. Then, we know that

V(x(t)) =

n∑
i=1

ξi

p∑
l=1

Vil(x) ≥ 0,

and V(x(t)) = 0 if and only if −
∑n

j=1 Li jcl(x j(t)) = 0 for all i ∈ [n] and l ∈ [p]. This is
furthermore equivalent to x1(t) = · · · = xn(t) due to rank(L) = n − 1. Hence, we have
V(x(t)) ≥ 0 and V(x(t)) = 0 if and only if x1(t) = · · · = xn(t).

The derivative of V(x(t)) along the trajectories of (9.1)–(9.3) is

V̇(x(t)) =

n∑
i=1

ξi

p∑
l=1

sath
(
−

n∑
j=1

Li jcl(x j(t))
)(
−

n∑
j=1

Li jcl(ẋ j(t))
)

=

n∑
i=1

ξi

p∑
l=1

sath(cl(ui(t)))
(
−

n∑
j=1

Li jsath(cl(u j(t)))
)

=

n∑
i=1

ξi(sath(ui(t)))>
n∑

j=1

−Li jsath(u j(t))

= −

n∑
i=1

ξiqs
i (t), (9.9)

where

qs
i (t) = −

1
2

n∑
j=1

Li j‖sath(u j(t)) − sath(ui(t))‖2 ≥ 0,

and the last equality of (9.9) holds since

−

n∑
i=1

ξiqs
i (t) =

n∑
i=1

1
2

n∑
j=1

ξiLi j‖sath(u j(t)) − sath(ui(t))‖2

=

n∑
i=1

1
2

n∑
j=1

ξiLi j(‖sath(u j(t))‖2 + ‖sath(ui(t))‖2)

−

n∑
i=1

n∑
j=1

ξiLi j(sath(u j(t)))>sath(ui(t))

=
1
2

n∑
j=1

‖sath(u j(t))‖2
n∑

i=1

ξiLi j +
1
2

n∑
i=1

ξi‖sath(ui(t))‖2
n∑

j=1

Li j
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−

n∑
i=1

n∑
j=1

ξiLi j(sath(u j(t)))>sath(ui(t))

= −

n∑
i=1

n∑
j=1

ξiLi j(sath(u j(t)))>sath(ui(t)), (9.10)

where we have used ξ>L = 0n and L1n = 0n in (9.10).
From (9.9), we know that V̇(x(t)) ≤ 0 and V̇(x(t)) = 0 if and only if sath(ui(t)) =

sath(u j(t)), ∀i, j ∈ [n]. It follows from Lemma 9.2 that, this is equivalent to xi(t) =

x j(t), ∀i, j ∈ [n]. Thus, by LaSalle Invariance Principle [382], we have

lim
t→∞
‖xi(t) − x j(t)‖ = 0, ∀i, j ∈ [n], (9.11)

i.e., consensus is achieved.
We next show that the input of each agent enters into the saturation level in finite time.
Noting that −

∑n
j=1 Li jcl(x j(t)), i ∈ [n], l ∈ [p] are continuous with respect to t, it

follows from (9.11) that there exists a constant T1 ≥ 0 such that

|cl(ui(t))| =
∣∣∣∣ − n∑

j=1

Li jcl(x j(t))
∣∣∣∣ ≤ h, ∀t ≥ T1.

In other words the saturation function in (9.1) is not active after T1. Thus,

ẋi(t) = −

n∑
j=1

Li jx j(t), t ≥ T1. (9.12)

Finally, we estimate the convergence speed, which will be used later. Consider the
function

Ṽ(x(t)) =
1
2

x>(t)(U ⊗ Ip)x(t). (9.13)

From Lemma 2.2, we know that Ṽ(x(t)) ≥ 0. The derivative of Ṽ(x(t)) along the trajectories
of system (9.12) satisfies

˙̃V(x(t)) = x>(t)(U ⊗ Ip)ẋ(t) = x>(t)(U ⊗ Ip)(−L ⊗ Ip)x(t) = −x>(t)(R ⊗ Ip)x(t)

≤ −
ρ2(R)
ρ(U)

x>(t)(U ⊗ Ip)x(t) = −2
ρ2(R)
ρ(U)

Ṽ(x(t)), ∀t ≥ T1.

Thus,

Ṽ(x(t)) ≤ Ṽ(x(T1))e−2 ρ2(R)
ρ(U) (t−T1), ∀t ≥ T1.

Noting that Ṽ(x(t)) is continuous with respect to t, there exists a positive constant C1 such
that

Ṽ(x(t)) ≤ C1, ∀t ∈ [0,T1].
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Then,

Ṽ(x(t)) ≤ C2e−2 ρ2(R)
ρ(U) t, ∀t ≥ 0, (9.14)

where C2 = max{Ṽ(x(T1)), C1e2 ρ2(R)
ρ(U) T1 }.

Moreover, from Lemma 2.2, we know that

n∑
j=1

‖u j(t)‖2 = x>(t)(L>L ⊗ Ip)x(t) ≤
ρ(L>L)
ρ2(U)

x>(t)(U ⊗ Ip)x(t)

= 2
ρ(L>L)
ρ2(U)

Ṽ(x(t)) ≤ 2
ρ(L>L)
ρ2(U)

C2e−2 ρ2(R)
ρ(U) t, ∀t ≥ 0. (9.15)

(ii) In this step, we consider the case where M ≥ 2, but we first introduce some notations
which will be used later.

Let N0 = 0, Nl =
∑l

m=1 nm, l ∈ [M], where nm is the dimension of Lm,m. Then
the i-th agent in SCCm is the Nm−1 + i-th agent of the whole graph. In the following,
we exchangeably use vm

i and vNm−1+i to denote this agent. Accordingly, denote xm
i (t) =

xNm−1+i(t), x̂m
i (t) = x̂Nm−1+i(t), um

i (t) = uNm−1+i(t) and um(t) = col(um
1 (t), . . . , um

nm
(t)).

In the following we only consider the case where M = 2. The case where M > 2 can
be treated in a similar manner, as discussed in the proof sketch in Section 9.3.

First, note that the agents in SCC2 do not depend on any agents in SCC1. Thus, SCC2
can be treated as a strongly connected digraph. Then, from the analysis in (i), we have

lim
t→+∞

‖x2
i (t) − x2

j (t)‖ = 0, i, j ∈ [n2],

and that there exists a constant T2 ≥ 0 such that

|cl(u2
i (t))| =

∣∣∣∣ − n2∑
j=1

L2,2
i j cl(x2

j (t))
∣∣∣∣ ≤ h, ∀t ≥ T2. (9.16)

In addition, similar to (9.15), we have

‖u2(t)‖2 =

n2∑
j=1

‖u2
j (t)‖

2 ≤ C3e−C4t, t ≥ 0,

where C3 and C4 are two positive constants.
Second, let us consider SCC1. Similar to V(x) defined in (9.4), define

V1(x(t)) =

n1∑
i=1

ξ1
i

p∑
l=1

∫ cl(u1
i (t))

0
sath(s)ds, (9.17)

V2(x(t)) =

n2∑
i=1

ξ2
i

p∑
l=1

∫ cl(u2
i (t))

0
sath(s)ds. (9.18)
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From the definition of the component operator cl(·), we know cl(u1
i (t)) = −

∑n1
j=1 L1,1

i j cl(x1
i (t))−∑n2

j=1 L1,2
i j cl(x2

i (t)) and cl(u2
i (t)) = −

∑n2
j=1 L2,2

i j cl(x2
i (t)). From Lemma 9.1, we have V1(x) ≥ 0

and V2(x) ≥ 0.
Similar to the way to get (9.9), we have

V̇2(x(t)) =

n2∑
i=1

−ξ2
i q2

i (t),

where

q2
i (t) = −

1
2

n∑
j=1

L2,2
i j ‖sath(u2

j (t)) − sath(u2
i (t))‖2 ≥ 0.

Moreover, similar to the analysis of V̇(x(t)) in (i), we know that V̇2(x(t)) = 0 if and only if
x2

i (t) = x2
j (t), ∀i, j ∈ [n2].

The derivative of V1(x(t)) along the trajectories of (9.1)–(9.3) satisfies

V̇1(x(t)) =

n1∑
i=1

ξ1
i

p∑
l=1

sath(cl(u1
i (t)))cl(u̇1

i (t))

=

n1∑
i=1

ξ1
i

p∑
l=1

cl(sath(u1
i (t)))

(
−

n1∑
j=1

L1,1
i j cl(sath(u1

j (t))) −
n2∑
j=1

L1,2
i j cl(sath(u2

j (t)))
)

=

n1∑
i=1

ξ1
i (sath(u1

i (t)))>
(
−

n1∑
j=1

L1,1
i j sath(u1

j (t)) −
n2∑
j=1

L1,2
i j sath(u2

j (t))
)

= −(sath(u1(t)))>(Q1 ⊗ Ip)sath(u1(t)) −
n1∑
i=1

ξ1
i (sath(u1

i (t)))>
n2∑
j=1

L1,2
i j sath(u2

j (t))

≤ −ρ2(Q1)‖sath(u1(t))‖2 +
ρ2(Q1)

2

n1∑
i=1

‖sath(u1
i (t))‖2

+
1

2ρ2(Q1)

n1∑
i=1

∥∥∥∥ξ1
i

n2∑
j=1

L1,2
i j sath(u2

j (t))
∥∥∥∥2

≤ −
ρ2(Q1)

2
‖sath(u1(t))‖2 +

n1n2 maxi∈[n1], j∈[n2]{(L1,2
i j )2}

2ρ2(Q1)
‖sath(u2(t))‖2

≤ −
ρ2(Q1)

2
‖sath(u1(t))‖2 +

n1n2 maxi∈[n1], j∈[n2]{(L1,2
i j )2}

2ρ2(Q1)
C3e−C4t, t ≥ 0,

where the first inequality holds due to Q1 > 0 which is stated in Lemma 2.4.
Let us treat yi(t) = e−C4t, t ≥ 0, i ∈ [n], as an additional state of each agent, and let

y(t) = col(y1(t), . . . , yn(t))>. Consider a Lyapunov candidate:

V3(x(t), y(t)) = V1(x(t)) + V2(x(t)) +
2n1n2 maxi∈[n1], j∈[n2]{(L1,2

i j )2}

2ρ2(Q1)C4n
C3

n∑
i=1

yi(t).
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The derivative of V3(x(t), y(t)) along the trajectories of (9.1)–(9.3) is

V̇3(x(t), y(t)) = V̇1(x(t)) + V̇2(x(t)) −
2n1n2 maxi∈[n1], j∈[n2]{(L1,2

i j )2}

2ρ2(Q1)n
C3

n∑
i=1

yi(t).

Then, we have

V̇3(x(t), y(t)) ≤ −
ρ2(Q1)

2
‖sath(u1(t))‖2 +

n2∑
i=1

−ξ2
i q2

i (t)

−
n1n2 maxi∈[n1], j∈[n2]{(L1,2

i j )2}

2ρ2(Q1)n
C3

n∑
i=1

yi(t), t ≥ 0.

By LaSalle Invariance Principle, similar to the analysis in (i), we have

lim
t→∞
‖x j(t) − xi(t)‖ = 0, ∀i, j ∈ [n].

Thus, consensus is achieved. Moreover, similar to the analysis in (i), we can show that after
a finite time T2 ≥ 0 the saturation is no longer active.

9.8.2 Proof of Theorem 9.2

(i) Similar to the proof of excluding Zeno behavior in Theorem 8.1, we prove that there is
no Zeno behavior by contradiction. Suppose there exists Zeno behavior. Then there exists
an agent i, such that limk→∞ ti

k = T0 for some constant T0. Let ε0 =
√
αi

2
√

ph e−
1
2 βiT0 > 0. Then

from the property of limits, there exists a positive integer N(ε0) such that

ti
k ∈ [T0 − ε0,T0], ∀k ≥ N(ε0). (9.19)

Also noting ‖sath(s)‖ ≤ h
√

p for any s ∈ Rp, we have

‖sath(ûi(t))‖ ≤ h
√

p.

Noting ∣∣∣∣∣d‖ei(t)‖
dt

∣∣∣∣∣ ≤ ‖ẋi(t)‖ = ‖sath(ûi(t))‖ ≤ h
√

p,

and ‖x̂i(ti
k)−xi(ti

k)‖ = 0 for any triggering time ti
k, we conclude that one necessary condition

to guarantee ‖ei(t)‖2 ≥ αie−βit, t ≥ ti
k is

(t − ti
k)h
√

p ≥
√
αie−

1
2 βit, t ≥ ti

k.

Then, similar to (8.17), we have

ti
N(ε0)+1 − ti

N(ε0) ≥

√
αi
√

ph
e−

1
2 βiti

N(ε0)+1 ≥

√
αi
√

ph
e−

1
2 βiT0 = 2ε0,
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which contradicts (9.19). Therefore, there is no Zeno behavior.
(ii) (Necessity) Necessity follows from Lemma 2.3.
(Sufficiency) (ii-1) In this step, we consider the situation where G is strongly connected,
i.e., M = 1 in (2.2).

We first show that consensus is achieved. Let fi(t) = sath(ûi(t)) − sath(ui(t)). We have

−

n∑
i=1

n∑
j=1, j,i

ξiLi j‖ f j(t)‖2 = −

n∑
i=1

(
− ξiLii‖ fi(t)‖2 +

n∑
j=1

ξiLi j‖ f j(t)‖2
)

=

n∑
i=1

ξiLii‖ fi(t)‖2 −
n∑

j=1

n∑
i=1

ξiLi j‖ f j(t)‖2

∗
=

n∑
i=1

ξiLii‖ fi(t)‖2, (9.20)

where the equality denoted by ∗= holds due to ξ>L = 0n.
We have

−

n∑
i=1

n∑
j=1

ξiLi j[ f j(t)]>sath(ui(t))

∗
= −

n∑
i=1

n∑
j=1

ξiLi j[ f j(t)]>[sath(ui(t)) − sath(u j(t))]

= −

n∑
i=1

n∑
j=1, j,i

ξiLi j[ f j(t)]>[sath(ui(t)) − sath(u j(t))]

≤ −

n∑
i=1

n∑
j=1, j,i

ξiLi j

(
‖ f j(t)‖2 +

1
4
‖sath(ui(t)) − sath(u j(t))‖2

)
= −

n∑
i=1

n∑
j=1, j,i

ξiLi j‖ f j(t)‖2 −
1
4

n∑
i=1

n∑
j=1, j,i

ξiLi j‖sath(ui(t)) − sath(u j(t))‖2

= −

n∑
i=1

n∑
j=1, j,i

ξiLi j‖ f j(t)‖2 −
1
4

n∑
i=1

n∑
j=1

ξiLi j‖sath(ui(t)) − sath(u j(t))‖2

∗∗
=

n∑
i=1

ξiLii‖ fi(t)‖2 +
1
2

n∑
i=1

ξiqs
i (t), (9.21)

where the equality denoted by ∗
= holds due to ξ>L = 0n; the inequality holds due to the

Cauchy-Schwarz inequality; and the equality denoted by ∗∗= holds due to (9.20) and the
definition of qs

i (t).
The derivative of V(x), as defined in (9.4), but along the trajectories of (9.5)–(9.6),
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satisfies

V̇(x(t)) =

n∑
i=1

ξi

p∑
l=1

sath
(
−

n∑
j=1

Li jcl(x j(t))
)(
−

n∑
j=1

Li jcl(ẋ j(t))
)

=

n∑
i=1

ξi

p∑
l=1

sath(cl(ui(t)))
(
−

n∑
j=1

Li jsath(cl(û j(t)))
)

= −

n∑
i=1

ξi(sath(ui(t)))>
n∑

j=1

Li jsath(û j(t))

= −

n∑
i=1

ξi(sath(ui(t)))>
n∑

j=1

Li j(sath(u j(t)) + f j(t))

= −

n∑
i=1

n∑
j=1

ξiLi j(sath(ui(t)))>sath(u j(t)) −
n∑

i=1

n∑
j=1

ξiLi j( f j(t))>sath(ui(t))

∗

≤ −

n∑
i=1

ξiqs
i (t) +

n∑
i=1

ξiLii‖ fi(t)‖2 +
1
2

n∑
i=1

ξiqs
i (t)

= −

n∑
i=1

ξi

2
qs

i (t) +

n∑
i=1

ξiLii‖ fi(t)‖2

= −

n∑
i=1

ξi

2
qs

i (t) +

n∑
i=1

ξiLii‖sath(ûi(t)) − sath(ui(t))‖2

∗∗

≤ −

n∑
i=1

ξi

2
qs

i (t) +

n∑
i=1

ξiLii‖ûi(t) − ui(t)‖2

= −

n∑
i=1

ξi

2
qs

i (t) +

n∑
i=1

ξiLii

∥∥∥∥ n∑
j=1

Li je j(t)
∥∥∥∥2

≤ −

n∑
i=1

ξi

2
qs

i (t) + max
i∈[n]
{ξiLii}e>(t)(L>L ⊗ Ip)e(t)

≤ −

n∑
i=1

ξi

2
qs

i (t) + max
i∈[n]
{ξiLii}ρ(L>L)

n∑
i=1

‖ei(t)‖2, (9.22)

where the inequality denoted by
∗

≤ holds due to (9.10) and (9.21); and the inequality

denoted by
∗∗

≤ holds due to Lemma 9.1.
Let us treat zi(t) = e−βit, t ≥ 0 as an additional state to agent i, i ∈ [n], and let

z(t) = col(z1(t), . . . , zn(t)). Consider a Lyapunov candidate:

W(x(t), z(t)) = V(x(t)) + 2 max
i∈[n]
{ξiLii}ρ(L>L)

n∑
i=1

αi

βi
zi(t).
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The derivative of W(x(t), z(t)) along the trajectories of (9.5)–(9.6) and żi(t) = −βizi(t) is

Ẇ(x(t), z(t)) = V̇(x) − 2 max
i∈[n]
{ξiLii}ρ(L>L)

n∑
i=1

αie−βit

≤ −

n∑
i=1

ξi

2
qs

i (t) + max
i∈[n]
{ξiLii}ρ(L>L)

n∑
i=1

‖ei(t)‖2

− 2 max
i∈[n]
{ξiLii}ρ(L>L)

n∑
i=1

αie−βit

≤ −

n∑
i=1

ξi

4
qs

i (t) −max
i∈[n]
{ξiLii}ρ(L>L)

n∑
i=1

αie−βit ≤ 0.

By LaSalle Invariance Principle, similar to the proof of Theorem 9.1, we have

lim
t→∞
‖x j(t) − xi(t)‖ = 0, i, j ∈ [n], (9.23)

i.e., consensus is achieved.
We next show that the input of each agent enters into the saturation level in finite time.
Noting that cl(ûi(t)) = −

∑n
j=1 Li jcl(x j(t))−

∑n
j=1 Li jcl(e j(t)), (9.7),−

∑n
j=1 Li jcl(x j(t)), i ∈

[n], l ∈ [p] are continuous with respect to t, it follows from (9.23) that there exists a
constant T3 ≥ 0 such that

|cl(ûi(t))| ≤
∣∣∣∣ − n∑

j=1

Li jcl(x j(t))
∣∣∣∣ +

∣∣∣∣ − n∑
j=1

Li jcl(e j(t))
∣∣∣∣ ≤ h, ∀t ≥ T3.

In other words, the saturation function in (9.5) is no longer active after T3. Thus, the multi-
agent system (9.5) with event-triggered control input (9.6) reduces to

ẋi(t) = −

n∑
j=1

Li j x̂ j(t), t ≥ T3.

Finally, we estimate the convergence speed, which will be used later. Similar to the
proof of Theorem 2 in [358], we conclude that there exist C5 > 0 and C6 > 0 such that

Ṽ(x(t)) ≤ C5e−C6t, ∀t ≥ T3,

where Ṽ(x(t)) is defined in (9.13). Similar to (9.14), we have

Ṽ(x(t)) ≤ C7e−C6t, ∀t ≥ 0,

where C7 is a positive constant.
Moreover, similar to the analysis for obtaining (9.15), we have

n∑
i=1

‖ûi(t)‖2 =

n∑
i=1

‖ui(t) −
n∑

j=1

Li je j(t)‖2
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≤ 2
n∑

i=1

‖ui(t)‖2 + 2ρ(L>L)
n∑

i=1

‖ei(t)‖2 ≤ C9e−C8t, ∀t ≥ 0, (9.24)

where C9 and C8 are two positive constants.
(ii-2) In this step, we consider the situation whereG has a directed spanning tree but it is not
strongly connected, i.e., M ≥ 2 in (2.2). For simplicity, we only consider the case where
M = 2. The general case can be treated in a similar manner. We use the same notation
as in the proof of Theorem 9.1. For simplicity, let ûm

i (t) = ûNm−1+i(t), em
i (t) = eNm−1+i(t),

f m
i (t) = fNm−1+i(t), αm

i = αNm−1+i, βm
i = βNm−1+i, and ûm(t) = col(ûm

1 (t), . . . , ûm
nm

(t)).
First, let us consider SCC2 and note that no agent in SCC2 is dependent on any agent in

SCC1. Thus, SCC2 can be treated as a strongly connected digraph. Then, from the analysis
in (ii-1), we have that

lim
t→∞
‖x2

i (t) − x2
j (t)‖ = 0, i, j ∈ [n2],

and that there exists a constant T4 ≥ 0 such that

|cl(û2
i (t))| =

∣∣∣∣ − n2∑
j=1

L2,2
i j cl(x̂2

j (t))
∣∣∣∣ ≤ h, ∀t ≥ T4.

In addition, similar to (9.24), we have

‖û2(t)‖2 =

n2∑
j=1

‖û2
j (t)‖

2 ≤ C11e−C10t, t ≥ 0,

where C11 and C10 are two positive constants.
Second, let us consider SCC1. Similar to (9.22), the derivative of V2(x(t)), as defined in

(9.18), but along the trajectories of system (9.5)–(9.6), satisfies

V̇2(x(t)) ≤ −
n2∑
i=1

ξ2
i

2
q2

i (t) + d1

n2∑
i=1

‖e2
i (t)‖2,

where
d1 = max

i∈[n]
{ξ2

i L2,2
ii }ρ((L2,2)>L2,2).

The derivative of V1(x(t)), as defined in (9.17), but along the trajectories of system
(9.5)–(9.6), satisfies

V̇1(x(t)) =

n1∑
i=1

ξ1
i

p∑
l=1

sath(cl(u1
i (t)))cl(u̇1

i (t))

=

n1∑
i=1

ξ1
i

p∑
l=1

cl(sath(u1
i (t)))

(
−

n1∑
j=1

L1,1
i j cl(sath(û1

j (t))) −
n2∑
j=1

L1,2
i j cl(sath(û2

j (t)))
)

=

n1∑
i=1

ξ1
i (sath(u1

i (t)))>
(
−

n1∑
j=1

L1,1
i j sath(û1

j (t)) −
n2∑
j=1

L1,2
i j sath(û2

j (t))
)
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=

n1∑
i=1

ξ1
i (sath(û1

i (t)) − f 1
i (t))>

(
−

n1∑
j=1

L1,1
i j sath(û1

j (t)) −
n2∑
j=1

L1,2
i j sath(û2

j (t))
)

= −(sath(û1(t)))>(Q1 ⊗ Ip)sath(û1(t)) +

n1∑
i=1

ξ1
i (sath(û1

i (t)))>
n2∑
j=1

L1,2
i j sath(û2

j (t))

+

n1∑
i=1

ξ1
i ( f 1

i (t))>
( n1∑

j=1

L1,1
i j sath(û1

j (t)) +

n2∑
j=1

L1,2
i j sath(û2

j (t))
)

≤ −ρ2(Q1)‖sath(û1(t))‖2 +
ρ2(Q1)

4

n1∑
i=1

‖sath(û1
i (t))‖2

+
1

ρ2(Q1)

n1∑
i=1

∥∥∥∥ξ1
i

n2∑
j=1

L1,2
i j sath(û2

j (t))
∥∥∥∥2

+
ρ2(Q1)

4

n1∑
j=1

‖sath(û1
j (t))‖

2

+
1

ρ2(Q1)

n1∑
j=1

∥∥∥∥ n1∑
i=1

ξ1
i L1,1

i j f 1
i (t)

∥∥∥∥2
+

n1∑
i=1

1
4
‖ f 1

i (t)‖2 +

n1∑
i=1

∥∥∥∥ξ1
i

n2∑
j=1

L1,2
i j sath(û2

j (t))
∥∥∥∥2

≤ −
ρ2(Q1)

2
‖sath(û1(t))‖2 + d2

n1∑
i=1

‖ f 1
i (t)‖2 + d3‖sath(û2(t))‖2, (9.25)

where

d2 =
1
4

+ (n1)2 max
i, j∈[n1]

{(ξ1
i L1,1

i j )2}
1

ρ2(Q1)
, d3 = 2n1n2 max

i∈[n1], j∈[n2]
{(ξ1

i L1,2
i j )2}

( 1
ρ2(Q1)

+ 1
)
.

Similar to the analysis to get (9.22), from (9.25), we have

V̇1(x(t)) ≤ −
ρ2(Q1)

2
‖sath(û1(t))‖2 + d4

n1∑
i=1

‖e1
i (t)‖2 + d4

n2∑
i=1

‖e2
i (t)‖2 + d3‖sath(û2(t))‖2,

where

d4 = d2ρ(L>L).

Let us treat ηr
i (t) = e−β

r
i y, t ≥ 0, as an additional state of agent vr

i , r = 1, 2, i ∈ [n2],
θ2

i (t) = e−C10t, t ≥ 0, as an additional state of agent v2
i , i ∈ [n2], and θ1

i (t) = 0, t ≥ 0, as an
additional state of agent v1

i , i ∈ [n1]. Let η(t) = col(η1
1(t), . . . , η1

n1
(t), η2

1(t), . . . , η1
n2

(t)) and
θ(t) = col(θ1

1(t), . . . , θ1
n1

(t), θ2
1(t), . . . , θ1

n2
(t)).

Consider the Lyapunov candidate

Wr(x(t), η(t), θ(t)) = V1(x(t)) + V2(x(t)) + 2
C11

C10
d3

n2∑
i=1

θ2
i (t)

+ 2
n2∑
i=1

(d1 + d4)α2
i

β2
i

η2
i (t) + 2

n1∑
i=1

d4α
1
i

β1
i

η1
i (t).
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The derivative of Wr(x(t), η(t), θ(t)) along the trajectories of system (9.5)–(9.6) satisfies

Ẇr(x(t), η(t), θ(t)) = V̇1(x(t)) + V̇2(x(t)) − 2C11d3

n2∑
i=1

θ2
i (t)

− 2
n2∑
i=1

(d1 + d4)α2
i η

2
i (t) − 2

n1∑
i=1

d4α
1
i η

1
i (t).

Then, for any t ≥ T4, we have

Ẇr(x(t), η(t), θ(t)) ≤ −
ρ2(Q1)

2
‖sath(u1(t))‖2 +

n2∑
i=1

−
ξ2

i

2
q2

i (t)

−C11d3

n2∑
i=1

θ2
i (t) −

n2∑
i=1

(d1 + d4)α2
i η

2
i (t) −

n1∑
i=1

d4α
1
i η

1
i (t).

By LaSalle Invariance Principle again, we have

lim
t→∞
‖x j(t) − xi(t)‖ = 0, i, j ∈ [n].

Thus, consensus is achieved. Moreover, similar to the analysis in (ii-1), we can show that
after a finite time the saturation is no longer active.



Chapter 10

Distributed event-triggered formation
control algorithms

In this chapter, event- and self-triggered control algorithms are proposed to establish
prespecified formations with connectivity preservation. Each agent only needs to update
its control input by sensing the relative state to its neighbors and to broadcast its triggering
information at its own triggering times. The agents listen to and receive neighbors’
triggering information at their triggering times. Two types of system dynamics, single and
double integrators, are considered. It is shown that all agents converge to the prespecified
formation exponentially with connectivity preservation and exclusion of Zeno behavior.
Numerical simulations are provided to illustrate the effectiveness of the theoretical results.

The rest of this chapter is organized as follows. Section 10.1 gives the background.
Section 10.2 introduces the formation control problem. Section 10.3 provides event-
triggered formation control algorithms for first-order continuous-time multi-agent systems
with connectivity preservation. Section 10.4 extends the results to second-order systems.
Simulations are given in Section 10.5. This chapter is concluded in Section 10.6. Proofs
can be found in Section 10.7.

10.1 Introduction

Generally speaking, formation control for a multi-agent system is about making the agents
move to a desired geometric shape. In the survey paper [383], the authors categorized
the existing results on formation control into position-, displacement-, and distance-
based control according to types of sensed and controlled variables, as summarized in
Table 10.1. In position-based control, agents sense their own positions with respect to
a global coordinate system. They actively control their own positions to achieve the
desired formation, which is prescribed by desired positions with respect to the global
coordinate system. This kind of work can be found in [384–387]. In displacement-based
control, agents actively control displacements of their neighboring agents to achieve the
desired formation, which is specified by the desired displacements with respect to a global
coordinate system under the assumption that each agent is able to sense relative positions
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Table 10.1: Summary of formation control principles.

Position-based Displacement-based Distance-based

Sensors Positions Relative positions Relative positions

Controls Positions Relative positions Inter-agent distances

Coordinates Global coordinate system Orientation aligned local coordinate systems Local coordinate systems

Interactions Usually not required Existence of a spanning tree Rigidity or persistence

to its neighboring agents with respect to the global coordinate system. This implies that the
agents need to know the orientation of the global coordinate system. However, the agents
require neither knowledge on the global coordinate system itself nor their positions with
respect to the coordinate system. This kind of work can be found in [388–392]. In distance-
based control, inter-agent distances are actively controlled to achieve the desired formation,
which is given by the desired inter-agent distances. Individual agents are assumed to
be able to sense relative positions to their neighboring agents with respect to their own
local coordinate systems. The orientations of local coordinate systems are not necessarily
aligned with each other. This kind of work can be found in [393–396].

In the study of distributed coordination, such as consensus and formation control,
one vital assumption is that the associated communication graph is connected or has a
directed spanning tree, at least in some average sense. However, in realistic applications,
it is difficult to guarantee this assumption. For example, in mobile robot networks with
limited communication range, connectivity of the initial deployment of the robots do not
guarantee connectivity in the future.

Motivated by this, many researchers have studied connectivity preservation for multi-
agent systems. In particular, the control should ensure that the associated communication
graph remains connected during the evolution of the system. For instance, in [397],
the authors presented a geometric analysis of wireless connectivity in vehicle networks.
In [398], the authors proposed a decentralized control strategy that drives a system of
multiple nonholonomic kinematic unicycles to agreement and maintains at the same time
the connectivity properties of the initially formed communication graph. In [388], the
authors designed nonlinear control input based on an edge-tension function to solve the
formation control problem while ensuring connectedness. In [399], the authors proposed
a centralized feedback control framework based on artificial potential fields to maintain
graph connectivity. In [400], the authors introduced a general class of distributed potential
functions guaranteeing connectivity for single-integrator agents. In [401], based on the
navigation function formalism, the authors developed a decentralized controller to enable a
group of agents to achieve a desired global configuration while maintaining global network
connectivity. In [402], the authors provided a decentralized robust control approach, which
guarantees that connectivity is maintained when certain bounded input terms are added to
the control law.

In this chapter, we study formation control for multi-agent systems with connectivity
preservation and event-triggered control. We have the following contributions.
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(C10.1) We propose distributed triggering laws for agents to determine their triggering times
and one corresponding algorithm for each agent to avoid continuous monitoring
of its own triggering law. The advantages of this algorithm are that absolute
measurements of states are avoided and it is only at its triggering times that each
agent needs to update its control input by sensing the relative states, to broadcast
its triggering information, including current triggering time and control input at this
time, to its neighbors. The main disadvantage is that continuous listening is still
needed. To overcome this, we then present two self-triggered algorithms.

(C10.2) Two types of system dynamics, single integrators and double integrators, are
considered. We show that under the proposed event- and self-triggered algorithms
all agents converge to prespecified formations exponentially with connectivity
preservation. In addition, Zeno behavior can be excluded by proving that the inter-
event times are lower bounded by a positive constant for single integrators and
the triggering time sequence of each agent is divergent for double integrators. Two
related existing studies are [403], [404]. However, [403] does not explicitly exclude
Zeno behavior, but it is well known that such behavior can be problematic, see [196].
And it is under the assumption that no agent exhibits Zeno behavior, that [404]
proves asymptotic rendezvous can be achieved.

10.2 Formation control for multi-agent systems with connectivity
preservation

Consider a connected and undirected graph G with n vertices and ne edges. Let B(G)
denotes its incidence matrix which is defined in Section 2.2 and di j ∈ R

p the desired
internode displacement of edge (i, j) ∈ E(G). Denote Φ = {col(τ1, . . . , τn) ∈ Rnp : τi−τ j =

di j, ∀(i, j) ∈ E(G)}. We call the set of desired internode displacements {di j, (i, j) ∈ E(G)}
a formation associated with G and we say it is feasible if Φ , ∅.

Definition 10.1 (Achieving desired formation). Consider a multi-agent system with n
agents whose underlying graph is G. Let xi(t) ∈ Rp denotes the position of agent i at
time t ≥ 0. The multi-agent system converges to a desired formation {di j, (i, j) ∈ E(G)} if

lim
t→∞

(xi(t) − x j(t)) = di j, ∀(i, j) ∈ E(G).

In practice, agents normally have limited communication capabilities and one agent
cannot exchange information with the agents that outside its communication radius. For
simplicity we assume all agents have the same communication radius ∆ > 0. Figure 10.1 (a)
shows the initial positions of three agents and each agent has the same communication
radius ∆; and Figure 10.1 (b) shows the desired formation {d12, d13, d23}. We say the graph
G and the multi-agent system are consistent if ‖xi(t) − x j(t)‖ ≤ ∆ for all (i, j) ∈ E(G) and
all times t ≥ 0. Namely, the communication channels are kept for all time. Notice here that
we assume the following.
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(a) The initial positions of three agents.

 

  

 
 
 

 

 Agent 2 

 Agent 1 Agent 3 
 ∆ 

 
 𝑑𝑑23 

 
 𝑑𝑑12 

 

 𝑑𝑑13 
 

(b) The desired formation {d12, d13, d23}.

Figure 10.1: Illustration of formation control.

Assumption 10.1. The desired formation {di j, (i, j) ∈ E(G)} is feasible and ‖di j‖ < ∆,
∀(i, j) ∈ E(G).

Definition 10.2 (Achieving desired formation with connectivity preservation). A group
of agents are said to converge to the desired formation with connectivity preservation if
they converge to the desired formation while the graph G remains consistent with their
dynamics.

Note that we do not assume new edges are created, while we only show that old edges
are maintained. Our goal in this chapter is to solve the following problem.

Problem 10.1. Propose distributed event-triggered control input and determine the
corresponding triggering times for first- and second-order multi-agent systems such
that the desired formation is achieved with connectivity preservation, while continuous
exchange of information, continuous update of actuators, and Zeno behavior are avoided.

10.3 Distributed event-triggered formation control for single
integrators

In this section, we consider the case that the dynamics of agents are modeled as single
integrators

ẋi(t) = ui(t), i ∈ [n], t ≥ 0, (10.1)

where xi(t) ∈ Rp is the position and ui(t) ∈ Rp is the control input of agent i with p > 0
being the dimension.
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From Assumption 10.1, we know Φ , ∅. Choose any col(τ1, . . . , τn) ∈ Φ. Let yi(t) =

xi(t) − τi for i ∈ [n] and y(t) = col(y1(t), . . . , yn(t)). Then, we can rewrite the above multi-
agent system as

ẏi(t) = ui(t), i ∈ [n], t ≥ 0. (10.2)

At time t, for ‖yi(t) − y j(t)‖ < ∆ − ‖di j‖, the edge-tension function νi j (introduced
in [388]) is defined as

νi j(∆, y(t)) =

 ‖yi(t)−y j(t)‖2

∆−‖di j‖−‖yi(t)−y j(t)‖
, if (i, j) ∈ E(G),

0, otherwise

with

∂νi j(∆, y(t))
∂yi

=


2∆−2‖di j‖−‖yi(t)−y j(t)‖
(∆−‖di j‖−‖yi(t)−y j(t)‖)2 (yi(t) − y j(t)), if (i, j) ∈ E(G),

0, otherwise.

We denote as ωi j(t) the weight coefficient of the partial derivative of νi j with respect to
yi as above, i.e.,

ωi j(t) =


2∆−2‖di j‖−‖yi(t)−y j(t)‖
(∆−‖di j‖−‖yi(t)−y j(t)‖)2 , if (i, j) ∈ E(G),

0, otherwise.

Note that ωi j(t) can also be written as a function of xi(t) and x j(t) due to yi(t) − y j(t) =

xi(t) − x j(t) − di j.
Let Lω denotes the Laplacian matrix associated withG after assigning the above weight

ωi j(t) to edge (i, j) ∈ E(G). Then, from Lemma 2.6, we have

Lω = B(G)Ω(G)B(G)>,

where Ω(G) = Diag([ω(e1), · · · , ω(ene )]), where ω(ek) = ωi j with ek being the label of
edge (i, j).

In order to reduce the overall need of communication and system updates, we use the
event-triggered control input

ui(t) =
∑
j∈Ni

−ωi j(ti
ki(t))(yi(ti

ki(t)) − y j(ti
ki(t))) (10.3)

=
∑
j∈Ni

−ωi j(ti
ki(t))(xi(ti

ki(t)) − x j(ti
ki(t)) − di j). (10.4)

One can see that the above control input uses relative state information and only updates
at the triggering times. Figure 10.2 illustrates how one agent gathers relative state
information. Specifically, Figure 10.2 (a) shows that each agent continuously sense the
relative state information between itself and its neighbors and use such information to
generate its control input. Figure 10.2 (b) shows a similar process except that each agent
only senses the relative state information at discrete time instants {ti

1, t
i
2, . . . }.
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Agent 𝑖𝑖 
 

Control 

Sensor 
 𝑥𝑥𝑗𝑗(𝑡𝑡)-𝑥𝑥𝑖𝑖(𝑡𝑡) 

 

 𝑥𝑥𝑗𝑗(𝑡𝑡)-𝑥𝑥𝑖𝑖(𝑡𝑡) 
 

(a) Continuous-time control input.

 

Agent 𝑖𝑖 
 

Control 

Sensor 
 𝑥𝑥𝑗𝑗�𝑡𝑡𝑘𝑘𝑖𝑖 �-𝑥𝑥𝑖𝑖�𝑡𝑡𝑘𝑘𝑖𝑖 � 

 

 𝑥𝑥𝑗𝑗�𝑡𝑡𝑘𝑘𝑖𝑖 �-𝑥𝑥𝑖𝑖�𝑡𝑡𝑘𝑘𝑖𝑖 � 
 

(b) Event-triggered control input.

Figure 10.2: Illustration of how one agent gathers relative state information.

Remark 10.1. The control input (10.4) is constant during each interval [ti
k, t

i
k+1). In other

words, the control input (10.4) of each agent is not affected by its neighbors during [ti
k, t

i
k+1).

On the contrary, the control input (1.10) is not necessarily a constant during [ti
k, t

i
k+1) since

x j(t
j
k j(t)

) normally is not a constant for all t ∈ [ti
k, t

i
k+1). In other words, the control input

(1.10) of each agent is affected by its neighbors during each interval [ti
k, t

i
k+1). Another

difference between (10.4) and (1.10) is that the (weighted) summation of the control input
(1.10) is zero, which does not present in (10.4).

10.3.1 Distributed event-triggered formation control algorithm

In the following theorem, we will give triggering laws to determine the triggering times
such that the formation with connectivity preservation can be established and Zeno
behavior can be excluded.

Theorem 10.1. Given a graph G which is undirected and connected, and a desired
formation associated with G which satisfies Assumption 10.1. Consider the multi-agent
system (10.1) with event-triggered control input (10.4) associated with G. Assume that at
the initial time,

‖xi(0) − x j(0) − di j‖ = ‖yi(0) − y j(0)‖ < ∆ − ‖di j‖, ∀(i, j) ∈ E(G). (10.5)

Given α > 0, 0 < β < β0 with β0 =
ρ2(B(G)B(G)>)

∆0
and ∆0 = max(i, j)∈E(G) ∆ − ‖di j‖, and given

the first triggering time ti
1 = 0, agent i determines the triggering times {ti

k}
∞
k=2 by

ti
k+1 = min{t : ‖ei(t)‖ ≥ αe−βt, t ≥ ti

k}, (10.6)

where

ei(t) =
∑
j∈Ni

ωi j(t)(xi(t) − x j(t) − di j) −
∑
j∈Ni

ωi j(ti
ki(t))(xi(ti

ki(t)) − x j(ti
ki(t)) − di j).

Then,
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Algorithm 10.1 Distributed Event-Triggered Formation Control Algorithm for Single
Integrators

1: Choose α > 0 and 0 < β < β0;
2: Agent i ∈ [n] sends {di j, (i, j) ∈ E(G)} to its neighbors;
3: Agent i initializes ti

1 = 0 and k = 1;
4: At time s = ti

k, agent i senses the relative position xi(s) − x j(s) and predicts future
relative position xi(t) − x j(t), t ≥ s, ∀ j ∈ Ni by (10.7);

5: Agent i substitutes these relative positions into ei(t) and finds out τi
k+1 which is the

smallest solution to equation ‖ei(t)‖ = αe−βt, t ≥ s;
6: Agent i continuously listens to whether there is broadcasting from its neighbors and

receives the broadcasted information if it occurs;
7: if there is broadcasting from its neighbors at t0 ∈ (s, τi

k+1), i.e., there exists j ∈ Ni such
that agent j broadcasts its triggering information at t0 ∈ (s, τi

k+1)1 then
8: agent i receives information at t0, and updates s = t0, and goes back to Step 4;
9: else

10: agent i determines ti
k+1 = τi

k+1, and updates its control input ui(ti
k+1) by sensing

the relative positions to its neighbors, and broadcasts its triggering information
{ti

k+1, ui(ti
k+1)} to its neighbors, and resets k = k + 1, and goes back to Step 4;

11: end if

(i) ‖xi(t) − x j(t)‖ ≤ ∆, ∀(i, j) ∈ E(G), ∀t ≥ 0;

(ii) limt→∞(xi(t) − x j(t)) = di j, ∀(i, j) ∈ E(G), exponentially;

(iii) there exists a constant εi > 0, such that ti
k+1 − ti

k ≥ εi, ∀i ∈ [n], ∀k ∈ N+.

Proof. The proof is given in Section 10.7.1. �

Apparently, in order to monitor the inequality in the triggering law (10.6), each agent
needs to continuously sense the relative positions to its neighbors. This may be a drawback.
In the following we will give an event-triggered algorithm to avoid this. In other words, the
following algorithm is an implementation of Theorem 10.1, but it only requires agents to
sense, broadcast and receive at the triggering times. The idea is illustrated as follows.

Each agent i ∈ [n], at any time s ≥ 0, knows its last triggering time ti
ki(s) and its control

input ui(s) = ui(ti
ki(s)) which is a constant until it determines its next triggering time. If agent

i also knows the relative position xi(s)− x j(s) and u j(s) = u j(t
j
k j(s)) which is a constant until

agent j determines its next triggering time, for j ∈ Ni, then agent i can predict

xi(t) − x j(t) = xi(s) − x j(s) + (t − s)(ui(ti
ki(s)) − u j(t

j
k j(s))), t ≥ s, (10.7)

until t ≤ min{ti
ki(s)+1, t j

k j(s)+1}. This means continuous sensing, broadcasting and receiving
are not needed any more. The above implement idea is summarized in Algorithm 10.1.

1This kind of situation can only occur at most finite times during (s, τi
k+1) since |Ni | is finite and there is no

Zeno behavior.
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Remark 10.2. In order to implement Algorithm 10.1, β0 should be known first. However
β0 is a global parameter since it relates to ρ2(B(G)B(G)>) and ∆0. We can lower bound β0
by 4

n(n−1)∆ due to ∆0 < ∆ and ρ2(B(G)B(G)>) ≥ 4
n(n−1) , see [405].

10.3.2 Distributed self-triggered formation control algorithms

When applying Algorithm 10.1, although continuous broadcasting and sensing are avoided,
each agent still needs to continuously listen to incoming information from its neighbors
since the triggering times are determined during runtime and not known in advance. If
every agent i ∈ [n], at its current triggering time ti

k, can predict its next triggering time ti
k+1

and broadcast it to its neighbors, then at time ti
k agent i knows agent j’s latest triggering

time t j
k j(ti

k)
which is before ti

k and its next triggering time t j
k j(ti

k)+1
which is after ti

k, for j ∈ Ni.

In this case, agent i only needs to listen to and receive information at {t j}∞k=1, j ∈ Ni since it
knows these time instants in advance. Thus, each agent only needs to sense and broadcast
at its own triggering times, and to listen to and receive the incoming information from its
neighbors at their triggering times. Inspired by this, in the following we will propose two
self-triggered algorithms such that at time ti

k each agent i could estimate ti
k+1 in a more

precise way than ti
k + εi. The idea is explained below.

From (10.44) and (10.50), we have

‖yi(t) − y j(t)‖ < k̂i j(t), ∀(i, j) ∈ E(G), ∀t ≥ 0, (10.8)

where
k̂i j(t) = min{ki j, 2

√
kVe−βt}.

Then, from (10.53), we have

‖ui(t)‖ = ‖ẏi(t)‖ ≤ θi(t), ∀i ∈ [n], ∀t ≥ 0, (10.9)

where
θi(t) = αe−βt +

∑
j∈Ni

fi j(k̂i j(t))k̂i j(t).

From (10.2), we have ẏi(t) − ẏ j(t) = ui(t) − u j(t). Then,

yi(t) − y j(t) = yi(ti
k) − y j(ti

k) +

∫ t

ti
k

(ui(s) − u j(s))ds, t ≥ ti
k.

Agent i can determine yi(ti
k)− y j(ti

k) = xi(ti
k)− x j(ti

k)− di j for j ∈ Ni by sensing the relative
position to its neighbors at time ti

k.
The control input ui(s) is a constant during [ti

k, t
i
k+1) and u j(s) is a constant during

[t j
k j(ti

k)
, t j

k j(ti
k)+1

). At time ti
k, agent i already knows t j

k j(ti
k)

and u j(t
j
k j(ti

k)
), for j ∈ Ni. If at time

ti
k, agent i also knows t j

k j(ti
k)+1

, then at time ti
k it knows u j(s) ≡ u j(t

j
k j(ti

k)
), for s ∈ [ti

k, t
j
k j(ti

k)+1
).

In other words, same as (8.32), for t ∈ [ti
k, t

i
k+1), if denote

t1
i j(t) = min

{
t, t j

k j(ti
k)+1

}
, t2

i j(t) = max
{
t, t j

k j(ti
k)+1

}
, (10.10)
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then at time ti
k, agent i knows u j(s) ≡ u j(t

j
k j(ti

k)
), for s ∈ [ti

k, t
1
i j(t)) but does not know u j(s),

for s ≥ t2
i j(t). Figure 8.1 illustrates the relation of ti

k, ti
k+1, t ∈ [ti

k, t
i
k+1), t j

k j(ti
k)

, t j
k j(ti

k)+1
, t1

i j(t)

and t2
i j(t). Then,

yi(t) − y j(t) = zi j(ti
k, t) −

∫ t2
i j(t)

t j

k j (tik )+1

u j(s)ds, ∀(i, j) ∈ E(G), t ∈ [ti
k, t

i
k+1), (10.11)

where

zi j(ti
k, t) = yi(ti

k) − y j(ti
k) + (t − ti

k)ui(ti
k) − (t1

i j(t) − ti
k)u j(t

j
k j(ti

k)
).

Thus

‖yi(t) − y j(t)‖ ≤ ‖zi j(ti
k, t)‖ +

∫ t2
i j(t)

t j

k j (tik )+1

‖u j(s)‖ds, ∀(i, j) ∈ E(G), t ∈ [ti
k, t

i
k+1).

Then, from (10.9), we have

‖yi(t) − y j(t)‖ ≤ ǩi j(t), ∀(i, j) ∈ E(G), t ∈ [ti
k, t

i
k+1), (10.12)

where

ǩi j(t) = ‖zi j(ti
k, t)‖ +

∫ t2
i j(t)

t j

k j (tik )+1

θ j(s)ds, ∀(i, j) ∈ E(G), t ∈ [ti
k, t

i
k+1).

Then, from (10.8) and (10.12), we have

‖yi(t) − y j(t)‖ ≤ k̃i j(t), ∀(i, j) ∈ E(G), t ∈ [ti
k, t

i
k+1), (10.13)

where

k̃i j(t) = min{k̂i j(t), ǩi j(t)}, t ∈ [ti
k, t

i
k+1). (10.14)

Thus, from (10.55), (10.56), (10.9), (10.11) and (10.13), we have

‖ei(t)‖ ≤ ϕi(t), t ∈ [ti
k, t

i
k+1),

where

ϕi(t) =

∥∥∥∥∥∑
j∈Ni

∫ t1
i j(t)

ti
k

(
hi j(‖zi j(ti

k, s)‖)
(zi j(ti

k, s))>

‖zi j(ti
k, s)‖

(
ui(ti

k) − u j

(
t j
k j(ti

k)

))
zi j(ti

k, s)

+ fi j(‖zi j(ti
k, s)‖)

(
ui(ti

k) − u j

(
t j
k j(ti

k)

)))
ds

∥∥∥∥∥
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Algorithm 10.2 Distributed Self-Triggered Formation Control Algorithm for Single
Integrators

1: Choose α > 0 and 0 < β < β0;
2: Agent i ∈ [n] sends {di j, (i, j) ∈ E(G)} to its neighbors;
3: Agent i initializes ti

1 = 0 and k = 1;
4: At time s = ti

k, agent i updates its control input ui(ti
k) by sensing the relative

positions to its neighbors, and determines ti
k+1 by (10.16)1, and broadcasts its triggering

information {ti
k+1, ui(ti

k)} to its neighbors;
5: At agent i’s neighbors’ triggering times which are between [ti

k, t
i
k+1], agent i listens to

and receives triggering information from its neighbors2;
6: Agent i resets k = k + 1, and goes back to Step 4.

+
∑
j∈Ni

∫ t

t1
i j(t)

gi j(k̃i j(s))‖ui(ti
k)‖ds +

∑
j∈Ni

∫ t2
i j(t)

t j

k j (tik )+1

gi j(k̃i j(s))θ j(s)ds

=

∥∥∥∥∥∑
j∈Ni

(
fi j(‖zi j(ti

k, t
1
i j(t))‖)zi j(ti

k, t
1
i j(t)) − fi j(‖zi j(ti

k, t
i
k)‖)zi j(ti

k, t
i
k)
)∥∥∥∥∥

+
∑
j∈Ni

∫ t

t1
i j(t)

gi j(k̃i j(s))‖ui(ti
k)‖ds +

∑
j∈Ni

∫ t2
i j(t)

t j

k j (tik )+1

gi j(k̃i j(s))θ j(s)ds, t ∈ [ti
k, t

i
k+1).

(10.15)

Hence, a necessary condition to guarantee that the inequality in (10.6) holds, i.e.,

αe−βt ≤ ‖ei(t)‖, ∀t ∈ [ti
k, t

i
k+1),

is

αe−βt ≤ ϕi(t), ∀t ∈ [ti
k, t

i
k+1).

Noting that αe−βt decreases with respect to t, ϕi(t) increases with respect to t during
[ti

k, t
i
k+1), and ϕi(ti

k) = 0, for given ti
k, agent i can estimate ti

k+1 by the solution to

αe−βt = ϕi(t), t ≥ ti
k. (10.16)

In conclusion, if at time ti
k agent i knows ui(ti

k), t j
k j(ti

k)
, t j

k j(ti
k)+1

, u j(t
j
k j(ti

k)
), ∀ j ∈ Ni, then it

can predict its next triggering time ti
k+1 by solving (10.16). The above implement idea is

summarized in Algorithm 10.2.

1Agent i uses t j
k j(tik)

to replace t j
k j(tik)+1

to determine tik+1 by (10.16) when tik = t j
k j(tik)

, i.e., when agent i does

not know t j
k j(tik)+1

at time tik . This situation could occur, for example when two adjacent agents trigger at the same

time.
2In other words, agent i only listens to incoming information at its neighbors’ triggering times. Thus

continuous listening is avoided. This is the main difference with Algorithm 10.1.
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Algorithm 10.3 Distributed Self-Triggered Formation Control Algorithm for Single
Integrators (Sensing Only)

1: Choose α > 0 and 0 < β < β0;
2: Agent i ∈ [n] sends {di j, (i, j) ∈ E(G)} to its neighbors;
3: Agent i initializes ti

1 = 0 and k = 1;
4: At time s = ti

k, agent i updates its control input ui(ti
k) by sensing the relative positions

to its neighbors, and determines ti
k+1 by (10.18), and resets k = k + 1, and repeats this

step.

Actually, broadcasting, receiving and listening can be ruled out except at the beginning,
and each agent only needs to sense the relative positions to its neighbors and update its
control input at its triggering times. The idea is illustrated as follows.

From (10.8), (10.53) and (10.57), we have

d‖ei(t)‖
dt

< ĉi(t), ∀t ≥ 0, (10.17)

where
ĉi(t) =

∑
j∈Ni

gi j(k̂i j(t))
(
2α +

∑
l∈Ni

fil(k̂il(t))k̂il(t) +
∑
l∈N j

f jl(k̂ jl(t))k̂ jl(t)
)
.

Then, similar to the way to determine εi in (10.60), if ti
k is known, then agent i can

estimate ti
k+1 by

∫ ti
k+1

ti
k

ĉi(t)dt = αe−βti
k+1 . (10.18)

The above implement idea is summarized in Algorithm 10.3.
The following theorem shows that the formation with connectivity preservation can be

established and Zeno behavior can be excluded.

Theorem 10.2. Under the same settings as Theorem 10.1. All agents perform Algorithm
10.2 or 10.3, then the multi-agent system (10.1) with event-triggered control input (10.4)
converges to the formation exponentially with connectivity preservation, and there is no
Zeno behavior.

Proof. Under both Algorithms 10.2 and 10.3, ‖ei(t)‖ ≤ αe−βt holds for all i ∈ [n] and t ≥ 0.
Then from Theorem 10.1, we know that the formation is achieved exponentially and the
connectivity is preserved. The method of the exclusion of Zeno behavior is similar to the
way in the proof of Theorem 10.1. �

Remark 10.3. In order to perform Algorithms 10.2 and 10.3, the global parameters n, β0,
kν defined in (10.43) and kV defined in (10.49) are needed to be known in advance. Firstly,
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from Remark 10.2, we can estimate β0 by 4
n2∆

. Secondly, one way to avoid using kν is by
choosing an arbitrary small ε > 0. Then, from (10.45), we have

k̂i j(ε) := ∆ − ‖di j‖ − ε ≥ ki j.

Thus, k̂i j(ε) can be used to replace ki j since fi j(·) defined in (10.47) and gi j(·) defined
in (10.51) are increasing functions. Thirdly, kV can be estimated if we know the upper
bound of V(y(0)) defined in (10.46). From the underlying graph G is connected, we have
‖yi(0) − y j(0)‖ < (n − 1)∆, ∀i, j ∈ [n]. Then ‖yi(0) − ȳ(0)‖ < ∆, ∀i ∈ [n]. Hence V(y(0)) <
1
2 n∆2. Thus, the only global parameter that is needed to perform Algorithms 10.2 and 10.3
is the number of agents n.

The comparison of the inter-event times determined by Algorithms 10.1– 10.3 is shown
as below.

Property 10.1. Consider the multi-agent system (10.1) with event-triggered control input
(10.4). For agent i, assume ti

k has been determined, let ti,E1
k+1 , ti,S 1

k+1 and ti,S 2
k+1 be the next

triggering time determined by Algorithms 10.1–10.3 respectively, then ti,E1
k+1 ≥ ti,S 2

k+1 ≥ ti
k + εi

and ti,S 1
k+1 ≥ ti,S 2

k+1 ≥ ti
k + εi.

Proof. From (10.59) and (10.17), we know cie−βt ≥ ĉi(t),∀t ≥ 0 since (10.8), and fi j(·)
defined in (10.47) and gi j(·) defined in (10.51) are increasing functions. Thus ti,S 2

k+1 ≥ ti
k + εi.

From (10.15) and (10.17), we know ϕi(t) ≤
∫ t

ti
k
ĉi(s)ds, for t ≥ ti

k since (10.14), and

fi j(·) and gi j(·) are increasing functions. Thus ti,S 1
k+1 ≥ ti,S 2

k+1 .
From (10.17), we know ti,E1

k+1 ≥ ti,S 2
k+1 . �

Remark 10.4. Property 10.1 has to be considered carefully, since it only shows that for
given ti

k, the next triggering time determined by Algorithm 10.1 or 10.2 is larger than
that determined by Algorithm 10.3. However, we cannot say anything on further triggering
times because generally ti,E1

k+1 , ti,S 2
k+1 and ti,S 1

k+1 , ti,S 2
k+1 , and thus we cannot apply this property

again. Moreover, we cannot to compare ti,E1
k+1 and ti,S 1

k+1 since u j(·) are different when we
perform Algorithms 10.1 and 10.2.

Table 10.2 summarizes the communication requirements for agent i ∈ [n] when
Algorithms 10.1–10.3 are performed.

10.4 Distributed event-triggered formation control for double
integrators

In this section, we extend the results in above section to the case where the dynamics of
agents are modeled as double integratorsẋi(t) = ri(t),

ṙi(t) = ud
i (t), i ∈ [n], t ≥ 0,

(10.19)
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Table 10.2: Summary of the communication requirements for agent i when Algorithms
10.1–10.3 are performed.

Algorithm 10.1 Algorithm 10.2 Algorithm 10.3

Sensing time {ti
k , t

j
k , j ∈ Ni}

∞
k=1 {ti

k}
∞
k=1 {ti

k}
∞
k=1

Broadcasting time {ti
k}
∞
k=1 {ti

k}
∞
k=1 ti

1 = 0

Listening time All t ≥ 0 {t j
k , j ∈ Ni}

∞
k=1 ti

1 = 0

Receiving time {t j
k , j ∈ Ni}

∞
k=1 {t j

k , j ∈ Ni}
∞
k=1 ti

1 = 0

Information sensed
{xi(ti

k) − x j(ti
k)}∞k=1,

{xi(t
j
k) − x j(t

j
k), j ∈ Ni}

∞
k=1

{xi(ti
k) − x j(ti

k)}∞k=1 {xi(ti
k) − x j(ti

k)}∞k=1

Information broadcasted {ti
k , ui(ti

k)}∞k=1, di j, j ∈ Ni {ti
k , ui(ti

k)}∞k=1, di j, j ∈ Ni di j, j ∈ Ni

Zeno behavior No No No

where xi(t) ∈ Rp still denotes the position of agent i at time t, ri(t) ∈ Rp denotes the speed
and ud

i (t) ∈ Rp is the control input. Recall that yi(t) = xi(t) − τi, so we can rewrite (10.19)
as ẏi(t) = ri(t),

ṙi(t) = ud
i (t), i ∈ [n], t ≥ 0.

(10.20)

Denote

B1 =

 0 1
0 0

 , B2 =

 0
1

 , zi(t) =

 yi(t)
ri(t)

 ,
then we can rewrite (10.20) as

żi(t) = (B1 ⊗ Ip)zi(t) + (B2 ⊗ Ip)ud
i (t). (10.21)

It can be derived that (B1, B2) is controllable and (I2, B1) is observable. Hence, from [406],
we know that there exist positive constants k0, k1 and k2 such that

P > 0,
1
2

(PB1 + B>1 P) − β1PB2B>2 P + 2I2 ≤ 0, (10.22)

where P =

 k0 k1

k1 k2

 and 0 < β1 ≤ β0. Similar to (2.6), we have

ρ(P)I2 ≥ P ≥ ρ2(P)I2. (10.23)

Similar to the event-triggered control input (10.4), we use the event-triggered control
input

ud
i (t) = −k1

∑
j∈Ni

ωi j(ti
ki(t))(yi(ti

ki(t)) − y j(ti
ki(t)))
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− k2

∑
j∈Ni

ωi j(ti
ki(t))(ri(ti

ki(t)) − r j(ti
ki(t))) − k3ri(ti

ki(t)) (10.24)

= −k1

∑
j∈Ni

ωi j(ti
ki(t))(xi(ti

ki(t)) − x j(ti
ki(t)) − di j)

− k2

∑
j∈Ni

ωi j(ti
ki(t))(ri(ti

ki(t)) − r j(ti
ki(t))) − k3ri(ti

ki(t)), (10.25)

where k3 is a constant which will be determined later. Here we should highlight that this
control input needs absolute speed information because of the term k3ri(ti

ki(t)
). Later we will

show that no agent needs to sense absolute speed if each agent knows its initial speed.

10.4.1 Distributed event-triggered formation control algorithm

Similar to Theorem 10.1, we know that the multi-agent system (10.19) with event-
triggered control input (10.25) converges to the formation exponentially with connectivity
preservation, and there is no Zeno behavior as stated in the following theorem.

Theorem 10.3. Given a graph G which is undirected and connected, and a desired
formation associated with G which satisfies Assumption 10.1. Given 0 < β1 ≤ β0 with
β0 defined in Theorem 10.1, determine the matrix P by (10.22). Consider the multi-agent
system (10.19) with event-triggered control input (10.25) associated with G. Assume the
initial position satisfies (10.5) for all (i, j) ∈ E(G) and every agent knows its initial
speed1. Given 0 < k3 < 4/(k2 + (k2

1 + k2
2)1/2), αd > 0, 0 < βd < (2 − k4)/ρ(P) with

k4 = k3(k2 + (k2
1 + k2

2)1/2)/2 < 2, and the first triggering time ti
1 = 0, agent i determines the

triggering times {ti
k}
∞
k=2 by

ti
k+1 = min{t : ‖Ei(t)‖ ≥ αde−βd t, t ≥ ti

k}, (10.26)

where

Ei(t) = k1ei(t) + k2er
i (t) + k3(ri(t) − ri(ti

ki(t))),

er
i (t) =

∑
j∈Ni

ωi j(t)(ri(t) − r j(t)) −
∑
j∈Ni

ωi j(ti
ki(t))(ri(ti

ki(t)) − r j(ti
ki(t))),

and ei(t) is given in Theorem 10.1. Then,

(i) ‖xi(t) − x j(t)‖ ≤ ∆, ∀(i, j) ∈ E(G), ∀t ≥ 0;

(ii) limt→∞(xi(t) − x j(t)) = di j, ∀(i, j) ∈ E(G), exponentially;

(iii) there is no Zeno behavior.

Proof. The proof is given in Section 10.7.2. �

1In real applications, initial speed normally is zero.
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Similar to the analysis after Theorem 10.1, in order to monitor the inequality in the
triggering law (10.26), each agent needs to continuously sense its absolute speed, the
relative positions and speeds to its neighbors. In the following we will give an event-
triggered algorithm to implement Theorem 10.3 and at the same time to avoid continuous
sensing by using the similar idea as Algorithm 10.1.

Noting that it is assumed that every agent knows its initial speed, each agent i ∈ [n]
knows {ri(ti

k)}∞k=1 through iterative computation as follows

ri(ti
k+1) = ri(ti

k) + (ti
k+1 − ti

k)ud
i (ti

k). (10.27)

Thus, at any time s ≥ 0, agent i can predict

ri(t) = ri(ti
ki(s)) + (t − ti

ki(s))u
d
i (ti

ki(s)), ∀t ≥ s. (10.28)

This means that no agent needs to sense absolute speed.
Each agent i ∈ [n], at any time s ≥ 0, knows its last triggering time ti

ki(s) and control
input ud

i (ti
ki(s)) which is a constant until it determines its next triggering time. If agent i also

knows the relative position xi(s) − x j(s), relative speed ri(s) − r j(s) and ud
j (s) = ud

j (t
j
k j(s))

which is a constant until agent j determines its next triggering time, for j ∈ Ni, then agent
i can predict

xi(t) − x j(t) = xi(s) − x j(s) + (t − s)(ri(s) − r j(s)) +
1
2

(t − s)2(ud
i (ti

ki(s)) − ud
j (t

j
k j(s))),

(10.29)

ri(t) − r j(t) = ri(s) − r j(s) + (t − s)(ud
i (ti

ki(s)) − ud
j (t

j
k j(s))), t ≥ s, (10.30)

until t ≤ min{ti
ki(s)+1, t j

k j(s)+1}. This means that continuous sensing, broadcasting and
receiving are not needed any more.

The above implement idea is summarized in Algorithm 10.4.

10.4.2 Distributed self-triggered formation control algorithms

As noted earlier, each agent still needs to continuously listen to incoming information
from its neighbors. In order to avoid this, in the following we will first give a self-triggered
algorithm which is similar to Algorithm 10.2 such that each agent only needs to listen at
its neighbors’ triggering times. Then, we will give another self-triggered algorithm which
is similar to Algorithm 10.3 such that broadcasting, receiving, and listening only occur at
the beginning.

From (10.61) and (10.64), we have

‖yi(t) − y j(t)‖ < k̂y
i j(t), ∀(i, j) ∈ E(G), ∀t ≥ 0, (10.31)

where
k̂y

i j(t) = min
{
kd

i j,
√

kd
Ve−βd t

}
.
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Algorithm 10.4 Distributed Event-Triggered Formation Control Algorithm for Double
Integrators

1: Choose 0 < β1 ≤ β0 and determine P by (10.22);
2: Choose 0 < k3 <

4
k2+
√

k2
1+k2

2

, αd > 0 and 0 < βd <
2−k4
ρ(P) ;

3: Agent i ∈ [n] sends {di j, (i, j) ∈ E(G)} to its neighbors;
4: Agent i initializes ti

1 = 0 and k = 1;
5: At time s = ti

k, agent i senses the relative position xi(s) − x j(s) and relative speed
ri(s) − r j(s), and predicts future relative position xi(t) − x j(t), future relative speed
ri(t) − r j(t), ∀ j ∈ Ni, and its future speed ri(t), t ≥ s by (10.29), (10.30) and (10.28),
respectively;

6: Agent i substitutes these into Ei(t) and finds out τi
k+1 which is the smallest solution to

equation ‖Ei(t)‖ = αde−βd t, t ≥ s;
7: Agent i continuously listens to whether there is broadcasting from its neighbors and

receives the broadcasted information if it occurs;
8: if there is broadcasting from its neighbors at t0 ∈ (s, τi

k+1), i.e., there exists j ∈ Ni such
that agent j broadcasts its triggering information at t0 ∈ (s, τi

k+1) then
9: agent i receives information at t0, and updates s = t0, and goes back to Step 5;

10: else
11: agent i determines ti

k+1 = τi
k+1, and gets ri(ti

k+1) by (10.27), and updates ud
i (ti

k+1)
by sensing the relative positions and speeds to its neighbors, and broadcasts its
triggering information {ti

k+1, ud
i (ti

k+1)} to its neighbors, and resets k = k + 1, and
goes back to Step 5;

12: end if

From (10.64) and (10.65), we have

‖ri(t) − r j(t)‖ < k̂r
i j(t), ∀i, j ∈ [n], ∀t ≥ 0. (10.32)

where

k̂r
i j(t) = min

{√
kd

Ve−βd t, ‖ri(0)‖ + ‖r j(0)‖ +
cr

i + cr
j

βd

}
.

Then, similar to (10.68), we have

‖ṙi(t) − ṙ j(t)‖ = ‖ud
i (t) − ud

j (t)‖ < θ
d
i j(t), ∀(i, j) ∈ E(G), ∀t ≥ 0, (10.33)

where

θd
i j(t) = 2αde−βd t +

∑
l∈Ni

fil(k̂
y
il(t))

(
k1k̂y

il(t) + k2k̂r
il(t)

)
+

∑
l∈N j

f jl(k̂
y
jl(t))

(
k1k̂y

jl(t) + k2k̂r
jl(t)

)
+ k3k̂r

i j(t).
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Then, similar to (10.11), we have

ri(t) − r j(t) = zr
i j(t

i
k, t) +

∫ t2
i j(t)

t j

k j (tik )+1

(ud
i (s) − ud

j (s))ds, ∀(i, j) ∈ E(G), t ∈ [ti
k, t

i
k+1), (10.34)

where t1
i j(t) and t2

i j(t) defined in (10.10), and

zr
i j(t

i
k, t) = ri(ti

k) − r j(ti
k) + (t1

i j(t) − ti
k)(ud

i (ti
k) − ud

j (t
j
k j(ti

k)
)).

Thus

‖ri(t) − r j(t)‖ ≤ ‖zr
i j(t

i
k, t)‖ +

∫ t2
i j(t)

t j

k j (tik )+1

‖ud
i (s) − ud

j (s)‖ds ≤ ǩr
i j(t), t ∈ [ti

k, t
i
k+1),

where

ǩr
i j(t) = ‖zr

i j(t
i
k, t)‖ +

∫ t2
i j(t)

t j

k j (tik )+1

θd
i j(s)ds, t ∈ [ti

k, t
i
k+1). (10.35)

Hence, then, from (10.32) and (10.35), we have

‖ri(t) − r j(t)‖ ≤ k̃r
i j(t), ∀(i, j) ∈ E(G), t ∈ [ti

k, t
i
k+1), (10.36)

where

k̃r
i j(t) = min

{
k̂r

i j(t), ǩr
i j(t)

}
, t ∈ [ti

k, t
i
k+1).

From ẏi(t) = ri(t) and (10.34), we have

yi(t) − y j(t) = yi(ti
k) − y j(ti

k) +

∫ t

ti
k

[ri(s) − r j(s)]ds

= zy
i j(t

i
k, t) +

∫ t

ti
k

∫ t2
i j(r)

t j

k j (tik )+1

(ud
i (s) − ud

j (s))dsdr, t ∈ [ti
k, t

i
k+1), (10.37)

where

zy
i j(t

i
k, t) = yi(ti

k) − y j(ti
k) + (t1

i j(t) − ti
k)(ri(ti

k) − r j(ti
k)) +

1
2

(t1
i j(t) − ti

k)2(ud
i (ti

k) − ud
j (t

j
k j(ti

k)
)).

Thus

‖yi(t) − y j(t)‖ ≤ ‖z
y
i j(t

i
k, t)‖ +

∫ t

ti
k

∫ t2
i j(r)

t j

k j (tik )+1

‖ud
i (s) − ud

j (s)‖dsdr

≤ ǩy
i j(t), ∀(i, j) ∈ E(G), t ∈ [ti

k, t
i
k+1), (10.38)
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where

ǩy
i j(t) = ‖zy

i j(t
i
k, t)‖ +

∫ t

ti
k

∫ t2
i j(r)

t j

k j (tik )+1

θd
i j(s)dsdr.

Hence, then, from (10.31) and (10.38), we have

‖yi(t) − y j(t)‖ ≤ k̃y
i j(t), ∀(i, j) ∈ E(G), t ∈ [ti

k, t
i
k+1), (10.39)

where

k̃y
i j(t) = min

{
k̂y

i j(t), ǩy
i j(t)

}
, t ∈ [ti

k, t
i
k+1).

Then from (10.69)–(10.72), (10.33), (10.34), (10.36), (10.37), and (10.39), we have

‖Ei(t)‖ ≤ ϕd
i (t), t ∈ [ti

k, t
i
k+1),

where

ϕd
i (t) =

∥∥∥∥∥∑
j∈Ni

∫ t1
i j(t)

ti
k

(
k1hi j(‖z

y
i j(t

i
k, s)‖)

(zy
i j(t

i
k, s))>

‖zy
i j(t

i
k, s)‖

zr
i j(t

i
k, s)zy

i j(t
i
k, s)

+ k1 fi j(‖z
y
i j(t

i
k, s)‖)(zr

i j(t
i
k, s)) + k2hi j(‖z

y
i j(t

i
k, s)‖)

(zy
i j(t

i
k, s))>

‖zy
i j(t

i
k, s)‖

zr
i j(t

i
k, s)zr

i j(t
i
k, s)

+ k2 fi j(‖z
y
i j(t

i
k, s)‖)

(
ud

i (ti
k) − ud

j

(
t j
k j(ti

k)

)))
ds + k3(t − ti

k)ud
i (ti

k)
∥∥∥∥∥

+
∑
j∈Ni

∫ t

t1
i j(t)

(
k1gi j(k̃

y
i j(s))k̃r

i j(s) + k2hi j(k̃
y
i j(s))(k̃r

i j(s))2 + k2 fi j(k̃
y
i j(s))θd

i j(s)
)
ds

=

∥∥∥∥∥∑
j∈Ni

(
fi j(‖z

y
i j(t

i
k, t

1
i j(t))‖)(k1zy

i j(t
i
k, t

1
i j(t)) + k2zr

i j(t
i
k, t

1
i j(t)))

− fi j(‖z
y
i j(t

i
k, t

i
k)‖)(k1zy

i j(t
i
k, t

i
k) + k2zr

i j(t
i
k, t

i
k))

)
+ k3(t − ti

k)ud
i (ti

k)
∥∥∥∥∥

+
∑
j∈Ni

∫ t

t1
i j(t)

(
k1gi j(k̃

y
i j(s))k̃r

i j(s) + k2hi j(k̃
y
i j(s))(k̃r

i j(s))2

+ k2 fi j(k̃
y
i j(s))θd

i j(s)
)
ds, t ∈ [ti

k, t
i
k+1).

Hence, a necessary condition to guarantee that the inequality in (10.26) holds, i.e.,

αde−βd t ≤ ‖Ei(t)‖, ∀t ∈ [ti
k, t

i
k+1),

is

αde−βd t = ϕd
i (t), ∀t ∈ [ti

k, t
i
k+1).
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Algorithm 10.5 Distributed Self-Triggered Formation Control Algorithm for Double
Integrators

1: Choose 0 < β1 ≤ β0 and determine P by (10.22);
2: Choose 0 < k3 <

4
k2+
√

k2
1+k2

2

, αd > 0 and 0 < βd <
2−k4
ρ(P) ;

3: Agent i ∈ [n] sends {di j, (i, j) ∈ E(G), ri(0)} to its neighbors;
4: Agent i initializes ti

1 = 0 and k = 1;
5: At time s = ti

k, agent i gets ri(ti
k) by (10.27), and updates ud

i (ti
k) by sensing the relative

positions and speeds to its neighbors, and determines ti
k+1 by (10.40)1, and broadcasts

its triggering information {ti
k+1, ud

i (ti
k)} to its neighbors;

6: At agent i’s neighbors’ triggering times which are between [ti
k, t

i
k+1], agent i listens to

and receives triggering information from its neighbors2;
7: Agent i resets k = k + 1, and goes back to Step 5.

Noting that αde−βd t decreases with respect to t, ϕd
i (t) increases with respect to t during

[ti
k, t

i
k+1), and ϕd

i (ti
k) = 0, for given ti

k, agent i can estimate ti
k+1 by the solution to

αde−βd t = ϕd
i (t), t ≥ ti

k. (10.40)

In other words, if at time ti
k agent i knows t j

k j(ti
k)

, t j
k j(ti

k)+1
, ud

j (t
j
k j(ti

k)
), ∀ j ∈ Ni, then it can

estimate its next triggering time ti
k+1 by solving (10.40). The above implement idea is

summarized in Algorithm 10.5.
Similar to the single integrators case, broadcasting, receiving and listening can be ruled

out except at the beginning, and each agent only needs to sense the relative positions to its
neighbors and to update its control input at its triggering times. The idea is illustrated as
follows.

From (10.31), (10.32), (10.67) and (10.72), we have

d‖Ei(t)‖
dt

≤ ĉd
i (t), ∀t ≥ 0,

where

ĉd
i (t) =

∑
j∈Ni

(
k1gi j(k̂

y
i j(t))k̂

r
i j(t) + k2hi j(k̂

y
i j(t))(k̂

r
i j(t))

2 + k2 fi j(k̂
y
i j(t))θ

d
i j(t)

)
+ k3‖ud

i (t)‖.

If ti
k is known, then agent i can estimate ti

k+1 by∫ ti
k+1

ti
k

ĉd
i (t)dt = αde−βd ti

k+1 . (10.41)

The above implement idea is summarized in Algorithm 10.6.

1Agent i uses t j
k j(tik)

to replace t j
k j(tik)+1

to determine tik+1 by (10.40) when tik = t j
k j(tik)

.
2In other words, agent i only listen to incoming information at its neighbors’ triggering times. Thus

continuous listening is avoided.
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Algorithm 10.6 Distributed Self-Triggered Formation Control Algorithm for Double
Integrators (Sensing Only)

1: Choose 0 < β1 ≤ β0 and determine P by (10.22);
2: Choose 0 < k3 <

4
k2+
√

k2
1+k2

2

, αd > 0 and 0 < βd <
2−k4
ρ(P) ;

3: Agent i ∈ [n] sends {di j, (i, j) ∈ E(G), ri(0)} to its neighbors;
4: Agent i initializes ti

1 = 0 and k = 1;
5: At time s = ti

k, agent i gets ri(ti
k) by (10.27), and updates ud

i (ti
k) by sensing the relative

positions and speeds to its neighbors, and determines ti
k+1 by (10.41), and resets k =

k + 1, and repeats this step.

The following theorem shows that the formation with connectivity preservation can be
established and Zeno behavior can be excluded.

Theorem 10.4. Under the same settings as Theorem 10.3. All agents perform Algo-
rithm 10.5 or 10.6, then the multi-agent system (10.19) with event-triggered control input
(10.25) converges to the formation exponentially with connectivity preservation, and there
is no Zeno behavior.

Proof. Under both Algorithms 10.5 and 10.6, ‖Ei(t)‖ ≤ αde−βd t holds for all i ∈ [n] and
t ≥ 0. Then from Theorem 10.3, we know that the formation is achieved exponentially and
the connectivity is preserved. The method of the exclusion of Zeno behavior is similar to
the way in the proof of Theorem 10.3. �

Remark 10.5. In real applications, it is reasonable to assume the initial speed of each
agent is zero. By this assumption and Remark 10.3, we know that the only global parameter
that is needed to perform Algorithms 10.5 and 10.6 is the number of agents n.

Similar to Table 10.2, we can summarizes what and when information should be
exchanged by each agent when Algorithms 10.4–10.6 are performed. Since it is similar to
Table 10.2, we omit it here. Moreover, the comparison of the inter-event times determined
by Algorithms 10.4–10.6 is similar to Property 10.1. The absolute measurements of
positions and speeds are not needed when Algorithms 10.1–10.6 are performed.

10.5 Simulations

In this section, two numerical examples are given to demonstrate the effectiveness of the
presented algorithms.

Consider a network of n = 3 agents in R2 whose Laplacian matrix is given by

L =


2 −1 −1
−1 2 −1
−1 −1 2

 .
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The three agents are trying to establish a right triangle formation with

d12 =

 0
−3

 , d13 =

 −4
0

 , d23 =

 −4
3

 .
The communication radius is ∆ = 20. We have β0 = 0.1765.

Firstly, we consider the situation that the three agents are modeled as single integrators.
The initial positions of agents can be randomly selected as long as the initial condition
(10.5) is satisfied. Here, the initial positions of agents are chosen as

x1(0) =

 2
4

 , x2(0) =

 3.5
7

 , x3(0) =

 4.5
5.5

 .
One can easily check that both Assumption 10.1 and initial condition (10.5) hold. Choose
α = 100 and β =

β0
50 , by applying the Algorithm 10.2 to the multi-agent system (10.1)

with event-triggered control input (10.4), we show the evolutions of the formation in
Figure 10.3. Figure 10.4 (a) shows the position evolutions of the multi-agent system
(10.1) with event-triggered control input (10.4) when performing Algorithm 10.2, where
“circles” denote the initial positions and “triangle” denotes the desired formation, and the
triggering times for each agent are shown in Figure 10.4 (b). When every agent performs
Algorithm 10.3, Figures 10.5 (a) and (b) show the position evolutions and the triggering
times, respectively.

Secondly, we consider the situation that the three agents are modeled as double
integrators. The initial positions of agents are chosen as before. The initial speeds of agents
can be randomly selected and here we choose

r1(0) =

 1
2

 , r2(0) =

 −1
−2

 , r3(0) =

 −1
−1

 .
Moreover, we choose β1 = β0. Then, from (10.22), we have

P =

 5.0237 1.1547
1.1547 1.4502

 .
Thus, k1 = 1.1547, k2 = 1.4502, and ρ(P) = 5.3643. Choose k3 = 2

k2+
√

k2
1+k2

2

=

0.6053, αd = 100, and βd =
(2−k4)
10ρ(P) , by applying the Algorithm 10.5, we show the

evolutions of the position in Figure 10.6 (a), where “circles” denote the initial positions
and “triangle” denotes the desired formation, and show the triggering times for each agent
in Figure 10.6 (b). When every agent performs Algorithm 10.6, Figures 10.7 (a) and (b)
show the position evolutions and the triggering times, respectively.

It can be seen that the formation is achieved when any one of the four self-triggered
algorithms is performed, but the formation could be achieved in different positions. It
can also be seen that the average inter-event time determined by Algorithm 10.2 is
greater than that determined by Algorithm 10.3. However, just as Table 10.2 summarized,
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when performing Algorithm 10.3, each agent only need to sense the relative positions
to its neighbors at its triggering times. This is simpler than the case when performing
Algorithm 10.2. Similar comparison can be made between Algorithms 10.5 and 10.6.
Moreover, we can see that double integrators have more smooth trajectories compared
with single integrators.

10.6 Summary

In this chapter, formation control for multi-agent systems with limited communication, in-
cluding sensing, broadcasting, receiving and listening, was addressed. We first considered
the situation that agents are modeled as single integrators. An event-triggered algorithm
and two self-triggered algorithms, to avoid continuous communication and using absolute
measurements of states, were proposed. It was shown that each agent only updates its
control input by sensing the relative state to its neighbors and broadcasts its triggering
information at its triggering times, and listens to and receives its neighbors’ triggering
information at their triggering times. Moreover, the desired formation was established
exponentially with connectivity preservation and exclusion of Zeno behavior. Then, these
results were extended to double integrators. Future research directions of this work include
taking input saturation into account since the proposed event-triggered control input could
be very large, which is unrealistic.

10.7 Proofs

10.7.1 Proof of Theorem 10.1

(i) We define the total tension energy of G as

ν(∆, y(t)) =
1
2

n∑
i=1

∑
j∈Ni

νi j(∆, y(t)).

The time derivative of ν(∆, y(t)) along the trajectories of the multi-agent system (10.2)–
(10.3) is

ν̇(∆, y(t)) =

n∑
i=1

∑
j∈Ni

(∂νi j(∆, y)
∂yi

)>∣∣∣∣
y=y(t)

ẏi(t)

=

n∑
i=1

∑
j∈Ni

(ωi j(t)(yi(t) − y j(t)))>
(∑

j∈Ni

−ωi j(ti
ki(t))(yi(ti

ki(t)) − y j(ti
ki(t)))

)
=

n∑
i=1

∑
j∈Ni

(ωi j(t)(yi(t) − y j(t)))>
(
ei(t) −

∑
j∈Ni

ωi j(t)(yi(t) − y j(t))
)

=

n∑
i=1

∑
j∈Ni

(ωi j(t)(yi(t) − y j(t)))>
(
−

∑
j∈Ni

ωi j(t)(yi(t) − y j(t))
)
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(a) At t = 0.
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(b) At t = 1.2.
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(c) At t = 1.6.
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(d) At t = 2.4.
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(e) At t = 3.2.
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(f) At t = 10.4.

Figure 10.3: Evolutions of the formation process when performing Algorithm 10.2 for
single integrators.
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(a) The position evolutions of the multi-agent system (10.1) with event-triggered
control input (10.4) when performing Algorithm 10.2.

(b) The triggering times for each agent.

Figure 10.4: Performance of the distributed self-triggered formation control algorithm for
single integrators.
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(a) The position evolutions of the multi-agent system (10.1) with event-triggered
control input (10.4) when performing Algorithm 10.3.

(b) The triggering times for each agent.

Figure 10.5: Performance of the distributed self-triggered formation control algorithm for
single integrators (sensing only).
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(a) The position evolutions of the multi-agent system (10.19) with event-
triggered control input (10.25) when performing Algorithm 10.5.

(b) The triggering times for each agent.

Figure 10.6: Performance of the distributed self-triggered formation control algorithm for
double integrators.
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(a) The position evolutions of the multi-agent system (10.19) with event-
triggered control input (10.25) when performing Algorithm 10.6.

(b) The triggering times for each agent.

Figure 10.7: Performance of the distributed self-triggered formation control algorithm for
double integrators (sensing only).
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+

n∑
i=1

∑
j∈Ni

(ωi j(t)(yi(t) − y j(t)))>ei(t)

≤ −‖Lωy(t)‖2 +

n∑
i=1

∥∥∥∥∑
j∈Ni

ωi j(t)(yi(t) − y j(t))
∥∥∥∥2

+
1
4

n∑
i=1

‖ei(t)‖2

=
1
4

n∑
i=1

‖ei(t)‖2,

From (10.6), we know that

‖ei(t)‖ ≤ αe−βt, ∀t ≥ 0. (10.42)

Hence

ν̇(∆, y(t)) ≤
nα2

4
e−2βt, ∀t ≥ 0.

Thus

ν(∆, y(t)) ≤ν(∆, y(0)) +
nα2

8β
(1 − e−2βt) ≤ kν, ∀t ≥ 0,

where

kν = ν(∆, y(0)) +
nα2

8β
=

1
2

n∑
i=1

∑
j∈Ni

‖xi(0) − x j(0) − di j‖
2

∆ − ‖di j‖ − ‖xi(0) − x j(0) − di j‖
+

nα2

8β
. (10.43)

Then, for any (i, j) ∈ E(G) and t ≥ 0, we have

νi j(∆, y(t)) =
‖yi(t) − y j(t)‖2

∆ − ‖di j‖ − ‖yi(t) − y j(t)‖
≤ 2ν(∆, y(t)) ≤ 2kν.

Hence

‖yi(t) − y j(t)‖ ≤ ki j, ∀t ≥ 0, (10.44)

where

ki j = −kν +

√
k2
ν + 2kν(∆ − ‖di j‖) < ∆ − ‖di j‖. (10.45)

Then, we have

‖xi(t) − x j(t)‖ = ‖xi(t) − τi − (x j(t) − τ j) + di j‖

= ‖yi(t) − y j(t) + di j‖ ≤ ‖yi(t) − y j(t)‖ + ‖di j‖ ≤ ki j + ‖di j‖ < ∆, ∀t ≥ 0,

and thus connectivity maintenance is established.
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(ii) Let e(t) = col(e1(t), . . . , en(t)), ȳ(t) = 1
n
∑n

i=1 yi(t) and δ(t) = y(t) − 1n ⊗ ȳ(t) = (Kn ⊗

Ip)y(t). We consider the Lyapunov candidate

V(y(t)) =
1
2
δ>(t)δ(t) =

1
2

y>(t)(Kn ⊗ Ip)y(t). (10.46)

Then its derivative along the trajectories of the multi-agent system (10.2)–(10.3) is

V̇(y(t)) = y>(t)(Kn ⊗ Ip)ẏ(t) = y>(t)(Kn ⊗ Ip)(−(Lω ⊗ Ip)y(t) + e(t))
= −y>(t)(Lω ⊗ Ip)y(t) + δ>(t)e(t).

For (i, j) ∈ E(G), define

fi j(l) =
2∆ − 2‖di j‖ − l
(∆ − ‖di j‖ − l)2 , l ∈ [0,∆ − ‖di j‖). (10.47)

We can easily check that fi j(l) is an increasing function on [0,∆−‖di j‖). Then from (10.44)
and (10.45) we have

ωi j(t) ≤ fi j(ki j), ωi j(t) ≥ fi j(0) =
2

∆ − ‖di j‖
≥

2
∆0
, ∀(i, j) ∈ E(G), ∀t ≥ 0. (10.48)

Then,

Ω(G) = Diag([ω(e1), · · · , ω(em)]) ≥
2
∆0

Im,

and

Lω = B(G)Ω(G)B(G)> ≥
2
∆0

B(G)ImB(G)> ≥
2ρ2(B(G)B(G)>)

∆0
Kn = 2β0Kn.

Thus

V̇(y(t)) = −y>(t)(Lω ⊗ Ip)y(t) + δ>(t)e(t)

≤ −2β0y>(t)(Kn ⊗ Ip)y(t) + β0δ
>(t)δ(t) +

1
4β0
‖e(t)‖2

= −2β0V(y(t)) +
1

4β0
‖e(t)‖2 ≤ −2β0V(y(t)) +

nα2

4β0
e−2βt,

where the first inequality holds due to Lω ≥ 2β0Kn and the second inequality holds due to
(10.42). Hence

V(y(t)) ≤ V(y(0))e−2β0t +
nα2

8β0(β0 − β)
(e−2βt − e−2β0t) < kVe−2βt,

where

kV = V(y(0)) +
nα2

8β0(β0 − β)
. (10.49)



320 Distributed event-triggered formation control algorithms

Thus

‖yi(t) − y j(t)‖2 ≤ 2‖yi(t) − ȳ(t)‖2 + 2‖ȳ(t) − y j(t)‖2

≤ 4V(y(t)) < 4kVe−2βt, ∀t ≥ 0, ∀i, j ∈ [n]. (10.50)

Hence

lim
t→∞

(xi(t) − x j(t)) = lim
t→∞

(yi(t) − τi − (y j(t) − τ j)) = di j,

exponentially.
(iii) For (i, j) ∈ E(G), define

gi j(l) =
2(∆ − ‖di j‖)2

(∆ − ‖di j‖ − l)3 , l ∈ [0,∆ − ‖di j‖), (10.51)

hi j(l) =
3∆ − 3‖di j‖ − l
(∆ − ‖di j‖ − l)3 , l ∈ [0,∆ − ‖di j‖). (10.52)

We can easily check that both gi j(l) and hi j(l) are increasing functions on [0,∆ − ‖di j‖).
From (10.48), we have

‖ẏi(t)‖ =
∥∥∥∥ei(t) −

∑
j∈Ni

ωi j(t)(yi(t) − y j(t))
∥∥∥∥ ≤ ‖ei(t)‖ +

∑
j∈Ni

ωi j(t)‖(yi(t) − y j(t))‖ (10.53)

< αe−βt +
∑
j∈Ni

2 fi j(ki j)
√

kVe−βt. (10.54)

From

ėi(t) =
∑
j∈Ni

(ω̇i j(t)(yi(t) − y j(t)) + ωi j(t)(ẏi(t) − ẏ j(t)))

=
∑
j∈Ni

(
hi j(‖yi(t) − y j(t)‖)

(yi(t) − y j(t))>

‖yi(t) − y j(t)‖
(ẏi(t) − ẏ j(t))(yi(t) − y j(t))

+ ωi j(t)(ẏi(t) − ẏ j(t))
)
, (10.55)

we have

d‖ei(t)‖
dt

≤ ‖ėi(t)‖

≤
∑
j∈Ni

(∥∥∥∥hi j(‖yi(t) − y j(t)‖)
(yi(t) − y j(t))>

‖yi(t) − y j(t)‖
(ẏi(t) − ẏ j(t))(yi(t) − y j(t))

∥∥∥∥
+ ‖ωi j(t)(ẏi(t) − ẏ j(t))‖

)
≤

∑
j∈Ni

(
hi j(‖yi(t) − y j(t)‖)‖ẏi(t) − ẏ j(t)‖‖yi(t) − y j(t)‖ + ωi j(t)‖ẏi(t) − ẏ j(t)‖

)
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=
∑
j∈Ni

gi j(‖yi(t) − y j(t)‖)‖ẏi(t) − ẏ j(t)‖ (10.56)

≤
∑
j∈Ni

gi j(‖yi(t) − y j(t)‖)(‖ẏi(t)‖ + ‖ẏ j(t)‖) (10.57)

≤
∑
j∈Ni

gi j(ki j)(‖ẏi(t)‖ + ‖ẏ j(t)‖) < cie−βt, (10.58)

where

ci =
∑
j∈Ni

gi j(ki j)
(
2α +

∑
l∈Ni

2 fil(kil)
√

kV +
∑
l∈N j

2 f jl(k jl)
√

kV

)
. (10.59)

Thus, a necessary condition to guarantee that the inequality in (10.6) holds, i.e.,

αe−βt ≤ ‖ei(t)‖ =

∫ t

ti
k

d‖ei(s)‖
ds

ds, ∀t ∈ [ti
k, t

i
k+1),

is

αe−βt ≤

∫ t

ti
k

cie−βsds =
ci

β
(e−βti

k − e−βt)

⇔ (ci + αβ)e−βt ≤ cie−βti
k ⇔ (ci + αβ)e−β(t−ti

k) ≤ ci

⇒ (ci + αβ)(1 − β(t − ti
k)) ≤ ci ⇔ t − ti

k ≥ εi,

where

εi =
α

ci + αβ
> 0. (10.60)

In other words, for all t ∈ [ti
k, t

i
k + εi], ‖ei(t)‖ ≤ αe−βt holds. Hence ti

k+1 ≥ ti
k + εi.

10.7.2 Proof of Theorem 10.3

(i) We define the total tension energy of G as

νd(∆, y(t)) = k1ν(∆, y(t)) +
1
2

n∑
i=1

‖ri(t)‖2.

Then time derivative of νd(∆, y(t)) along the trajectories of the multi-agent system (10.20)
with (10.24) is

ν̇d(∆, y(t)) = k1

n∑
i=1

∑
j∈Ni

(∂νi j(∆, y)
∂yi

)>∣∣∣∣
y=y(t)

ẏi(t) +

n∑
i=1

r>i (t)ṙi(t)

=

n∑
i=1

r>i (t)
(
k1

∑
j∈Ni

(ωi j(t)(yi(t) − y j(t))) + ud
i (t)

)
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=

n∑
i=1

r>i (t)
(
Ei(t) − k2

∑
j∈Ni

ωi j(t)(ri(t) − r j(t)) − k3ri(t)
)

≤
1

4k3

n∑
i=1

‖Ei(t)‖2 −
n∑

i=1

r>i (t)k2

∑
j∈Ni

ωi j(t)(ri(t) − r j(t))

=
1

4k3

n∑
i=1

‖Ei(t)‖2 − k2r>(t)Lωr(t).

From (10.26), we know that

‖Ei(t)‖ ≤ αde−βd t, ∀t ≥ 0.

Hence

ν̇d(∆, y(t)) ≤
nα2

d

4k3
e−2βd t, ∀t ≥ 0.

Thus

νd(∆, y(t)) ≤ νd(∆, y(0)) +
nα2

d

8k3βd
(1 − e−2βd t) ≤ kd

ν , ∀t ≥ 0,

where

kd
ν = νd(∆, y(0)) +

nα2
d

8k3βd

=
k1

2

n∑
i=1

∑
j∈Ni

‖xi(0) − x j(0) − di j‖
2

∆ − ‖di j‖ − ‖xi(0) − x j(0) − di j‖
+

1
2

n∑
i=1

‖ri(0)‖2 +
nα2

d

8k3βd
.

Then, for any (i, j) ∈ E(G) and t ≥ 0, we have

νi j(∆, y(t)) =
‖yi(t) − y j(t)‖2

∆ − ‖di j‖ − ‖yi(t) − y j(t)‖
≤

2
k1
νd(∆, y(t)) ≤

2
k1

kd
ν .

Hence

‖yi(t) − y j(t)‖ ≤ kd
i j, (10.61)

where

kd
i j = −

kd
ν

k1
+

((kd
ν

k1

)2
+ 2

kd
ν

k1
(∆ − ‖di j‖)

) 1
2
< ∆ − ‖di j‖.

Then, we have

‖xi(t) − x j(t)‖ = ‖xi(t) − τi − (x j(t) − τ j) + di j‖ = ‖yi(t) − y j(t) + di j‖
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≤ ‖yi(t) − y j(t)‖ + ‖di j‖ ≤ kd
i j + ‖di j‖ < ∆, ∀t ≥ 0,

and thus connectivity maintenance is guaranteed.
(ii) Note B>2 P = [k1 k2], then we can rewrite the control input (10.24) as

ud
i (t) = −(B>2 P ⊗ Ip)

∑
j∈Ni

ωi j(t)(zi(t) − z j(t)) + Ei(t) − k3(B>2 ⊗ Ip)zi(t).

Let z(t) = col(z1(t), . . . , zn(t)) and z̄(t) = 1
n
∑n

i=1 zi(t). We consider the Lyapunov candidate

Vd(z(t)) =
1
2

(z(t) − 1nz̄(t))>(In ⊗ P ⊗ Ip)(z(t) − 1nz̄(t)) =
1
2

z>(t)(Kn ⊗ P ⊗ Ip)z(t).

The last equality holds since

z>(t)(Kn ⊗ I2 ⊗ Ip)z(t) = (z(t) − 1nz̄(t))>(In ⊗ I2 ⊗ Ip)(z(t) − 1nz̄(t)).

Then the derivative of Vd(z(t)) along the trajectories of (10.21) is

V̇d(z(t)) = z>(t)(Kn ⊗ P ⊗ Ip)ż(t)

= z>(t)(Kn ⊗ P ⊗ Ip)((In ⊗ B1 ⊗ Ip)z(t) + (In ⊗ B2 ⊗ Ip)ud(t))
= z>(t)(Kn ⊗ P ⊗ Ip)((In ⊗ B1 ⊗ Ip)z(t)

+ (In ⊗ B2 ⊗ Ip)(−(Lω ⊗ B>2 P ⊗ Ip)z(t) + E(t) − k3(In ⊗ B>2 ⊗ Ip)z(t)))

=
1
2

z>(t)(Kn ⊗ (PB1 + B>1 P) ⊗ Ip)z(t) − z>(t)(Lω ⊗ PB2B>2 P ⊗ Ip)z(t)

− k3z>(t)(Kn ⊗ PB2B>2 ⊗ Ip)z(t) + z>(t)(Kn ⊗ PB2 ⊗ Ip)E(t),

where ud(t) = col(ud
1(t), . . . , ud

n(t)) and E(t) = col(E1(t), . . . , En(t)). From PB2B>2 P ≥ 0 and
Lω ≥ 2β0Kn ≥ 2β1Kn due to (2.6), we have

−z>(t)(Lω ⊗ PB2B>2 P ⊗ Ip)z(t) ≤ −2β1z>(t)(Kn ⊗ PB2B>2 P ⊗ Ip)z(t). (10.62)

Noting

PB2B>2 + B2B>2 P
2

=

 0 k1
2

k1
2 k2

 ,
one can easily check that ρ( 1

2 (PB2B>2 + B2B>2 P)) = 1
2 (k2 + (k2

1 +k2
2)

1
2 ). Noting k4 = 1

2 k3(k2 +

(k2
1 + k2

2)
1
2 ), we have

−k3z>(t)(Kn ⊗ PB2B>2 ⊗ Ip)z(t) ≤ k4z>(t)(Kn ⊗ I2 ⊗ Ip)z(t). (10.63)

Then from (10.62), (10.63) and the inequality

z>(t)(Kn ⊗ PB2 ⊗ Ip)E(t) ≤ β1z>(t)(Kn ⊗ PB2B>2 P ⊗ Ip)z(t) +
1

4β1
‖E(t)‖2,
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we get

V̇d(z(t)) ≤
1
2

z>(t)
(
Kn ⊗ (PB1 + B>1 P − 2β1PB2B>2 P) ⊗ Ip

)
z(t)

+ k4z>(t)(Kn ⊗ I2 ⊗ Ip)z(t) +
1

4β1
‖E(t)‖2

≤ −(2 − k4)z>(t)(Kn ⊗ I2 ⊗ Ip)z(t) +
1

4β1
‖E(t)‖2

≤ −
2(2 − k4)
ρ(P)

Vd(z(t)) +
nα2

d

4β1
e−2βd t,

where the second inequality holds due to (10.22) and the last inequality holds due to
(10.23). Hence

Vd(z(t)) ≤ Vd(z(0))e−
2(2−k4)
ρ(P) t

+
ρ(P)nα2

d(e−2βd t − e−
2(2−k4)
ρ(P) t)

8β1(2 − k4 − βdρ(P))
.

Thus

‖yi(t) − y j(t)‖2 + ‖ri(t) − r j(t)‖2 = ‖zi(t) − z j(t)‖2 ≤ 2‖zi(t) − z̄(t)‖2 + 2‖z̄(t) − z j(t)‖2

≤
4

ρ2(P)
Vd(z(t)) < kd

Ve−2βd t, (10.64)

where

kd
V =

4Vd(z(0))
ρ2(P)

+
ρ(P)nα2

d

2ρ2(P)β1(2 − k4 − βdρ(P))
.

Hence

lim
t→∞

(xi(t) − x j(t)) = lim
t→∞

(yi(t) − τi − (y j(t) − τ j)) = di j,

and

lim
t→∞

(ri(t) − r j(t)) = 0,

exponentially.
(iii) From

ṙi(t) = ud
i (t) = Ei(t) − k1

∑
l∈Ni

ωil(t)(yi(t) − yl(t)) − k2

∑
l∈Ni

ωil(t)(ri(t) − rl(t)) − k3ri(t),

we have

dek3tri(t)
dt

=
(
Ei(t) − k1

∑
l∈Ni

ωil(t)(yi(t) − yl(t)) − k2

∑
l∈Ni

ωil(t)(ri(t) − rl(t))
)
ek3t.
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Then, similar to (10.54), we have

d‖ek3tri(t)‖
dt

≤

∥∥∥∥∥∥dek3tri(t)
dt

∥∥∥∥∥∥
=

∥∥∥∥Ei(t) − k1

∑
l∈Ni

ωil(t)(yi(t) − yl(t)) − k2

∑
l∈Ni

ωil(t)(ri(t) − rl(t))
∥∥∥∥ek3t

≤ cr
i e

(k3−βd)t,

where

cr
i = αd + (k1 + k2)

∑
l∈Ni

fil(kd
il)

√
kd

V .

From

ek3t d‖ri(t)‖
dt

≤ ek3t d‖ri(t)‖
dt

+ k3ek3t‖ri(t)‖ =
dek3t‖ri(t)‖

dt
=

d‖ek3tri(t)‖
dt

,

we have

d‖ri(t)‖
dt

≤ cr
i e
−βd t, ∀t ≥ 0.

Thus

‖ri(t)‖ ≤ ‖ri(0)‖ +
cr

i

βd
, ∀t ≥ 0, (10.65)

and

‖ud
i (t)‖ = ‖ṙi(t)‖

=
∥∥∥∥Ei(t) − k1

∑
l∈Ni

ωil(t)(yi(t) − yl(t)) − k2

∑
l∈Ni

ωil(t)(ri(t) − rl(t)) − k3ri(t)
∥∥∥∥

≤ cr
i e
−βd t + k3

(
‖ri(0)‖ +

cr
i

βd

)
. (10.66)

Again, similar to (10.54), we have

‖ṙi(t) − ṙ j(t)‖ =
∥∥∥∥Ei(t) − E j(t) − k1

∑
l∈Ni

ωil(t)(yi(t) − yl(t))

− k2

∑
l∈Ni

ωil(t)(ri(t) − rl(t)) + k1

∑
l∈N j

ω jl(t)(y j(t) − yl(t))
∥∥∥∥

+ k2

∑
l∈N j

ω jl(t)(r j(t) − rl(t)) − k3(ri(t) − r j(t))‖ (10.67)

< cr
i je
−βd t, (10.68)
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where cr
i j = 2αd + ((k1 + k2)(

∑
l∈Ni

fil(kd
il) +

∑
l∈N j

f jl(kd
jl)) + k3)

√
kd

V

Similar to (10.55), we have

ėi(t) =
∑
j∈Ni

(ω̇i j(t)(yi(t) − y j(t)) + ωi j(t)(ẏi(t) − ẏ j(t)))

=
∑
j∈Ni

(
hi j(‖yi(t) − y j(t)‖)

(yi(t) − y j(t))>

‖yi(t) − y j(t)‖
(ri(t) − r j(t))(yi(t) − y j(t))

+ ωi j(t)(ri(t) − r j(t))
)
, (10.69)

and

ėr
i (t) =

∑
j∈Ni

(ω̇i j(t)(ri(t) − r j(t)) + ωi j(t)(ṙi(t) − ṙ j(t)))

=
∑
j∈Ni

(
hi j(‖yi(t) − y j(t)‖)

(yi(t) − y j(t))>

‖yi(t) − y j(t)‖
(ri(t) − r j(t))(ri(t) − r j(t))

+ ωi j(t)(ṙi(t) − ṙ j(t))
)
. (10.70)

Similar to (10.58), from (10.61), (10.66), and (10.68), we have

d‖Ei(t)‖
dt

=
d‖k1ei(t) + k2er

i (t) + k3(ri(t) − ri(ti
ki(t)

))‖

dt
≤ ‖k1ėi(t) + k2ėr

i (t) + k3ṙi(t)‖ (10.71)
≤ k1‖ėi(t)‖ + k2‖ėr

i (t)‖ + k3‖ṙi(t)‖

≤
∑
j∈Ni

(
k1gi j(‖yi(t) − y j(t)‖)‖ri(t) − r j(t)‖

+ k2hi j(‖yi(t) − y j(t)‖)‖ri(t) − r j(t)‖2 + k2ωi j(t)(‖ṙi(t) − ṙ j(t)‖)
)

+ k3‖ud
i (t)‖ (10.72)

≤
∑
j∈Ni

k1gi j(kd
i j)‖ri(t) − r j(t)‖ + k2hi j(kd

i j)‖ri(t) − r j(t)‖2

+ k2 fi j(kd
i j)(‖ṙi(t) − ṙ j(t)‖) + k3

(
cq

i e−βd t + k3

(
‖ri(0)‖ +

cr
i

βd

))
< cd

i e−βd t + k3

(
cr

i e
−βd t + k3

(
‖ri(0)‖ +

cr
i

βd

))
,

where cd
i =

∑
j∈Ni

(k1gi j(kd
i j)

√
kd

V + k2hi j(kd
i j)k

d
V + k2 fi j(kd

i j)c
r
i j). Thus

d‖Ei(t)‖
dt

< ce
i , ∀t ≥ 0, (10.73)

where ce
i = cd

i + k3(cr
i + k3(‖qi(0)‖ +

cr
i
βd

)).
From (10.73), similar to the way to exclude Zeno behavior in the proof of Theorem 8.1

or 9.2, we can prove that there is no Zeno behavior by contradiction.



Chapter 11

Conclusions and future research

In this chapter, we summarize this thesis and discuss possible directions for future research.

11.1 Summary

The main results of this thesis were presented in Chapters 3–10 and divided into three
parts.

Distributed nonconvex optimization

In this part, we proposed distributed algorithms to solve nonconvex optimization problems
under different information feedback settings. We showed convergence properties, such
as linear convergence and linear speedup, of these algorithms under weaker assumptions
on the underlying communication network and cost functions than existing results in the
literature.

In Chapter 3, we proposed three algorithms: a distributed primal–dual FO algorithm,
a distributed ADMM algorithm, and a distributed linearized ADMM algorithm, to solve
the nonconvex optimization problem with full-information feedback. We derived their
convergence rates. More specifically, the classic O(1/T ) convergence rate was achieved
when each local cost function is smooth, and linear convergence was established when
the global cost function satisfies the P–Ł condition in addition, which relaxes the standard
strong convexity condition in the literature. One immediate future research direction is to
show other distributed optimization algorithms, such as distributed heavy-ball and adaptive
momentum algorithms, also achieve linear convergence under the P–Ł condition.

In Chapter 4, we studied distributed nonconvex optimization with stochastic gradient
feedback. We proposed a distributed primal–dual SGD algorithm which is suitable for
arbitrarily connected communication networks and any smooth cost functions. We showed
that the linear speedup convergence rate O(1/

√
nT ) was established for smooth nonconvex

cost functions. The convergence rate was improved to the linear speedup convergence rate
O(1/(nT )) when the global cost function satisfies the P–Ł condition in addition. It was
also shown that the output of the proposed algorithm with constant parameters linearly
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Table 11.1: Summary of the results in Part I of this thesis and comparison with the
literature.

Extra assumption? Linear convergence? Linear speedup?

[68–74, 76–91] No Strongly convex Not applicable

Chapter 3 No P–Ł condition Not applicable

[31–33, 132, 133, 135–137, 140, 141, 251, 255,
257–259] Yes Not applicable Yes

Chapter 4 No Not applicable Yes

[147–149, 151–155] No Not applicable No

Chapter 5 No Not applicable Yes

converges to a neighborhood of a global optimum. With some modifications, we believe
that the results in this chapter still hold for the distributed primal SGD and stochastic
gradient tracking algorithms.

In Chapter 5, we investigated distributed nonconvex optimization with ZO oracle
feedback. We first proposed a distributed primal–dual DZO algorithm to solve this problem
when DZO oracle feedback is available. We showed that it has the same convergence
properties as its FO counterpart under the same conditions. We then proposed two
distributed SZO algorithms to solve this problem when SZO oracle feedback is available.
We showed that the linear speedup convergence rate O(

√
p/(nT )) was established for

smooth nonconvex cost functions under arbitrarily connected communication networks.
The convergence rate was improved to O(p/(nT )) when the global cost function satisfies
the P–Ł condition in addition. It was also shown that the output of the these two algorithms
linearly converges to a neighborhood of a global optimum. One immediate future research
direction is to achieve faster convergence with reduced sampling complexity by using
variance reduction techniques.

We summarize some aspects of the results in this part in Table 11.1 and compare them
with the literature. The columns list some specific properties of distributed optimization
algorithms. Strong convexity is needed by existing full-information based distributed
optimization algorithms to obtain linear convergence, whereas this condition has been
relaxed by the P–Ł condition in Chapter 3, see the second and third rows in Table 11.1.
Existing SGD algorithms that obtained linear speedup require extra assumptions on the
communication network and cost functions, such as star graph, bounded gradients of the
local cost functions, and/or bounded difference between the gradients of the local and
global cost functions, but Chapter 4 does not, see the fourth and fifth rows in Table 11.1.
None of existing distributed ZO algorithms achieve linear speedup and most of them do
not consider the SZO oracle feedback setting either, while Chapter 5 does both, see the last
two rows in Table 11.1.
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Distributed online convex optimization

In this part, we proposed distributed online algorithms to solve convex optimization
problems with time-varying coupled inequality constraints under different information
feedback settings. We showed that the proposed algorithms achieve comparable and
sometimes better performance than existing (centralized) algorithms in the literature
measured by regret and constraint violation under weaker assumptions.

In Chapter 6, we considered an online convex optimization problem with time-
varying coupled inequality constraints. To the best of our knowledge, no existing studies
considered this problem before. We proposed a distributed online primal–dual dynamic
mirror descent algorithm to solve this problem. This algorithm does not require knowledge
of the total number of rounds or any other parameters related to the loss or constraint
functions. We derived regret and constraint violation bounds for the algorithm and showed
how they depend on the stepsize sequences, the accumulated dynamic variation of the
comparator sequence, the number of agents, and the network connectivity. We proved
that the algorithm achieves sublinear regret and constraint violation for both convex
and strongly convex objective functions. Compared with existing literature, this chapter
achieved better results under much weaker assumptions. With some modifications, we
believe that the results in this chapter can be extended to the situation where stochastic
gradient information is available. Furthermore, the results also can most likely be extended
to time-varying unbalanced directed communication networks.

In Chapter 7, we considered the distributed bandit online convex optimization problem
with time-varying coupled inequality constraints. To the best of our knowledge, no
existing studies considered this problem before. There are even no studies considered
the centralized bandit online convex optimization problem with time-varying inequality
constraints in the one-point bandit feedback setting. We proposed distributed bandit online
algorithms with one- and two-point bandit feedback, which do not require knowledge of the
total number of rounds or any other parameters related to the loss or constraint functions.
We showed that sublinear expected regret and constraint violation can be achieved by both
algorithms, which recover the bounds achieved by existing centralized bandit algorithms.
With some modifications, we believe that the results in this chapter still hold when
considering sampling noise. Furthermore, the results also most likely hold under time-
varying unbalanced directed communication networks.

We summarize some aspects of the results in this part in Table 11.2 and compare
them with the literature. The columns list some specific properties of (bandit) online
convex optimization algorithms. Most of existing algorithms require assumptions, such as
knowing the total number of rounds or any other parameters related to the loss or constraint
functions. Moreover, most are centralized and do not consider time-varying constraints.

Distributed event-triggered control

In this part, we proposed distributed dynamic event-triggered control algorithms for multi-
agent systems to reduce the amount of information exchanged and system update in
general. In particular, the three problems of average consensus for single-integrator agents,
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Table 11.2: Summary of the results in Part II of this thesis and comparison with the
literature.

Extra assumption? Distributed setting? Time-varying constraints? Bandit feedback?

[169, 170, 172] Yes No No No

[173–175] Yes No Yes No

[190, 191] No Yes No No

Chapter 6 No Yes Yes No

[169, 212, 280, 324,
325] Yes No No Yes

[328, 329] Yes No Yes Yes

Chapter 7 No Yes Yes Yes

global consensus for single-integrator agents with input saturation, and formation control
for single- and double-integrator agents with connectivity preservation were solved.

In Chapter 8, we first proposed two dynamic event-triggered control algorithms for
first-order continuous-time multi-agent systems to solve average consensus problem.
Compared with existing event-triggered control algorithms, our dynamic event-triggered
control algorithms involve internal dynamic variables which play an essential role in
guaranteeing that the triggering time sequence does not exhibit Zeno behavior. Some of the
existing event-triggered control algorithms are special cases of our strategies. We proved
that average consensus is achieved exponentially if and only if the communication graph is
connected, and Zeno behavior was excluded by proving that the triggering time sequence
of each agent is divergent. Then, we proposed a self-triggered control algorithm to avoid
continuous listening over the network. As a result, each agent only needs to sense and
broadcast at its triggering times, and to listen to and receive incoming information from
its neighbors at their triggering times. Thus continuous listening is avoided. With some
modifications, the results in this chapter can be extended to the cases that the underlying
graph is directed and has a directed spanning tree. Furthermore, the results also can most
likely be extended to general linear and nonlinear multi-agent systems with standard
controllability assumptions for linear dynamics and standard continuity assumptions for
the nonlinear dynamics.

In Chapter 9, we extended the results above to multi-agent systems with input
saturation constraints over digraphs. We first showed that global consensus is achieved
if and only if the underlying directed communication network has a directed spanning
tree. We then considered event-triggered control and presented a distributed triggering
law to reduce the overall need of communication and system updates. The triggering
law was a special kind of dynamic triggering and was inspired by a Lyapunov function
we used in the proof of the first result. We showed that consensus is achieved for the
event-triggered control under the same connectivity condition, and the triggering law was
proven to be free of Zeno behavior. Moreover, we presented a self-triggered algorithm to
avoid continuous listening. With some modifications, we believe that the results in this
chapter can be extended to multi-agent systems with output saturation constraints and even
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Table 11.3: Summary of the results in Part III of this thesis and comparison with the
literature.

Continuous
broadcasting?

Continuous
listening?

State
information?

Avoiding
Zeno?

[193–195, 358, 366, 379, 403, 408] No Yes Absolute ?

[200, 367–369, 380, 404, 407] No Yes Relative ?

Chapter 8 No No Absolute Yes

Chapter 9 No No Absolute Yes

Chapter 10 No No Relative Yes

nonlinear multi-agent systems with standard continuity assumptions.
In Chapter 10, formation control for multi-agent systems with limited communication

was addressed. We first considered the situation that agents are modeled as single
integrators and designed distributed event-triggered control. An event-triggered algorithm
and two self-triggered algorithms were proposed. It was shown that each agent only
updates its control input by sensing the relative state to its neighbors and broadcasts its
triggering information at its triggering times, and listens to and receives its neighbors’
triggering information at their triggering times. The desired formation was shown to be
established exponentially with connectivity preservation and exclusion of Zeno behavior.
Then, these results were extended to double integrators. With some modifications, we
think the results in this chapter can be extended to position- and distance-based formation
control, and can most likely be extended to systems with input saturation.

We summarize some aspects of the results in this part in Table 11.3 and compare them
with the literature. The columns list some specific properties of distributed event-triggered
control algorithms. None of the listed work assume continuous broadcasting of the agents’
state to its neighbors, but it is common in the literature to assume continuous listening.
None of results in Chapters 8–10 require agents to continuously listen to their neighbors.
The table specifies if the considered control laws are based on absolute state information
or relative state information. Finally, as shown in the thesis it is important to exclude
Zeno behavior. In the literature, this issue has not always been carefully investigated. In
particular, references [193,194,367,369,379,403,404,407] do not strictly show that Zeno
behavior is excluded, while [195, 200, 358, 366, 368, 380, 408] do.

11.2 Future research directions

There are several interesting research directions that can be based on the work of this thesis.
Some of the immediate ones were mentioned above. Other extensions are discussed in this
section.
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Distributed optimization with adversarial agents

A common assumption in the distributed optimization literature and Chapters 3–5 is
that all agents cooperate to learn the optimal solution. However, in networked cyber-
physical systems, some agents may become adversarial. Therefore, it is important to
investigate the performance of existing distributed optimization algorithms in the presence
of adversarial agents. Although distributed resilient consensus has been quite well studied,
e.g., [409–411], distributed resilient optimization with adversarial agents is a more open
problem, e.g., [412–414]. Existing results establish sufficient and/or necessary conditions
under which the proposed distributed algorithms ensure that the non-adversarial agents
converge to the convex hull of the local minimizers even in the presence of adversarial
agents. However, these results focus on distributed algorithms with diminishing stepsizes
and thus the convergence rate is slow. It is interesting to develop distributed resilient
optimization algorithms with fixed stepsizes such that faster convergence rate can be
achieved.

Distributed online convex optimization with aggregated variables

Distributed online convex optimization literature and Chapters 6–7 focus on the case
where each local loss and constraint functions depend only on local decision variables.
However, in many applications, the local loss and constraint functions depend also on
other agents’ decision variables. For example, the target surrounding problem, in which
a collection of agents desire to form a circular formation enclosing a moving target in
dynamic environments, can be formulated as an online optimization problem with each
local loss function resting not only on each agent’s own decision variable (such as position),
but also on the average of all agents’ decision variables. There are only few results on this
direction, e.g., [415]. It is challenging to develop distributed online algorithms such that
sublinear regret can be achieved.

Distributed event-triggered control with limited data rate

In Chapters 8–10, we showed that when agents use dynamic event-triggered strategies the
overall need of communication and system updates are reduced. It would be interesting to
quantify this reduction systematically and compare it with other event- and time-triggered
strategies. One specific problem is to determine the number of triggering times that are
needed to guarantee that all agents reach a ball of given radius centered at the average of
all agents’ states. It would be also interesting to find the minimum communication rate
between agents to guarantee that desired properties still can be achieved. Such minimum
rate question is well studied for single-agent systems, e.g., [416–420]. Although there
are some results also for multi-agent systems, e.g., [421, 422], this direction is far from
being complete. For example, it would be relevant to establish bit rate conditions under
which desired properties for multi-agent systems based on event-triggered control can be
guaranteed.
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