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Abstract

Security and reliability are essential properties in Networked Control Systems
(NCS), which are increasingly relevant in several important applications such as
the process industry and electric power networks. The trend towards using non-
proprietary and pervasive communication and information technology (IT) systems,
such as the Internet and wireless communications, may result in NCS being vulnera-
ble to cyber attacks. Traditional IT security does not consider the interdependencies
between the physical components and the cyber realm of IT systems. Moreover, the
control theoretic approach is not tailored to handle IT threats, focusing instead on
nature-driven events. This thesis addresses the security and reliability of NCS, with
a particular focus on power system control and supervision, contributing towards
establishing a framework capable of analyzing and building NCS security.

In our first contribution, the cyber security of the State Estimator (SE) in
power networks is analyzed under malicious sensor data corruption attacks. The
set of stealthy attacks bypassing current Bad Data Detector (BDD) schemes is
characterized for the nonlinear least squares SE, assuming the attacker has accurate
knowledge of a linearized model. This result is then extended to uncertain models
using the geometric properties of the SE and BDD. Using the previous results, a
security framework based on novel rational attack models is proposed, in which the
minimum-effort attack policy is cast as a constrained optimization problem. The
optimal attack cost is interpreted as a security metric, which can be used in the
design of protective schemes to strengthen security. The features of the proposed
framework are illustrated through simulation examples and experiments.

As our second contribution, we analyze the behavior of the Optimal Power Flow
(OPF) algorithm in the presence of stealthy sensor data corruption and the resulting
consequences to the power network operation. In particular, we characterize the set
of attacks that may lead the operator to apply the erroneous OPF recommendation
and propose an analytical expression for the optimal solution of a simplified OPF
problem with corrupted measurements. A novel impact-aware security metric is
proposed based on these results, considering both the impact on the system and
the attack cost. A small analytical example and numerical simulations are presented
to illustrate and motivate our contributions.

The third contribution considers the design of distributed schemes for fault de-
tection and isolation in large-scale networks of second-order systems. The proposed
approach is based on unknown input observers and exploits the networked struc-
ture of the system. Conditions are given on what local measurements should be
available for the proposed scheme to be feasible. Infeasibility results with respect
to available measurements and faults are also provided. In addition, methods to
reduce the complexity of the proposed scheme are discussed, thus ensuring the scal-
ability of the solution. Applications to power networks and robotic formations are
presented through numerical examples.
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Chapter 1

Introduction

Control engineering and automation are essential components in modern societies:
from supporting and enhancing industrial processes to ensuring that electricity is
continuously provided to every domestic household. The ubiquitous use of auto-
matic control is very much due to the technological developments in computation,
actuation, and sensing. Meeting safety, reliability, and performance requirements
needs continuous monitoring and control, only feasible through automation. Con-
trol theory has contributed to methods for guaranteeing these properties with pri-
mary focus on centralized controllers with full access to all the measurements and
actuators and reliable sensor-to-controller and controller-to-actuator communica-
tions links (Samad and Annaswamy, 2011).
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Figure 1.1: A networked control system under (a) nominal behavior and (b) cyber
attacks on actuators, sensors, controllers, and communication links.

The technological development has led to the increased use of digital controllers

1



2 Introduction

and communication networks in many control applications, effectively transforming
them into Networked Control Systems (NCS), i.e., systems controlled over commu-
nication networks as depicted in Figure 1.1(a) (Samad et al., 2007). Although this
paradigm shift creates new opportunities to increase the overall system safety, reli-
ability, and performance, it also leads to new challenges, specially when the effects
of the communication network influences the control performance (Baillieul and
Antsaklis, 2007; Hespanha et al., 2007). Additional challenges come from the use of
open (non-proprietary) and pervasive communication and information technology
(IT) systems, such as the Internet and common PC operating systems and wireless
communication technologies. As a result, NCS may become vulnerable to cyber
threats, as illustrated in Figure 1.1(b) (Bishop, 2002). Traditionally IT security
does not consider the interdependencies between the physical components and the
IT system. Theory and tools to analyze and build NCS security are therefore lack-
ing and in need to be developed, requiring a systematic handling of the complex
coupling between the physical and cyber realms in these systems.

1.1 Motivating Example: Power Networks

To illustrate and motivate the relevance of NCS security, we consider a complex and
large-scale application essential to modern society: power transmission networks.

Power transmission networks are complex and spatially distributed systems, as
illustrated in Figure 1.2. They are operated through supervisory control and data
acquisition (SCADA) systems, which represent the backbone IT and control infras-
tructure. SCADA systems collect data from remote terminal units (RTUs) installed
in substations and relay aggregated measurements to the central master station lo-
cated at the control center. SCADA systems for power networks are complemented
by a set of application specific software, usually called energy management systems
(EMS), enabling state and measurement estimation and optimal operation under
safety and reliability constraints.

As discussed in (Giani et al., 2009), there are several vulnerabilities in the
SCADA system architecture, as illustrated in Figure 1.3. These include the direct
tampering of RTUs (A1 and A5), communication links between the RTUs and
the control center (A2 and A6), and the IT software and databases in the control
center (A4 and A7). There are several reports regarding cyber attacks on SCADA
systems for power networks (CBSNews, 2009; Gorman, 2009). In addition, as seen
in the U.S.-Canada blackout in August 2003 (U.S.-Canada PSOTF, 2004), the
malfunction of SCADA systems together with nature-driven failures may result in
major blackouts. Hence one can hypothesize that cyber attacks may have similar
impact. On the other hand, in some power networks the supervisory operation
is market-driven, meaning that the prices paid to power producers vary according
to the current estimated state of the system and the available resources. The
California electricity crisis in 2000–2001 (FERC, 2003), a consequence of both a
flawed market design and covert market manipulations, shows that there may exist
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Figure 1.2: Nordic power network with indications of hydro (�) and thermal (N)
power plants and substations (•) (SvK).
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Figure 1.3: A schematic block diagram of a power network, a SCADA system, a
control center, and possible IT vulnerabilities.

economic incentive to tamper with the power system operation.
Regarding power generator plants, staged cyber attacks have succeeded in phys-

ically damaging generators (Meserve, 2007). More recently, two advanced recent
cyber attacks targeting industrial control systems were reported, namely Stuxnet
and Duqu (Falliere et al., 2011; Symantec, 2011). Stuxnet was designed to phys-
ically damage heavy machinery like steam turbines and gas centrifuges present in
process plants by interfering with low-level actuators (Falliere et al., 2011; Rid,
2011). Duqu, the most recent one, seems to be based on Stuxnet’s source code and
was aimed at espionage attacks on industrial control systems manufacturers in an
attempt to obtain sensitive information for facilitating future attacks (Symantec,
2011). Although no hardware damage was confirmed, both these threats highlight
the importance of secure IT and NCS systems.

1.2 Problem Formulation

This thesis addresses the problem of NCS security and reliability. Regarding secu-
rity, this thesis contributes towards a comprehensive framework to analyze, iden-
tify, and evaluate the consequences of existing vulnerabilities in NCS, essential for
proposing effective protection schemes. As for reliability, monitoring schemes suit-
able for large-scale systems are proposed.

In particular, the security of supervisory monitoring and control of power trans-
mission networks is analyzed in detail regarding cyber attacks on the measurements.
Figure 1.4 illustrates a control center with a SCADA EMS operating a power net-
work. The received measurements are processed by the state estimator (SE) to
estimate the state and unmeasured variables of the system. These are used by
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Figure 1.4: The SCADA EMS under a cyber attack on the measurements.

other EMS components to provide recommended control actions to the operator.
In our scenario, the set of measurements z is corrupted by the attacker with

a set of additive bias a. Although there exist bad data detectors (BDD), the
attack may pass undetected and affect the subsequent EMS components and the
operator’s decisions. How these attacks affect the system operation depends on
the interconnections between the several EMS components and the operator. This
thesis analyzes such interdependencies, characterizing the class of attacks that are
not detected and studying their effect on the optimal power flow algorithm and
power network operation.

Figure 1.5: A power transmission network with faults in a generator bus.

Reliability of power transmission networks is also addressed. Consider the power
network depicted in Figure 1.5 with a faulty generator. Due to the networked
structure of the system, faults occurring in a generator can propagate to the entire
system, possibly leading to cascading failures of other generators. An approach to
meet the reliability constraints is to timely detect, locate, and mitigate possible
faults before other components are affected. This thesis focus on the former two,
namely detection and localization of faults using model-based approaches. Given
the dimension of power transmission networks as illustrated in Figure 1.2, suitable
fault monitoring schemes are required to be distributed.
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1.3 Outline and Contributions

This thesis is the compilation and edition of results presented or submitted to peer-
reviewed scientific venues. In the following we present the outline of the thesis, in
addition to the collection of papers the respective chapters are based on.

Chapter 2: Background

The background on NCS and standard IT security is given, followed by a more
detailed problem formulation and description of supervisory monitoring and control
of power networks.

Chapter 3: Cyber Security of State Estimator in Power Systems

This chapter considerers the current SE and BDD algorithms in SCADA EMS for
power networks under malicious measurement data corruption attacks. A novel
attacker model is proposed, including reasonable attack goals, constraints, and
costs. The set of stealthy attacks bypassing current BDD schemes is characterized
for the nonlinear least squares SE, assuming the attacker has accurate knowledge
of a linearized model. This result is then extended to uncertain models using the
geometric properties of the SE and detection schemes. Using the previous results,
a security framework based on the novel attack models is proposed, in which the
minimum-effort attack policy is cast as a constrained optimization problem. The
optimal attack cost is interpreted as a security metric, which can be used in the
design of protective schemes to strengthen security. The features of the proposed
framework are illustrated through simulation examples and experiments.

This work is based on the following publications.

• H. Sandberg, A. Teixeira, and K. H. Johansson, "On Security Indices for
State Estimators in Power Networks". In First Workshop on Secure Control
Systems, Stockholm, Sweden, 2010.

• A. Teixeira, S. Amin, H. Sandberg, K. H. Johansson, and S. Sastry, "Cyber
Security Analysis of State Estimators in Electric Power Systems". In Pro-
ceedings of the 49th Conference on Decision and Control, Atlanta, GA, USA,
2010.

• A. Teixeira, G. Dán, H. Sandberg, and K. H. Johansson, "Cyber Security
Study of a SCADA Energy Management System: Stealthy Deception Attacks
on the State Estimator". In 18th IFAC World Congress, Milan, Italy, 2011.

Chapter 4: Cyber-Security of Optimal Power Flow in Power
Systems

In this chapter we analyze the behavior of the Optimal Power Flow (OPF) algo-
rithm in the presence of maliciously biased estimates and the resulting increased
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operation costs to the system operator. In particular, we characterize the set of
undetected attacks that may lead the operator to apply the erroneous OPF recom-
mendation. A new impact-aware security metric is introduced using the previous
analysis, which is useful for allocation and prioritization of protective measures.
Additionally, we propose an analytical expression for the optimal solution of a
simplified OPF problem with corrupted measurements. Analytical and numerical
examples are discussed to illustrate our contributions.

This work is based on the following paper, which has been recently submitted.

• A. Teixeira, H. Sandberg, G. Dán, and K. H. Johansson. "Optimal Power
Flow: Closing the Loop over Corrupted Data". Submitted to the American
Control Conference, 2012.

Chapter 5: Distributed Fault Diagnosis in Networked Systems

This chapter considers physical failures and distributed schemes for their detection
and isolation. The existence of unknown input observers (UIO) for networks of in-
terconnected second-order linear time invariant systems is studied. Two classes of
distributed control systems of large practical relevance are considered. It is proved
that for these systems one can construct a bank of UIOs, and use them to detect
and isolate faults in the network through a distributed implementation. In partic-
ular, by exploiting the system structure, this work provides further insight into the
design of UIO for networked systems. Moreover, the importance of certain network
measurements is shown. Infeasibility results with respect to available measurements
and faults are also provided, as well as methods to remove faulty agents from the
network. Applications to power networks and robotic formations are presented. It
is shown how the developed methodology apply to a power network described by
the swing equation with a faulty bus. For a multi-robot system, it is illustrated
how a faulty robot can be detected and removed.

This work is based on the following publications.

• A. Teixeira, H. Sandberg, and K. H. Johansson, "Networked Control Systems
under Cyber Attacks with Applications to Power Networks". In American
Control Conference, Baltimore, MD, USA, 2010.

• I. Shames, A. Teixeira, H. Sandberg, and K. H. Johansson, "Distributed
Fault Detection for Interconnected Second-Order Systems with Applications
to Power Networks". In First Workshop on Secure Control Systems, Stock-
holm, Sweden, 2010.

• I. Shames, A. Teixeira, H. Sandberg, and K. H. Johansson, "Distributed Fault
Detection for Interconnected Systems". In Automatica, to appear, 2011

• I. Shames, A. Teixeira, H. Sandberg, and K. H. Johansson, "Distributed Fault
Detection and Isolation with Imprecise Network Models". Submitted to the
American Control Conference, 2012



8 Introduction

Chapter 6: Conclusions and Future Work

A summary of the thesis contributions and future research directions are discussed.

1.4 Other Contributions

The following publications by the author are not covered in this thesis.

• J. Anderson, A. Teixeira, H. Sandberg and A. Papachristodoulou. "Dynam-
ical System Decomposition Using Dissipation Inequalities". To appear in
Proceedings of the 50th Conference on Decision and Control and European
Control Conference, Orlando, FL, USA, 2011.

• M. Larsson, J. Lindberg, J. Lycke, K. Hansson, A. Khakulov, E. Ringh, F.
Svensson, I. Tjernberg, A. Alam, J. Araujo, F. Farokhi, E. Gadhimi, A. Teix-
eira, D. V. Dimarogonas, K. H. Johansson, "Toward an Indoor Testbed for
Mobile Networked Control Systems". Submitted to the First Workshop on
Research, Development and Education on Unmanned Aerial Systems (RED-
UAS 2011), Seville, Spain 2011.

• I. Shames, A. Teixeira, H. Sandberg, and K. H. Johansson, "Distributed
Leader Selection without Direct Inter-Agent Communication". In IFAC Work-
shop on Distributed Estimation and Control of Networked Systems (NEC-
SYS), Annecy, France, 2010.



Chapter 2

Background

In this chapter we give an overview of the traditional frameworks for NCS reliability
and safety and IT security relevant to this thesis. The main application considered
in this work, power transmission networks, is also described.

2.1 Model-Based Fault Diagnosis

System performance, reliability, and safety concern the ability of maintaining dif-
ferent levels of acceptable behavior in spite of unpredicted events. Performance
is mainly addressed by compensating effects of disturbances, while possible ap-
proaches to reliability and safety include fault diagnosis and fault tolerant con-
trol. This section provides a general overview of model-based fault diagnosis meth-
ods (Chen and Patton, 1999; Ding, 2008; Hwang et al., 2010). In particular, we
consider fault detection and isolation.

Detection schemes for static models under cyber attacks are studied in Chap-
ter 3, while in Chapter 5 we consider fault detection and isolation methods for
large-scale dynamic models.

2.1.1 Model-Based Fault Detection

The objective of fault detection is to assess whether the system is in nominal be-
havior (no faults), or in an abnormal behavior (with faults). In model-based fault
detection, the nominal behavior of the system can be predicted based on known
plant models and respective inputs. The basic principle in model-based fault de-
tection is then to compare the predicted and real system trajectories, obtaining the
so-called residual as illustrated in Figure 2.1. The system is declared faulty if there
is a significant mismatch in the residual signal.

Residual generation

9
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Figure 2.1: Block diagram of a generic model-based fault detection scheme.

Hwang et al. (2010) give an overview of the several approaches to model-based
fault detection, isolation, and recovery. Regarding fault detection, one of the main
problem is the computation of the residual signal, i.e., a signal quantifying the
mismatch between the real and predicted outputs. This is particularly important in
the presence of measurement and process noise, unknown disturbances, and model
uncertainties. A widely used class of model-based residual generation schemes is the
observer-based approach (Patton and Chen, 1997). In this approach an observer is
designed to estimate the state and output of the plant, which is then compared to
the real plant output to generate the residual.

Example 2.1
Consider the model

z = Hx + f =







1 0

0 1

1 1






x + f,

where z is the set of measurements, x is the unknown state, and f is a possible
fault. Consider the nominal fault-free case where one has f = 0. An observer-
based approach to generate a residual is to estimate the state x through linear
least-squares, yielding x̂ = (H⊤H)−1H⊤z. This estimate can then be used to
generate the following residual r = z − Hx̂ = (I − H(H⊤H)−1H⊤)z. Note that
in the faulty case f 6= 0 we have r = (I − H(H⊤H)−1H⊤)f . This residual can
detect faults f on the measurements only if the faults do not satisfy the model, i.e.
f 6∈ Im H . This will be further discussed in Chapter 3.

The former example illustrated an observer-based method for a linear static
system. Similar approaches exist for dynamical systems as well, using for in-
stance full-order observers (Patton and Chen, 1997) or the Kalman filter (Chow
and Willsky, 1984). In the presence of additional uncertainties as unknown distur-
bances, other techniques must be employed. Examples of such techniques include
robust observers compensating the disturbance effect (Douglas and Speyer, 1995),
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optimization-based observer design mitigating the disturbance effects while max-
imizing the sensitivity to faults (Chung and Speyer, 1998), and unknown input
observers (UIO) that are able to completely decouple the disturbance effect from
the state estimate (Chen et al., 1996). The UIO approach will be used in Chapter 5.

Example 2.2
Consider now the previous example with a disturbance

z = Hx + Bd =







1 0

0 1

1 1






x +







0

0

1






d,

where d is a scalar disturbance. To obtain a residual decoupled from d, one can
pre-multiply the measurements by P = I − B(B⊤B)−1B⊤, resulting in w = P z =
P Hx + P Bd = P Hx. If H̃ = P H is full-column rank, one can compute the
disturbance decoupled residual r̃ = w − ŵ = (I − H̃(H̃⊤H̃)−1H̃⊤)P z. The UIO is
a dynamic equivalent of the approach taken in this example, suitable for dynamical
linear systems.

Residual evaluation

Another important issue in fault detection and isolation is the residual evalua-
tion (Hwang et al., 2010). The objective of this evaluation is to decide whether or
not a fault is present for a given residual signal. In deterministic systems, residual
evaluation may be performed by comparing the norm of the residual signal against
a threshold chosen to ensure robustness to uncertainties (Ding, 2008). In stochastic
systems, the statistical model of the residual signal can be used to design optimal
evaluation schemes in the form of hypothesis test, for instance the Generalized Like-
lihood Ratio Test, Sequential Probability Ratio Test, and the CUSUM (Basseville
and Nikiforov, 1993; Hwang et al., 2010). The hypotheses test approach is used in
Chapter 3.

2.1.2 Model-Based Fault Isolation

In addition to fault detection, it is useful to locate the faulty component in the
system, which is called fault isolation (Ding, 2008; Hwang et al., 2010). Fault
isolation is usually a harder problem than fault detection and may require additional
model knowledge. Since for fault isolation one needs to distinguish between different
possible faults, the model of the system in different faulty conditions is required,
see Figure 2.2.

A common approach is to constrain the design of the residual generator so
that the residuals have a certain structure facilitating isolation. Possible methods
include the Beard-Jones filter, designed so that each fault excites the residual in
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Figure 2.2: Block diagram of a generic model-based fault isolation scheme.

a given direction, the structured residuals approach where a bank of observers is
jointly designed to ensure isolation. Two particular cases of the structured residuals
approach are the Dedicated Observer scheme where each observer is sensitive to only
one fault, and the Generalized Observer scheme where each observer is sensitive to
all but one fault. The following example illustrates the latter method.

Example 2.3
Consider the static model in the previous examples with three faults

z = Hx + Ef+ =







1 0

0 1

1 1






x +







1 0 0

0 1 0

0 0 1













f1

f2

f3






,

where f1, f2, and f3 are scalar faults. Assume only a single fault occurs. The
Generalized Observer scheme is used to isolate the faults where three residuals are
designed, each sensitive to all but one fault. Denoting r1 as the residual insensitive
to f1, f1 could be treated as a disturbance and r1 generated using the approach
in the Example 2.2. Repeating the procedure for r2 and r3, a bank of residuals is
obtained with the following sensitivity table

f1 f2 f3

r1 0 1 1

r2 1 0 1

r3 1 1 0

where 1 (0) denotes that the residual is sensitive to (decoupled from) a given fault.
Given the former sensitivity table and the assumption that only a single fault occurs,
the faults can be isolated once they are detected. The Generalized Observer scheme
will be used in Chapter 5 for fault isolation in large-scale dynamical systems.
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(a)

(b)

(c)

Figure 2.3: Examples with violation of (a) confidentiality, (b) integrity, and (c) avail-
ability.

2.2 IT Security

In this section we introduce the main concepts of IT security used in the thesis.
Bishop (2002) identifies the fundamental properties of information and services in
IT systems, namely

• confidentiality;

• integrity;

• availability.

Confidentiality concerns the concealment of data, ensuring it remains known
to the authorized parties alone. Integrity relates to the trustworthiness of data,
meaning there is no unauthorized change to the information between the source
and destination. Availability considers the timely access to information or system
functionalities. A possible violation of the system security is denoted as a threat,
while an attack corresponds to the set of actions causing the violation to occur.
The following examples are presented to illustrate the former concepts.

Example 2.4
Consider the examples illustrated in Figure 2.3. In all three cases, Alice is sending
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the message [101] to Bob through a communication network. This is a private
message, hence only Alice and Bob should know its contents.

In Figure 2.3(a), a third entity is able to eavesdrop on the communication, thus
getting access to the message’s contents. Therefore the confidentiality was violated.

Another scenario occurs in Figure 2.3(b), where the third entity succeeds in sending
a wrong message to Bob, as if it was Alice sending it. Here data integrity is violated.

In our final example, illustrated in Figure 2.3(c), the message sent by Alice is
actually blocked and does not reach Bob. Hence data availability was compromised.

The violations presented in the previous examples were caused by disclosure,
deception, and Denial-of-Service attacks, respectively. Chapters 3 and 4 focus on
deception attacks, similar to example in Figure 2.3(b)

Security Strategies

Building IT security then amounts to ensuring the confidentiality, integrity, and
availability properties. There exist different approaches to handle cyber attacks,
which can be divided among the following classes:

• prevention;

• detection;

• recovery.

Prevention takes place by removing or mitigating existing vulnerabilities, thus
making attacks less likely. For instance, encryption of the communication link is a
prevention method against disclosure attacks considered in Figure 2.3(a). In this
case, unless the third party knows the encryption key, the message’s contents cannot
be accessed.

Detection, on the other hand, considers that attacks may take place. The ob-
jective is then to assess whether the system is under attack or not. In the deception
attack considered in Figure 2.3(b), a possible detection method would be to analyze
the contents of the message at destination, comparing them to what is expected.
Such strategy is similar to model-based fault detection described in Section 2.1.1,
and a model of the expected contents is required. These principles are indeed
used in practice, for instance to detect abnormal data traffic using statistical mod-
els (Zhang et al., 2009). In our particular example, suppose Alice and Bob agreed
that all the messages exchanged between them are required to have an even number
of 1’s. Since the message received by Bob has an odd number of 1’s, Bob could
then detect the data corruption.

Recovery deals with mitigation of the detected attacks, retaining a secure system
state. In the case of the Denial-of-Service attack in Figure 2.3(c), one could have
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a mitigation scheme where the data is re-sent using a different path from source to
destination, thus avoiding the compromised links.

Ensuring IT security is a dynamic procedure, as new vulnerabilities may be
discovered by attackers, even within the prevention, detection, and recovery mech-
anisms. For instance, in the case of deception attacks the attacker may find attack
strategies that bypass the current detection mechanisms, remaining undetected.
Chapters 3 and 4 explore this particular scenario.

Remark 2.2.1. The set of attacks bypassing given detection mechanisms are de-
noted as stealthy attacks. Recovering our example from Figure 2.3(b), if the fake
message had been [110] it would bypass Bob’s detection scheme, thus being a
stealthy deception attack.

2.3 Secure and Reliable Networked Control Systems

Secure NCS have received increasing attention recently. An overview of existing
cyber threats and vulnerabilities in NCS is presented in (Cardenas et al., 2009; Cár-
denas et al., 2008a,b), where the authors also mention some of the new challenges
arising from the interconnection of IT and control systems. Particularly, realistic
and rational adversary models are mentioned as one of the key items in security for
NCS. For instance, physical attacks affect the physical plant directly and can thus
be modeled as faults using the Fault Diagnosis literature mentioned in Section 2.1.
In the framework of security, however, such faults are rational and are endowed
with intelligence and intent. Therefore these faults may exploit vulnerabilities ex-
isting in the traditional fault detection mechanisms and remain undetected. In
fact, Amin et al. (2010) reported experimental stealthy data deception attacks on
water irrigation canals controlled by SCADA systems. Smith (2011) characterized
stealthy attack policies for scenarios where the attacker is able to perform disclosure
and deception attacks on all the sensors, illustrating it on the same water irrigation
system.

Rational attackers performing stealthy deception attacks were also considered
for sensor networks distributively computing linear functions, where each node is
modeled as a first-order system (Pasqualetti et al., 2011; Sundaram and Hadji-
costis, 2011; Sundaram et al., 2010). The class of stealthy deception attacks was
characterized in a system-theoretic fashion in terms of the number of compromised
nodes and the network connectivity. Other work also considering rational attack-
ers analyzes Denial-of-service attacks, where the optimal attack policy under finite
resources is characterized (Amin et al., 2009; Gupta et al., 2010).

Mo and Sinopoli (2009) considered replay attacks on wireless networks perform-
ing state estimation, which are a particular class of deceptions attacks, and proposed
a novel detection scheme tailored to this class of attacks. The safety of Automatic
Generation Control for power system under deception attacks was considered in
(Esfahani et al., 2010) and the authors showed that the cyber attacks could vio-
late the system safety constraints. Although the attackers were not assumed to be
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rational in these papers, the former illustrates that tailored detection mechanisms
can increase the attack detection rate, while the latter identified existing safety
vulnerabilities.

Benchmark examples for NCS security were described in (Rieger, 2010) and
numerical experiments on a benchmark process plant were reported in (Cárdenas
et al., 2011). In the latter, although a mathematical formulation for the effects of
cyber attacks was given, as well as attack objectives, the attack policies presented
did not make use of the full attacker resources.

Security of NCS is a recent research field, full of broad open questions. Further-
more recent work within the control community, this thesis included, only consider
how the possible threats affect the control system dynamics, while the IT system
and respective security mechanisms are neglected. Although this approach is inter-
esting and valid, looking more closely at the IT framework and tools may help to
design better protective schemes.

2.4 Power Transmission Networks

SCADA systems in power transmission networks have evolved substantially since
they were introduced in the 1960s (Wu et al., 2005). The early systems were
mainly used for logging data from the power network. Today modern SCADA
systems are enhanced by Energy Management Systems (EMS) providing system-
wide monitoring and control to meet performance and reliability constraints (Balu
et al., 1992; Shahidehpour et al., 2005a).

Due to constraints of traditional technologies, only quasi-steady state dynamics
are captured by current SCADA EMS. However, with the advent of new sensors
such as Phasor Measurement Units (PMUs), slow transient behaviors of power
transmission networks can now be captured. This leads to the so-called Wide-Area
Monitoring and Control Systems (WAMS/WAMC), providing yet another layer
of control with increased performance and reliability. These systems are briefly
described in the remaining of this section.

2.4.1 Energy Management System

Figure 2.4 illustrates some of the components in traditional SCADA EMS systems.
Power networks are hybrid systems, having analog variables, such as voltages and
currents, and digital variables like breaker status. System-wide measurements of
these variables are taken locally at the substation level, gathered by RTUs, and
transmitted to the control center through the communication network. Since not
all variables are measured, the current state of the power network needs to be
estimated based on the received measurements and a detailed system model. The
optimal state and measurement estimates are computed by the state estimator
(SE), see Figure 2.4. Possible measurement errors biasing the estimates can be
handled a posteriori by bad data detectors (BDD) using model-based approaches
as mentioned in Section 2.1.1.
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Figure 2.4: A schematic block diagram of a power network, a SCADA system, a
control center, and possible IT vulnerabilities.

The SE provides system observability to operators and other EMS tools, thus
being an integral tool in power network operation. As shown in Figure 2.4, con-
tingency analysis (CA) tools use the estimates to evaluate if the system meets the
required reliability criteria in the presence of hypothetical equipment failure. On
the other hand, optimal power flow (OPF) analysis based on the estimates evaluates
possible improvements in performance. Based on the recommendations from the
CA and OPF, the human operator chooses suitable control actions to be applied
to the power network, as illustrated in Figure 2.4.

Cyber threats

There are several threats in a SCADA system, given the complexity of the IT sys-
tem and the large number of heterogeneous components and services therein. In
Figure 2.4 we illustrate some of these threats and the respective entry points to the
SCADA EMS. For instance, the entry points A1–A3 and A5–A7 for the different
attacks discussed in the previous section. The measurements sent by the RTU (A2)
and the system information in the SCADA databases (A3 and A7) could be targets
of disclosure attacks to gain access to confidential data, such as the power network
model. A Denial-of-Service attack could be performed on the communication links
between the RTUs and the control center (A2 and A6), resulting in loss of avail-
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Figure 2.5: A schematic block diagram of a power network with a WAMS monitoring
faults.

ability. Another attack scenario corresponds to deception attacks on the RTU data
sent to the control center (A1–A3), resulting in a violation of data integrity. This
scenario is further discussed in Chapters 3 and 4, where the we characterize the
class of stealthy deception attacks bypassing existing detection schemes, similar to
the scenario illustrated in Figure 2.3(b) and discussed in the Example 2.4.

2.4.2 Wide-Area Monitoring and Control Systems

Power transmission networks are large-scale spatially distributed systems operating
under strict safety and reliability constraints (Shahidehpour et al., 2005b). Moni-
toring the overall state of the system is essential to ensure awareness of the system
operating conditions and timely detect events that may disrupt the power network
operation.

As described earlier, currently monitoring schemes are implemented in a cen-
tralized control center through a single state estimator. The core methodology
for state estimation of power systems dates from 1970 (Abur and Exposito, 2004;
Schweppe and Wildes, 1970). Due to the low sampling frequency of the sensors in
these systems a steady-state approach is taken and reliability is ensured by over-
constraining the network operation. Furthermore dynamic faults such as generator
electro-mechanical oscillations may pass undetected by schemes based on steady-
state models and measurements, possibly leading to cascade failures.

Recently measurement units with higher sampling rate such as the PMUs have
been developed, opening the way to dynamic state estimators and model-based
fault detection schemes taking into account the dynamics of the system. An exam-
ple of the new opportunities is the Wide-Area Monitoring System (WAMS), which
uses data from several PMUs to perform real-time monitoring of large-scale power
transmission networks (Machowski et al., 2008). Several implementations of WAMS
have recently been performed, which have proven useful in monitoring and damp-
ing power system oscillations (Phadke and de Moraes, 2008). In a recent survey,
Chompoobutrgool et al. (2011) present an overview of possible uses for WAMS,
such as dynamic state estimation and fault monitoring through Kalman filters.

In this thesis we consider distributed monitoring of faults in the power trans-
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mission network.
These technological developments allow for new opportunities to be envisioned,

such as a PMU-enabled WAMS monitoring for the system for physical faults illus-
trated in Figure 2.5. This serves as motivation for the contributions in Chapter 5,
where a distributed model-based fault monitoring scheme is proposed.





Chapter 3

Cyber-Security of State Estimator in Power

Systems

This chapter considers the cyber security of SCADA EMS providing support to
human operators for reliable and optimized power network operation, as described
in Section 2.4. Specifically, we consider that the IT system integrity is violated
due to deception attacks on the measurement data, as discussed in Section 2.2.
The current detection mechanisms for measurement errors (BDD) are analyzed to
identify existing vulnerabilities, leading to the characterization of stealthy deception
attacks that are able to remain undetected.

The outline of this chapter is as follows. Section 3.1 gives an overview of re-
lated work and summarizes this chapter’s contributions. The theoretical concepts
behind the SE and BDD algorithms in power networks are presented in Section 3.2
and the VIKING 40−bus benchmark used in the numerical examples is described
in Section 3.3. In Section 3.4 a novel attacker model and optimization framework
to analyze the vulnerability to stealthy attacks is proposed. Some considerations
regarding limitations of linear attack policies are also given and a security metric
quantifying each measurement’s vulnerability to stealthy attacks is proposed. Sec-
tion 3.5 contains the analysis of stealthy attack based on perturbed models and the
description and results of experiments conducted in a SCADA EMS software. A
summary of the chapter is presented in Section 3.6.

3.1 Contributions and Related Work

In current implementations of SE algorithms, there are bad data detection (BDD)
schemes designed to detect random outliers in the measurement data based on a
detailed measurement model and high measurement redundancy. However, these
methods may fail in the presence of an intelligent attacker. For instance, it is
well known (Abur and Exposito, 2004; Monticelli, 1999) that the BDD can fail to
detect and isolate the faulty measurements for the so-called multiple interacting bad
data, which are correlated errors affecting several measurements usually caused by

21
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Figure 3.1: The state estimator under a cyber attack

parameter and topology model mismatches.
Consider Figure 3.1 illustrating the SCADA EMS in power networks under

deception attacks on the measurement data. As described in Section 2.4, system-
wide measurements of physical variables are taken and gathered locally at the
substations by the RTUs. The total set of measurements arranged in a vector is
denoted as z ∈ Rm in Figure 3.1. The deception attack on the measurements
is modeled by a ∈ Rm, where each element ai corresponds to the data corruption
added to the corresponding measurement, zi. The vector of corrupted measurement
data used by the EMS components is then za = z + a.

A class of data corruption attacks a undetectable by conventional BDD schemes
has been characterized in recent work (Bobba et al., 2010; Giani et al., 2011; Liu
et al., 2009; Sandberg et al., 2010). Several countermeasures to these attacks were
proposed, from the allocation of encryption (Dán and Sandberg, 2010) and addi-
tional protected measuring devices (Giani et al., 2011), to the implementation of
improved BDD schemes, see (Bobba et al., 2010; Kosut et al., 2010). Methods
to efficiently rank the measurements in terms of their vulnerability and finding
sparse attacks requiring the corruption of a low number of measurements were also
proposed (Dán and Sandberg, 2010; Giani et al., 2011; Sandberg et al., 2010; Sou
et al., 2011). However, the aforementioned class of undetectable attacks was de-
rived assuming that both the BDD and the attacker know exactly a simplified linear
network model. This assumption on the attacker knowledge may be too restrictive
in most scenarios. Moreover, the real power network is nonlinear and a nonlinear
model is also typically implemented in the SE. Therefore, it is not clear how a
nonlinear SE will react to these stealthy deception attacks or how large a can be
before the SE no longer converges.

Two main contributions regarding stealthy attacks on SCADA EMS are re-
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ported in this chapter. First, a novel attacker model is proposed, including attack
goals and constraints in addition to being stealthy. Given the characterization of
stealthy attacks using accurate linear models, the proposed attacker model directly
leads to attack policies formulated in an optimization framework. The proposed
framework may be used to analyze each measurement’s vulnerability to stealthy
attacks (Sandberg et al., 2010) and suggest defensive solutions (Dán and Sandberg,
2010).

As our second contribution we relax the assumption that the attacker has an
accurate linear model of the system and consider perturbed models, for instance
due to linearization and varying operating conditions. In this framework we provide
bounds on the attack vector size ensuring that the attack is stealthy, despite the
model errors. Then we consider a nonlinear SE algorithm and present experimental
results on its sensitivity to stealthy deception attacks computed using linear policies.
To the best of our knowledge, this is the first such experimental study on nonlinear
SE algorithms. Maybe somewhat surprisingly, for the cases we have studied, the
attacks indeed pass undetected for very large corruptions a, indicating that the
simplifying assumptions used in the previously mentioned studies are indeed valid.

These contributions increase the understanding regarding vulnerabilities in cur-
rent detection mechanisms, which is an essential step in improving the system’s
security and reliability.

3.2 Preliminaries

In this section we introduce the power network models and the theory behind the
SE, BDD, and OPF algorithms.

3.2.1 Measurement Model

For an N−bus electric power network, the n = 2N − 1 dimensional state vector x
is (θ⊤, V ⊤)⊤, where V = (V1, . . . , VN ) is the vector of bus voltage magnitudes and
θ = (θ2, . . . , θN ) vector of phase angles. This state vector is the minimal information
needed to characterize the operating point of the power network. Without loss of
generality, we have considered bus 1 to be the reference bus, hence all phase-angles
are taken relatively to this bus and θ1 = 0. The m−dimensional measurement
vector z can be grouped into two categories: (1) zP , the active power flow mea-
surements Pij from bus i to j and active power injection measurement Pi at bus
i, and (2) zQ, the reactive power flow measurements Qij from bus i to j, reactive
power injection measurement Qi and Vi voltage magnitude measurement at bus i.
The neighborhood set of bus i, which consists of all buses directly connected to this
bus, is denoted by Ni. The power injections at bus i are described by

Pi = Vi

∑

j∈Ni
Vj (Gij cos θij + Bij sin θij)

Qi = Vi

∑

j∈Ni
Vj (Gij sin θij − Bij cos θij)

,
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and the power flows from bus i to bus j are described by

Pij = V 2
i (gsi + gij) − ViVj (gij cos θij + bij sin θij)

Qij = −V 2
i (bsi + bij) − ViVj (gij sin θij − bij cos θij)

,

where θij = θi −θj is the phase angle difference between bus i and j, gsi and bsi are
the shunt conductance and susceptance of bus i, gij and bij are the conductance and
susceptance of the branch from bus i to j, and Yij = Gij +jBij is the (i, j)−th entry
of the nodal admittance matrix. More detailed formulas relating measurements z
and state x may be found in (Abur and Exposito, 2004).

Assuming that the model parameters and the network topology are exact, the
nonlinear measurement model for state estimation is defined by

z = h(x) + ǫ, (3.1)

where h(·) is the m−dimensional nonlinear measurement function that relates
measurements to states and is assumed to be twice continuously differentiable,
ǫ = (ǫ1, . . . , ǫm)⊤ the zero mean measurement error vector, and usually m ≫ n
meaning that there is high measurement redundancy. Here ǫi are independent Gaus-
sian variables with respective variances σ2

i indicating the relative uncertainty about
the i−th measurement and thus we have ǫ ∼ N (0, R) where R = diag(σ2

1 , . . . , σ2
m)

is the covariance matrix.

DC measurement model

The so-called DC network model is a linear measurement model obtained by neglect-
ing the reactive power components and assuming that the voltage magnitudes are
constant at 1pu (per unit), there are no branch resistances and shunt admittances,
and the phase-angles θi are close to zero, leading to the following measurement
equations

Pi =
∑

j∈Ni

bij(θi − θj)

Pij = −bij(θi − θj)

.

The resulting linear measurement model is then given by

z = HDCx + ǫ, (3.2)

where z contains only active power measurements and the state x corresponds to
the phase-angles, i.e. x = θ.

3.2.2 State Estimator

The basic SE problem is to find the best n-dimensional state x for the measurement
model (3.1) in a weighted least square (WLS) sense. Defining the residual vector
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r(x) = z − h(x), we can write the WLS problem as

min
x∈Rn

J(x) =
1

2
r(x)⊤R−1r(x)

such that g(x) = 0, s(x) ≤ 0,
(3.3)

where the inequality constraints generally model saturation limits, while the equal-
ity constraints are used to include target setpoints and to ensure physical laws such
as zero power injection transition buses, e.g., transformers, and zero power flow in
disconnected branches. Such data used in the equality constraints is often seen as
pseudo-measurements. For sake of simplicity, we will present the solution to the
unconstrained optimization problem.

The unconstrained WLS problem is posed as

min
x∈Rn

J(x) =
1

2
r(x)⊤R−1r(x).

The SE yields a state estimate x̂ as a minimizer to this problem. The solution x̂
can be found using the Gauss-Newton method which solves the so called normal
equations:

(

H⊤(xk)R−1H(xk)
)

∆xk = H⊤(xk)R−1r(xk), (3.4)

for k = 0, 1, . . ., where

H(xk) :=
dh(x)

dx

∣

∣

∣

∣

x=xk

is called the Jacobian matrix of the measurement model h(x) and ∆xk = xk+1 −xk.
The normal equations yield a unique solution if the measurement Jacobian matrix
H(xk) is full column rank. In this case, the power network is said to be observable.
Consequently, the matrix

(

H⊤(xk)R−1H(xk)
)

in (3.4) is positive definite and the
Gauss-Newton step generates a descent direction, i.e., for the direction ∆xk =
xk+1 − xk the condition ∇J(xk)⊤∆xk < 0 is satisfied. The estimation algorithm is
finalized when the stopping criteria

∆xk =
(

H⊤(xk)R−1H(xk)
)−1

H⊤(xk)R−1r(xk) ≈ 0

is met and the optimal estimate is taken as x̂ = xk.
For notational convenience, throughout the next sections we will use H(xk) as

H , ∆xk as ∆x, and r(xk) = z − h(xk) as r.

DC state estimator

Considering the linear DC model (3.2), the SE problem (3.3) reduces to a con-
strained linear least squares problem. In the unconstrained case the optimal esti-
mate is obtained using the normal equations

x̂ = (H⊤
DCR−1HDC)−1H⊤

DCR−1z.
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Remark 3.2.1. Henceforth we consider the covariance matrix R to be the identity
matrix, for simplicity, i.e., all measurements have unitary weights.

3.2.3 Bad Data Detection

Through BDD the SE detects measurements corrupted by errors whose statistical
properties exceed the presumed standard deviation or mean (Abur and Exposito,
2004). As mentioned in Section 2.1.1, this can be achieved by hypothesis tests
using the statistical properties of the measurement residual (3.5), which is now
characterized under the presence of measurement errors.

Proposition 3.2.1. Consider the measurements z = h(x) + ǫ and suppose the
optimal estimate in the least squares sense, x̂, is obtained with the Gauss-Newton
method. The first-order approximation of the measurement residual r(x̂) = z −h(x̂)
is given by

r = Sǫ, (3.5)

where S = I − H(H⊤H)−1H⊤ and H = ∂h(x)
∂x

∣

∣

∣

x=x̂
.

Proof. Performing a first-order approximation on the measurement model, h(x) ≈
h(x̂) + H(x − x̂), and applying it to the measurement residual we obtain r ≈
h(x̂) + H(x − x̂) + ǫ − h(x̂) = H(x − x̂) + ǫ. Since the Gauss-Newton method has
converged, the stopping criteria (H⊤H)−1H⊤r(x̂) ≈ 0 is met and, together with the
residual first-order approximation, results in H(x − x̂) = −H(H⊤H)−1H⊤ǫ. The
residual first-order approximation is then given by r = (I − H(H⊤H)−1H⊤)ǫ.

Remark 3.2.2. The measurement estimate (residual) sensitivity matrix corre-
sponds to the orthogonal projector onto Im(H) (Ker(H⊤)), defined as PIm(H) =

H(H⊤H)−1H⊤ (PKer(H⊤) = I − H(H⊤H)−1H⊤). Some properties of orthogonal

projectors will be useful in the following sections, namely P2 = P = P⊤.

Remark 3.2.3. An expression similar to (3.5) can be obtained for the measurement
residual in the DC-SE by replacing H with HDC .

We now introduce two of the BDD hypothesis tests widely used in practice, the
performance index test and the largest normalized residual test, which will be used
when characterizing stealthy attack policies.

Performance index test

Consider the quadratic cost function evaluated at the optimal estimate x̂

J(x̂) = r⊤r = ǫ⊤Sǫ. (3.6)

Recalling that rank(H) = n, Im(H) ⊕ Ker(H⊤) = Rm, and S = PKer(H⊤), from
the definition of orthogonal projector we have rank(S) = m − n. Therefore, in the
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absence of bad data, the quadratic form ǫ⊤Sǫ has a chi-squares distribution with
m − n degrees of freedom, i.e. J(x̂) ∼ χ2

m−n with E {J(x̂)} = m − n. The main
idea behind the performance index test is to use J(x̂) as an approximation of y and
check if J(x̂) follows the distribution χ2

m−n. This can be posed as a hypothesis test
with a null hypothesis H0, which if accepted means there is no bad data, and an
alternative bad data hypothesis H1 where

H0 : E {J(x̂)} = m − n, H1 : E {J(x̂)} > m − n

Defining α ∈ [0, 1] as the significance level of the test corresponding to the false-
alarm rate, and τχ(α) such that

∫ τχ(α)

0

gχ(u)du = 1 − α, (3.7)

where gχ(u) is the probability distribution function (pdf) of χ2
m−n, and noting that

J(x̂) = ‖r(x̂)‖2
2 the result of the test is

reject H0 if ‖r‖2 >
√

τχ(α),

accept H0 if ‖r‖2 ≤
√

τχ(α).

Largest normalized residual test

Recall that from (3.5) we have r ∼ N (0, S) and consider the weighted residual
vector

rN = D−1/2r, (3.8)

with D ∈ Rm×m being a diagonal matrix defined as D = diag(S). In the absence of
bad data each element rN

i , i = 1, . . . , m of the weighted residual vector then follows
a normal distribution with zero mean and unit variance, i.e. rN

i ∼ N (0, 1), ∀i =
1, . . . , m, and rN is often named as the normalized residual. Hence bad data could
be detected by checking if rN

i follows N (0, 1), which may be posed as the following
hypothesis test:

H0 : E
{

rN
i

}

= 0, H1 : E
{

|rN
i |)

}

> 0.

Again defining α ∈ [0, 1] as the significance level of the test and τN such that

∫ τN (α)

−τN (α)

gN (u)du = 1 − α, (3.9)

where gN (u) is the pdf of N (0, 1), and noting (3.8), the result of the test is

reject H0 if ‖D−1/2r‖∞ > τN (α)

accept H0 if ‖D−1/2r‖∞ ≤ τN (α)
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Figure 3.2: Power network considered in the experiment.

Remark 3.2.4. Denote ‖ · ‖p as the p−norm for p ≥ 0 and consider ‖ · ‖0 to be
the cardinality of the respective vector. Clearly both tests may be written as

‖Wr(x̂)‖p

H0

≶
H1

τ, (3.10)

for suitable weights W, norms p, and thresholds τ .

3.3 VIKING 40−bus Benchmark

In this thesis the VIKING 40−bus power transmission network is used as a bench-
mark example to illustrate some of our contributions through numerical simula-
tions and experiments. This benchmark was designed under the EU FP7 VIKING
project (Björkman, 2010; Giani et al., 2009). This network, similar to the IEEE
39−bus network, is shown in Figure 3.2. The system consists of 14 substations and
the bus-branch model has 27 buses and 40 branches. The default measurement con-
figuration, i.e., which physical variables are measured, renders the power network
observable but does not include all the possible measurements.

The power network topology, model parameters, and measurement configuration
were imported to MATLAB using the MATPOWER toolbox (Zimmerman et al.,
2009), mirroring the network model information available in a SCADA EMS system.
The network model and EMS component algorithms from the VIKING 40−bus
benchmark will be used to illustrate the framework developed in this chapter and
also in Chapter 4.
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3.4 State Estimation under Stealthy Deception Attacks

Using the theory and models described in the previous section, we present the
framework used throughout the next sections to study the cyber security of SCADA
EMS software and algorithms.

3.4.1 Attacker Model

Let the corrupted measurement be denoted za. We assume the following additive
attack model

za = z + a, (3.11)

where a ∈ Rm is the attack vector introduced by the attacker, see also Figure 3.1.
The vector a has zero entries for uncompromised measurements.

The purpose of a stealthy deception attacker is to compromise the telemetered
measurements available to the SE while meeting the following conditions:

1. the SE algorithm converges;

Since the SE convergence is not in the scope of this thesis, this condition
is assumed to be met. Alternatively, one could constrain the attack to be
sufficiently small so that convergence is indeed achieved. Later in Section 3.5.3
an experimental example is shown where this condition was violated for large
attacks.

2. the attack remains undetected by the BDD scheme;

The attacker’s action will be undetected by the BDD scheme provided that
the measurement residual under attack, ra := r(x̂a) = za − h(x̂a), satisfies
the condition (3.10) for H0, i.e., ‖Wr(x̂)‖p < τ . We will occasionally use the
notation x̂a(za) to emphasize the dependence on za.

3. for the targeted set of measurements, the estimated values at convergence are
close to the compromised ones introduced by the attacker;

Consider that the attacker aims at corrupting measurement i. This means
the attacker would like the estimated measurement ẑa

i := hi(x̂
a(za)) to be

equal to the actual corrupted measurement za
i . Therefore, we consider that

the attack vector a is chosen such that |za
i − ẑa

i | = 0.

The aim of a stealthy deception attacker is then to find and apply an attack a
that satisfies conditions 1), 2), and 3). This problem can be posed as

find a

s.t. a ∈ G ∩ C ∩ U ,
(3.12)

where G is the set of goals in condition 3), C the set of constraints ensuring condition
1) is met and that no protected measurements are corrupted, and U the set of
stealthy attacks satisfying condition 2).
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Stealthy attacks based on linear models

In general a stealthy attack requires the corruption of more measurements than
the targeted one, as a stealthy attack must have the attack vector a fitting the
measurement model in order to bypass the BDD (Liu et al., 2009; Mili et al., 1985).
This result has been illustrated for the DC-SE (Liu et al., 2009), where the class
of stealthy attacks for linear DC model is characterized by a ∈ Im(HDC). The
following statement extends the previous concept to the nonlinear SE, which has
been discussed by Mili et al. (1985) regarding multiple interacting bad data.

Theorem 3.4.1. Consider the measurement residual under attack ra = za − h(x̂a)

with za = z +a, z = h(x)+ǫ, and ǫ ∼ N (0, I) and let H = ∂h(x)
∂x

∣

∣

∣

x=x̂a
. For optimal

estimates obtained by the Gauss-Newton method, attacks satisfying a ∈ Im(H) are

not detected by any BDD test of the form ‖Wra‖p

H0

≶
H1

τ .

Proof. From (3.5) we obtain the following expression for the residual under attack
ra = S(a + ǫ). Recalling that Ker(H⊤) and Im(H) are orthogonal subspaces and
S = PKer(H⊤), it immediately follows that for any a ∈ Im(H) we have ra =
S(a + ǫ) = Sǫ, which meets the statistical models under no bad data, H0, as
discussed in Section 3.2.3.

Remark 3.4.1. Note that computing these attacks requires knowledge of the lin-

earized model at the biased estimate x̂a, H = ∂h(x)
∂x

∣

∣

∣

x=x̂a
, which is not known a

priori.

Therefore, given the above remark, it remains unclear whether attacks computed
using linear models H(x) 6= H(x̂a) are indeed stealthy for nonlinear estimators.
This issue is further analyzed in Section 3.5.

In the remainder of this section, the attack vector a is assumed to be sufficiently
small such that Im (H(x)) ≈ Im (H(x̂a)), implying that S(x) ≈ S(x̂a). Therefore
non-trivial attacks of the form

a = Hc, c 6∈ Ker(H) (3.13)

are assumed undetected by the BDD. Following this approach we can provide more
insights on the feasibility and structure of the attacks, based on which protective
schemes can be designed, as discussed in the following sections.

Remark 3.4.2. The class of stealthy attacks for the DC-SE, a ∈ Im(HDC), im-
mediately follows by replacing H with HDC .

3.4.2 Minimum Effort Attack Synthesis

We now present a general methodology for synthesizing stealthy attacks based
on linear models with specific target constraints. Suppose the attacker wishes to
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compute the ”least-effort“ attack in the p-norm sense satisfying (3.12). Assuming
the attacker knows the linear model H , such attack could be computed by solving
the optimization problem

min
a

‖a‖p

s.t. a ∈ G ∩ C ∩ U ,
(3.14)

where U = Im(H). A particular formulation is the 2-norm case with a single attack
target, G = {a ∈ Rm : ak = 1}. The objective is then to introduce a bias of 1
in measurement k, while minimizing ‖a‖2. Given (3.13), the optimization problem
may be recast as

min
c

‖Hc‖2
2

s.t. e⊤
k Hc = 1

, (3.15)

where ek is a unitary vector with 1 in the i-th component. Recall K = PIm(H) =

HH†.

Proposition 3.4.2. The solution a∗ to the optimization problem (3.15) is given by
a∗ = K

Kkk
ek

Proof. The Lagrangian of this optimization problem is L(c, ν) = cH⊤Hc+ν(e⊤
k Hc−

1) and the KKT conditions (Boyd and Vandenberghe, 2004) for an optimal solution
(c∗, ν∗) are

{

H⊤Hc∗ + ν∗H⊤ek = 0

e⊤
k Hc∗ − 1 = 0

. (3.16)

Assuming the power network is observable, the solution for the first equation is
c∗ = ν∗H†ek. Including this in the second equation results in ν∗e⊤

k Kek = 1 which
is equivalent to ν∗ = 1

Kkk
with Kkk being the i-th diagonal element of K. We then

have that a∗ = Hc∗ = K
Kkk

ek.

In the power system’s literature, the hat matrix K is known to have information
regarding measurement redundancy and correlation. This result highlights a new
meaning: each column of K actually corresponds to a 2−norm optimal attack vector
yielding a zero residual.

Another interesting case is that of p = 0, which means the attacker is computing
the attack with minimum cardinality, e.g., minimizing the number of sensors to
corrupt. A more detailed discussion of this case follows next.

3.4.3 A Security Metric

In Sandberg et al. (2010) the vulnerability of each measurement k was evaluated
by studying the following problem:
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Problem 1. Given a data attack targeting measurement k, what is the minimal
number of attacked measurements so that the data attack is undetectable by the Bad
Data Detection?

This problem was formulated as an optimization problem

ρk = min
c

‖a‖0

a = Hc

1 = e⊤
k a

, (3.17)

where ek is a vector of zeros with the k−th entry set to 1. The resulting optimal
value ρk is then taken as a security index for measurement k. Defensive actions to
secure the state estimator using this security index for the DC-SE were discussed
in (Dán and Sandberg, 2010), while efficient algorithms to solve (3.17) have been
proposed by Sou et al. (2011).

Numerical example on the VIKING 40−bus benchmark

As described in previous sections, some information about the power network is
needed to compute stealthy deception attacks. Here we consider a particular class of
such information, namely the bus-branch model of the network. In this experiment
we use the VIKING 40−bus benchmark described in Section 3.3, where the model
information was imported to MATLAB. Instead of the nonlinear model, only the
DC model of the network is used, namely HDC described in Section 3.2. Recall
that in this model only active power and phase-angles are considered.

The algorithm in (Dán and Sandberg, 2010) was used to compute the security
metrics for each measurement. Information regarding which measurements were
assumed to be tamper-proof was taken into account, i.e., pseudo-measurements
resulting from physical laws such as a transformer having zero power injection.

The result is presented in Figure 3.3. Given the default measurement configura-
tion of the VIKING 40−bus benchmark, we computed the security metric ρk (the
red full circles) as defined in Section 3.4.1, obtaining quite heterogeneous results.
Recalling that ρk is the minimum number of measurements needed to perform a
stealthy attack on measurement k, we conclude that measurements with low ρk are
relatively easily attacked while the ones with ρk = ∞ are fully protected.

Increasing the redundancy of the system by adding more measurements to the
SCADA system increases the security level, as we see by looking at how ρ̄k is
larger than ρk, since ρ̄k is the security metric computed assuming that all possible
measurements are being taken. However, note that this does not guarantee full
protection, as all measurements with finite ρk still have finite ρ̄k.

3.4.4 Limitations of Linear Policies

Recall from Theorem 3.4.1 that the core of the linear policies for stealthy attacks is
to have a ∈ Im(H), where H depends on the corrupted estimate under the attack,
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Figure 3.3: Security metrics for each measurement k: ρk (red full circles) was com-
puted considering the default measurement configuration, while ρ̄k (blue rings) was
computed assuming that all possible measurements are taken. Both represent the min-
imum number of measurements needed to stealthily attack the target measurement
k.

therefore unknown a priori. Even if the attacker is able to obtain a linearized model
for other operating conditions, it is yet unclear if the resulting attacks would be
stealthy. Furthermore, there are other constraints that were not considered in the
previous discussion, such as saturation. These issues represent limitations on the
linear attack policies described in Section 3.4.1 and are now briefly discussed.

Saturation limits.

Since the linear stealthy attack policy (3.13) is obtained by linearizing the nonlinear
model (3.1) at a given state x, this policy is only valid in a region close to the true
state x. This fact is particularly important when the saturation occurs. From
considering (3.13) alone we do not have any limits on the size of a = Hc. However,
the nonlinear model clearly shows that the measurements have saturation limits.
For instance, disregarding the line and shunt conductances gij and gsi we have
Pij = −ViVjbij sin(θij), where we see that the theoretical maximum for this power
flow is given by Pij = −ViVjbij . Hence for a stealthy attack it is not enough to
require that a ∈ Im(H) but it is also essential to impose saturation limits on the
attacked measurements, included in the set of constraints C, in general reducing
the set of valid attacks.

Varying operating conditions.

The power network is a dynamical system and its state is frequently changing. Thus
it might be the case that the attacker has previously obtained a linear model H̃ for
a state x̃ and the attack is performed only when the system is in a different state
x where the linear approximation is H . Hence for small attack vectors or for cases
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where x ≈ x̃, the residual will be small and the attack may pass undetected. For
larger attacks, however, this might not hold.

These scenarios are the motivation for the study reported in the following sec-
tion. In fact, the framework presented next can be used to characterize stealthy
attacks computed with perturbed linear models.

3.5 Stealthy Deception Attacks with Perturbed Adversarial

Knowledge

Here we consider the scenario where the attacker is performing an attack according
to (3.13), but having only a partial or corrupted knowledge of the measurement
model. Such knowledge may be obtained, for instance, by recording and analyzing
data sent from the RTUs to the control center using suitable statistical methods.
The corrupted measurement model may also correspond to an out-dated model or
an estimated model using the power network topology, usual parameter values and
uncertain operating point.

In the following analysis we provide bounds on the measurement residual under
this kind of attack scenario. These bounds give some insights on what attacks may
go undetected, given the model uncertainty. For the moment we assume there are
no random errors in the measurements, i.e. ǫ = 0.

Let the perturbed measurement model known by the attacker be denoted by H̃,
such that

H̃ = H + ∆H. (3.18)

For instance, one could have H =
∂h(x)

∂x

∣

∣

∣

∣

x=x∗

while H̃ =
∂h(x)

∂x

∣

∣

∣

∣

x=x̃

, with x∗ 6= x̃,

or even H̃ = HDC as used in the experimental example at the end of this section.
Additionally, consider the linear policy to compute attacks on the measurements to
be a = H̃c, resulting in the corrupted set of measurements za = z + a. Recall the
objectives of the attacker as defined in Section 3.4.1.

The objective of being undetected depends both on the desired bias on the flow
measurements a and on the model uncertainty ∆H . The measurement residual
under attack, ra = r(za), can be written as

r(za) = S(z + H̃c) = Sz + ra, (3.19)

which follows from (3.5) and S = S2, since S is an orthogonal projector. Using
(3.18) and the fact that S = PKer(H⊤), we can rewrite the residual as

r(za) = S(z + Hc) + S∆Hc = S∆Hc. (3.20)

We denote ra = S∆Hc as the residual due to the attack, since it only depends on
c and ∆H . Furthermore, we see that ‖ra‖ ≤ ‖S‖‖∆H‖‖c‖ = ‖∆H‖‖c‖, since S is
an orthogonal projector, showing that the residual norm is linear in terms of the
model uncertainty. However, this bound does not capture an important property
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of the sensitivity matrix S, i.e., S is the orthogonal projector onto Ker(H⊤). To
show this, assume H̃ = ∆H for some nonzero δ, yielding ∆H = (1−δ)H . From the
previous result we have ‖ra‖ ≤ ‖(1 − δ)H‖‖c‖. However, since S is the orthogonal
projector onto Ker(H⊤) and this subspace is the orthogonal complement of Im(H)
we know that ra = S∆Hc = 0. Therefore, although there is model uncertainty, the
residual is still zero. This reasoning indicates that there is a geometrical meaning
in the residual, since all the model perturbations ∆H spanning Im(H) will yield a
zero residual. To further explore this property, we will make use of the so-called
principal angles and projection theory described in (Galántai, 2006). The main
results and definitions used in this work are now given.

Definition 3.5.1 ((Galántai, 2006)). Let M1 and M2 be subspaces of Cm. The
smallest principal angle γ1 ∈ [0, π/2] between M1 and M2 is defined by

cos γ1 = max
u∈M1

max
v∈M2

|uHv|

subject to ‖u‖ = ‖v‖ = 1
(3.21)

Lemma 3.5.2 ((Galántai, 2006)). Let P1, P2 ∈ Rm×m be orthogonal projectors of
M1 and M2, respectively. Then the following holds

‖P1P2‖2 = cos(γ1) (3.22)

Proposition 3.5.3. Let γ1 be the smallest principal angle between Ker(H⊤) and
Im(H̃). The residual increment due to a deception attack following the policy a =
H̃c satisfies

‖ra‖2 ≤ cos γ1‖a‖2. (3.23)

Proof. Recall the so-called hat matrix defined by K = HH†, which is the orthogonal
projector onto Im(H) and define K̃ = PIm(H̃) = H̃H̃†. The residual under attack

in (3.19) may be rewritten as
ra = SK̃H̃c, (3.24)

since K̃H̃ = H̃ . The residual norm can be upper bounded as

‖ra‖2 ≤ ‖SK̃‖2‖H̃c‖2 = cos γ1‖a‖2, (3.25)

where γ1 is the smallest principal angle between Ker(H⊤) and Im(H̃).

Analyzing the example where H̃ = ∆H , we see that Im(H̃) = Im(H) is orthog-
onal to Ker(H⊤). Hence the smallest principal angle between these subspaces is
γ1 = π

2 , yielding ‖ra‖2 ≤ cos(γ1)‖a‖2 = 0.
Thus we achieved a tighter bound that explores the geometrical properties of

the residual subspace. In brief, γ1 measures how close the subspaces Ker(H⊤) and
Im(H̃) are from each other. In order for the model uncertainty not to affect the
residual, it is desired that Ker(H⊤) and Im(H̃) are as close to orthogonal as possible.
For some insights on the physical interpretation of this geometrical property, see
the illustrative example in Section 3.5.2.
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3.5.1 δ̄−Stealthy Attacks

Consider the measurement residual under attack in (3.19). Taking into account the
random error vector ǫ we can rewrite the residual as

r(za) = Sǫ + Sa. (3.26)

The residual then has the following distribution r(za) ∼ N (ra, S). Note that due
to the model uncertainties the residual may have a non-zero mean, which increases
the chances of triggering an alarm in the BDD. Recall that one of the attacker’s
objective is to keep such probability as low as possible, i.e., ‖Wr(za)‖p < τ . We now
provide insights on how such objective may be fulfilled for the two BDD schemes
presented in Section 3.2.3.

Detection probability.

Recall the hypothesis tests described in Section 3.2.3 where the nominal case with
no bad data is denoted by H0, while H1 corresponds to the presence of bad data,
including stealthy attacks. The detection probability is defined as the condi-
tional probability of detecting bad data given that they are indeed present, i.e.,
P(H1|H1) = P(‖Wr(za)‖p > τ |a 6= 0).

For the stealthy attacks a ∈ Im(H), the detection probability is given by
P(H1|H1) = P(‖WSǫ‖p > τ |a 6= 0) = P(‖WSǫ‖p > τ |a = 0) = α, where α is the
false-alarm rate. Thus the detection probability is independent of a and triggering
an alarm for stealthy attacks has the same probability as giving a false-alarm.

On the other hand, for a 6∈ Im(H) the detection probability is a function of
the attack vector a and the previous concept of stealthiness cannot be used, i.e.
having P(H1|H1) = α. Therefore we consider instead the increase in the detection
probability, δ(a), given by

δ(a) = P (H1|H1) − α, (3.27)

and define the class of δ̄−stealthy attacks as a ∈ Uδ̄ with Uδ̄ = {a ∈ Rm : δ(a) ≤ δ̄},
where δ̄ represents the maximum increase in detection allowed by the attacker
model.

Example 3.1
Consider a non-central chi-squares distribution, χ2

k(ϕ), with k = 5 degrees of free-
dom. Under nominal conditions we have ϕ = 0 and this variable becomes chi-
squares distributed. An hypothesis test was designed to detect changes on ϕ with
false-alarm rate α = 0.05, as described in Section 3.2.3 for the performance index
test. Figure 3.4 illustrates the probability density function for ϕ = 1 (solid curve)
and for ϕ = 5 (dashed curve). The detection probability in both cases is also
depicted (shaded area), which is larger for ϕ = 5.
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Figure 3.4: Probability distribution functions of non-central chi-squares distributions
χ2

k(ϕ) with k = 5 degrees of freedom and non-centrality parameter ϕ = 1 (solid) and
ϕ = 5 (dashed). The shaded areas correspond to the detection probability for the
corresponding ϕ, which is larger for ϕ = 5.

Performance index test

Recall that without any attack on the measurements we have J(x̂) ∼ χ2
m−n. Under

attack the cost function Ja(x̂) = r(za)⊤r(za) will have the so-called non-central
chi-squares distribution (Muirhead, 1982), due to the non-zero mean. We denote
Ja(x̂) ∼ χ2

m−n(ϕ) where ϕ = ‖Sa‖2
2. Recalling the relationship between the false-

alarm probability α and the detection threshold τχ(α) in (3.7), in the presence of
attacks we have

P (H1|H1) =

∫ ∞

τχ(α)

gϕ(u)du = α + δ(ϕ), (3.28)

with gϕ(u) being the pdf of χ2
m−n(ϕ).

For a given value of α, the class of δ̄−attacks is then characterized by the set of
attacks for which ϕ = ‖Sa‖2

2 satisfies
∫ ∞

τχ(α)

gϕ(u)du ≤ α + δ̄. (3.29)

A characterization of δ̄−attacks based on the geometric properties of H and H̃
is presented next based on the following assumption.
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Assumption 3.5.1. The change in detection probability, δ(ϕ), is increasing in ϕ.

This seems to be a weak assumption given the example in Figure 3.4 and the
fact that the mean and variance of χ2

m−n(ϕ) increase as ϕ increases.

Proposition 3.5.4. Given Assumption 3.5.1, α, and δ̄, an attack is δ̄−stealthy
regarding the performance index test if the following holds

cos γ1‖a‖2 ≤
√

ϕ̄(α, δ̄) (3.30)

where ϕ̄(α, δ̄) is the maximum value of ϕ for which (3.29) is satisfied and γ1 is the
smallest principal angle between Ker(H⊤) and Im(H̃).

Proof. First note that from our assumption δ(ϕ) increases with ϕ. Therefore
stealthy attack vectors satisfy ‖ra‖2 ≤ √

ϕ̄, as this implies by definition that ϕ ≤ ϕ̄
and δ(ϕ) ≤ δ̄. The rest of the proof follows from Prop. 3.5.3.

Largest normalized residual test

Recall that the residuals without attack follow a normal distribution r ∼ N (0, S),
whereas under attack we have ra ∼ N (d, S) with d = Sa. Each element of the

normalized residual vector then has distribution rN
ai

∼ N (dN
i , 1) with dN

i = D
−1/2
ii di

being the bias introduced by the attack vector. Similarly as before, considering
δ(d) and given α, the biases dN

i for which the attacks are ¯delta−stealthy satisfy the
inequality

∫ τN (α)

−τN (α)

gN
dN

i
(u)du ≥ 1 − α − δ̄, (3.31)

with gN
dN

i

(u) being the pdf of rN
ai

.

Proposition 3.5.5. Given α and δ̄ an attack is δ̄−stealthy regarding the largest
normalized residual test if the following holds

‖D−1/2‖2 cos γ1‖a‖2 ≤ d̄N (α, δ̄) , (3.32)

where d̄N (α, δ̄) is the maximum value of ‖dN ‖∞ for which (3.31) is satisfied with
dN

i = ‖dN‖∞ and γ1 is the smallest principal angle between Ker(H⊤) and Im(H̃).

Proof. Clearly it is sufficient to require (3.31) to hold for |dN
i | = ‖dN ‖∞, as this

corresponds to the worst-case bias. Note that the increase in alarm probability δ(d)
increases with |dN

i | due to the symmetrical nature of gN
dN

i

(u). Thus (3.31) reaches

equality for ‖dN‖∞ = d̄N and a sufficient condition for (3.31) to hold is to have
‖dN‖∞ ≤ d̄N . Recalling dN = D−1/2Sa and ‖ · ‖∞ ≤ ‖ · ‖2, we conclude the attack
is stealthy if ‖D−1/2Sa‖2 ≤ d̄N , which is satisfied by ‖D−1/2‖2‖Sa‖2 ≤ d̄N . The
rest follows from Proposition 3.5.3.



3.5. Stealthy Deception Attacks with Perturbed Adversarial Knowledge 39

The main result of this section is as follows:

Theorem 3.5.6. Given the perturbed model H̃, the false-alarm probability α and
the maximum admissible increase in alarm probability δ̄, an attack following the
policy a = H̃c is stealthy if

‖a‖2 ≤ β(α, δ̄) , (3.33)

where β(α, δ̄) is given by:

• β(α, δ̄) =

√

ϕ̄(α, δ̄)

cos γ1
, for the performance index test;

• β(α, δ̄) =
d̄N (α, δ̄)

‖D−1/2‖2 cos γ1
, for the largest normalized residual test,

where γ1 is the smallest principal angle between Ker(H⊤) and Im(H̃).

Proof. Assuming the BDD method is the performance index and taking β(α, δ̄) =√
ϕ̄(α,δ̄)

cos γ1

, the proof directly follows from Proposition 3.5.4. For the largest nor-

malized residual, defining β(α, δ̄) = d̄N (α,δ̄)
‖D−1/2‖2 cos γ1

the proof follows from Proposi-

tion 3.5.5.

Note that in the former scenario, the designer of the BDD scheme chooses both
the detection method as well as the false-alarm probability α. These elements are
fixed and usually unknown to the attacker, who defines the maximum acceptable
risk, δ̄ and has some knowledge of the power network H̃ . The proposed framework
could be used by system designers to analyze vulnerabilities in different attack sce-
narios, for instance scenarios in which the attacker knows the DC network model or
only knows the topology of the power network. Both these scenarios are illustrated
in the remainder of this section.

3.5.2 Illustrative Example

An interesting analysis is to understand what is the worst-case uncertainty for the
attacker, ∆H , maximizing the orthogonality between Im(H̃) and Im(H). This
corresponds to maximizing the effect of the attack vector a on the measurement
residual. From the attacker’s view, this could lead to a set of robust attack policies.
As for the control center this could be useful to implement security measures based
on decoys, for instance. It is known that the network model used in the SE can be
kept in the databases of the SCADA system with little protection. Thus a possible
defensive strategy would be, for instance, to disseminate a perturbed model with
fake but ”genuine“ looking parameter values in the database which, if retrieved and
used by an attacker, would produce large residuals and increase the detection of
intelligent attacks.
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Figure 3.5: Power network with 6 buses

Table 3.1: Data of the network in Figure 3.5

Branch From bus To bus Reactance (pu) Parameter Error

b1 1 4 0.370 -20%

b2 1 2 0.518 +20%

b3 6 5 1.05 -20%

b4 6 3 0.640 -20%

b5 5 4 0.133 -20%

b6 4 2 0.407 -20%

b7 3 2 0.300 +20%

The first observation at this point is that it is of little interest to consider cases
when only the maximum magnitude of the model perturbation is considered,i.e.
‖∆H‖ ≤ ω. Note that this formulation only tells us that the uncertainty is within
a ball of radius ω from the nominal model H . Thus one can always choose a
worst-case perturbation satisfying ‖∆H‖ = ω which is orthogonal to H , yielding
‖SK∆‖ = 1. Hence scenarios where the uncertainty is more structured are of
greater interest.

We now apply the previous results to the scenario where the attacker knows the
exact topology of the network but has an error on the transmission line’s parameters
of ±20%. The detectability of attacks in this scenario is intimately related to the
detectability of parameter or topology errors (Liu et al., 1992; Wu and Liu, 1989).
Consider the power network in Figure 3.5 with the data in Table 3.1. The network
shown in Figure 3.5 corresponds to the bus-branch model of a, possibly larger,
power network computed by the EMS after analyzing which buses and branches are
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Figure 3.6: Attack stealthiness as a function of the detection risk. The solid line
represents the 2-norm of the optimal attack vector a∗ constrained by ab1

= 1, where
ab1

is the power flow in branch b1. The curves denoted as χ2 and LNR represent the
value of β(0.05, δ) for the performance index test and largest normalized residual test,
respectively. From these results, we conclude that the LNR test is more sensitive to
this kind of attacks.

energized, based on measurements from RTUs such as breaker status. This model is
then used by the SE, together with the list of available measurements, to compute
the measurement model. In this example we consider the linear case where z = Hx.
The parameter errors in Table. 3.1 were computed so that cos(γ1) = ‖SK̃‖2 is
maximized for errors up to ±20%, corresponding to the worst-case uncertainty.
This actually corresponds to the constrained maximization of a convex function,
which was solved using the numerical solvers available in MATLAB.

In Figure 3.6 we show how the maximum 2-norm of a stealthy attack vector
β(α, δ) in terms of Theorem 3.5.6 varies with respect to the increase in the detection
probability δ, for α = 0.05. As it is seen, the performance index test allows for larger
attacks than the largest normalized residual test. Since attacks following a = H̃c
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have a similar meaning to multiple interacting bad data, this validates the known
fact that largest normalized residual test is more robust to such bad data than
the performance index test (Abur and Exposito, 2004). Note that the norm of the
optimal attack vector in the sense of (3.15) when targeting the power flow between
buses 1 and 4 is also shown. We see that such attack would have a small risk, even
for the largest normalized residual.

3.5.3 Experiments on a SCADA EMS

The previous sections considered stealthy deception attacks on the SE based on lin-
earized models and a new result was derived, characterizing a set of stealthy attack
for given model perturbations. However, the results obtained so far do not clarify
how sensitive SCADA EMS softwares are to these attacks or if a system operator
should even care about these scenarios. Recall, for instance, that in the previous
discussions the attack vector a was assumed to be sufficiently small, remaining
unclear how large they can be while having the SE to converge and remaining
stealthy.

In this section we present the results obtained by carrying out a stealthy de-
ception attack on SCADA EMS software with the VIKING 40−bus benchmark de-
scribed in Section 3.3. By analyzing these results, we hope to answer the previous
open questions. Before analyzing the results, we briefly describe the experimental
setup.

Experimental setup

The VIKING 40−bus benchmark with the default measurement configuration is
considered. The measurements are available at each substation, which are kept in
the software database. In these experiments, the data corruption was performed by
directly changing the measurement data in the database. Thus the results obtained
relate to deception attacks that were not detected or mitigated by standard IT
security mechanisms.

Specific EMS components, such as SE and BDD, are configured with unitary
weights for all the measurements. The SE solves the nonlinear weighted least-
squares problem using the fast-decoupled algorithm with equality constraints (Wu,
1990), while the BDD algorithm uses the LNR test described in Section 3.2.3.

As in the numerical experiments in Section 3.4.3, the DC network model HDC

was used for the stealthy attack synthesis. Recall that this model is obtained by
assuming all voltage magnitudes to be 1 pu and the phase-angles 0, while neglecting
the line resistances and shunt admittances.

Attack scenario

To conduct our experiment we considered measurement number 33, corresponding
to the active power flow on the tie-line between TROY and BLOO substations,
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Table 3.2: Example: adding 100MW to target measurement 33

Measurement Normalized Correct value False value

index, k attack, āk (MW), z∗
k (MW), za

k

4 -1 1005.7041 905.7042

21 -0.7774 157.8541 80.1103

24 0.9665 507.7171 604.3638

27 2.7439 40.0006 314.3911

33 1 -14.7971 85.2029

62 0.7774 -123.3764 -45.6327

104 -0.9665 -334.8826 -431.5293

to be the target measurement that the attacker desires to corrupt. In order to
do so without being detected, the attacker needs to perform a coordinated attack
by corrupting the value of other power measurements. Following the framework
presented in Section 3.4.2, the set of such malicious changes is encoded in the
attack vector a, and za follows from (3.11).

Using HDC , we computed the additive normalized attack vector required to
stealthily change the target measurement by 1 MW, presented in Table 3.2. The
several non-zero elements of the normalized attack have similar order of magni-
tude, which indicates that saturation limitations may not be too restrictive in this
scenario, as the size of the bias in all the measurements will be roughly the same.

As seen in Table 3.2, this attack only corrupts 7 measurements in total, which
are taken from 5 neighboring substations, namely TROY, BLOO, JUNE, MONR,
and CROS. Hence we see that to stealthily attack a single measurement, a local
coordinated attack suffices, even for such a large system. Additionally, as discussed
in (Dán and Sandberg, 2010), note that usually all measurements within a given
substation are gathered at a single RTU. This means that by breaking into the
substation’s RTU the attacker gains access to all those measurements, so we can
argue that although 7 measurements need to be corrupted, only 5 RTUs need to
be compromised.

In terms of the attack model in Section 3.4.1, this scenario can formulated with
G = {a ∈ Rm : a33 = 1}, U = Im(HDC) and C = {a ∈ Rm : ai = 0, ∀i ∈ Ip}, where
Ip is the set of protected measurements, including pseudo-measurements.

Experimental results

The normalized attack vector ā, whose non-zero entries are shown in Table 3.2,
was used to corrupt the measurement data according to the attacker’s objective.
For instance, in Table 3.2 we can see the correct value of the compromised mea-
surements, denoted by z∗, and the false values sent to the control center, za, when
the objective was to induce a bias of 100MW in the target measurement, having
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Figure 3.7: Stealthy deception attack

za = z∗ + 100ā.
In Figure 3.7 we show the results obtained by performing stealthy deception

attacks as described before and naive deception attacks where only the target mea-
surement is compromised. In both cases, the bias in the target measurement was
sequentially increased by 10MW at each step. From these results we see that the
naive attack was undetected up to a bias of 20MW, while for bias above 30MW this
attack was detected and the compromised measurement removed. The coordinated
stealthy attack, however, remained undetected for all the bias values showed in the
figure. Furthermore we see that the naive attack did not influence the estimate as
much as the stealthy one. For the stealthy attacks relationship between the false
and the estimated values is an almost unitary slope.

Table 3.3 shows the results obtained for large bias, where the attacks were
performed sequentially with steps of 50MW. We observe that the stealthy attacks
were successful with no BDD alarm triggered up to a bias of 150MW, beyond which
the SE no longer converged which violates condition 1) of the attacker model in
Section 3.4.1.

Although the SE did not converge for attacks above 200MW, it is still surprising
to see that attacks based on the linearized model as large as 150MW are successful.
To better understand what such quantity indicates, note that the nominal value of
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Table 3.3: Results from the stealthy attack for large bias

Target bias, False value Estimate #BDD #CA

a33 (MW), za
33 (MW), ẑa

33 Alarms Alarms

0 -14.8 -14.8 0 2

50 35.2 36.2 0 2

100 85.2 86.7 0 10

150 135.2 137.5 0 27

200 185.2 - - -

the targeted tie-line is 260MW. Thus the attack was able to induce a bias of more
than 50% of the nominal value, which reveals that the SCADA EMS software is
indeed sensitive to stealthy deception attacks. Furthermore, notice that the number
of warnings given by the CA component increase with the size of the attack. Similar
behavior is expected in other EMS software, given that the theory behind the SE
and BDD components is quite standard in the literature, as described in Section 3.2.

Note that these results were achieved with a simplified linear model where sev-
eral parameters were disregarded, including the correct operating conditions and
cross-coupling effects between active and reactive measurements. However, the as-
sumptions in this scenario are still rather strong. Recall that the attacker was
assumed to have a large amount of resources such as a rather detailed knowledge
regarding the DC network model, the available measurements, and the pseudo-
measurements, and access to several RTUs. Most likely, an attacker with such
resources could find easier alternative attacks on the power network than the one
considered in this chapter.

Nevertheless, these vulnerabilities do exist and can be exploited by attackers
with the required resources. Moreover, as described in Section 2.4, the vulnera-
bilities on the SE could propagate to other components such as the CA and OPF
and hence affect the operators’ actions. It is yet unclear how these would affect the
power network operation.

The increased number of CA warnings could lead the operator to take corrective
actions, as the CA warnings indicate that the system does not meet the reliability
criteria. On the other hand, the OPF would give the operator misleading rec-
ommendations, computed based on the compromised state estimate. The latter
scenario is further discussed in Chapter 4.

3.6 Summary

This chapter presented a comprehensive framework to analyze and study stealthy
deception attacks specifically targeting the SE and BDD components of SCADA
EMS software through measurement data corruption. The proposed framework is
able to include different attacker and attack cost models and characterizes existing
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limitations on stealthy attacks depending on the available model knowledge. In par-
ticular, we proposed a novel security metric for each measurement, corresponding
to the minimum number of sensors needed to have stealthy attacks targeting each
measurement. The different concepts and results of the framework are illustrated
through numerical examples using the VIKING 40−bus benchmark.

To validate this framework, we took a novel approach and conducted a set of
deception attacks to a SCADA EMS software. In spite of the power network being
nonlinear, the results obtained by this experiment show that computations based
on linear models provide valid stealthy attacks. These attacks successfully corrupt
the target measurements without triggering any BDD alarms.

The results also indicate that linear models can be used for large attacks as
well, although otherwise could expected. However, in addition to the measure-
ment model, information concerning pseudo-measurements and saturation limits is
needed for a successful stealthy attack. This fact can be used by the utility to devise
new protection schemes. Additionally, the proposed security metric may help secu-
rity experts to prioritize and rank system components when deploying protective
schemes.



Chapter 4

Cyber-Security of Optimal Power Flow in

Power Systems

The previous chapter analyzed the SE and BDD components and characterized ex-
isting vulnerabilities that can be exploited to perform stealthy deception attacks on
the measurement data. These vulnerabilities propagate to other EMS components
such as the OPF and CA, since these are based on the output from the SE, and may
affect the power network operation. How the stealthy attacks on measurements af-
fect the OPF, CA, operator, and power network operation are still relatively open
questions.

In this chapter we consider the behavior of the OPF component given the cor-
rupted measurements and discuss scenarios that might lead the operator to use the
misleading OPF recommendations, thus affecting the power network.

The outline of this chapter is as follows. An overview of the related work and
our contributions are given in Section 4.1. Section 4.2 describes a simplified OPF
algorithm based on the DC model, namely the DC-OPF. The characterization of the
impact of stealthy attacks on the power network and a novel impact-aware security
metric are given in Section 4.3, followed by a numerical example. A summary of
the chapter is presented in Section 4.4.

4.1 Contributions and Related Work

As illustrated in Figure 3.1, stealthy deception attacks bypassing the BDD may
affect other components of the EMS. In particular the stealthy data attacks may
disturb the OPF algorithm and, consequently, the human operator’s decision re-
garding supervisory changes to the power network operation.

The economic impact of data corruption attacks has been investigated recently
for electricity market applications (Jia et al., 2011; Xie et al., 2010). These ap-
proaches considered the linearized version of the DC-OPF or Economic Dispatch
and provided several attack heuristics to tamper with the electricity markets while
remaining undetected by conventional BDD schemes. Recently the impact of a

47
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more restricted class of data attacks corrupting only load and flow measurements
was also analyzed for a linear Security-Constrained Economic Dispatch problem
under a game-theoretic perspective in (Yuan et al., 2011). In these approaches
the presence of a human operator was neglected, hence the compromised control
actions were always applied to the system.

Our work analyzes the behavior of the DC-OPF, formulated as a Quadratic Pro-
gramming problem, under corrupted estimates resulting from stealthy attacks. No
market application is considered; instead we focus on how the corrupted estimates
may affect the operator’s decisions and the possible direct economic consequences
in terms of increase generation costs and resistive losses. We further consider that
the operator makes a binary decision of either closing the loop over the DC-OPF
recommendation or not taking any control action based on the expected economic
profit.

Our first contribution builds on the KKT conditions and provides an analytical
characterization of the perturbed DC-OPF solution assuming that the corrupted
estimates satisfy certain constraints. Using these expressions, we discuss under
what conditions a human operator has the incentive to consider and apply the
compromised DC-OPF recommendation. The discussion follows by analyzing the
economic impact on the network operation if the operator decides to close the
control loop over the corrupted measurements. An analytical example is discussed,
illustrating the concepts of the first contribution and motivating our second one.

In our second contribution, an impact aware security metric is proposed using
the novel analytical expressions derived. A possible improvement to the security
index proposed by Sandberg et al. (2010), so that the attack impact is considered,
is also discussed. The usefulness of our novel impact aware security metric is il-
lustrated through a numerical example, indicating that these contributions may
be helpful to system security designers, namely for secure sensor allocation, as
discussed in (Bobba et al., 2010) and (Dán and Sandberg, 2010).

4.2 Preliminaries

4.2.1 Simplified Optimal Power Flow

In this work a simplified OPF problem is considered, namely the DC-OPF using the
DC network model explained in Section 3.2.1. Let N , Ng, and Nb be the number of
buses, generator buses, and transmission lines in the power network, respectively.
The variables considered in the DC-OPF problem are:

• P d ∈ RN : the active power demand;

• P g ∈ RNg : the active power generation;

• θ ∈ RN−1: the phase-angle at each bus, except the reference bus, for which
θ1 = 0;
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• P f ∈ RNb : the active power flow on each transmission line.

The active power demand P d is supplied to the DC-OPF as a known parame-
ter, while the power generated at all generator buses, P g, are the decision variables
constrained by P g ≥ P g ≥ 0. In the DC network model the power equations (3.2)
provide a linear relation between the phase-angles and the power demand, genera-
tion, and flows:

[

CgP g − P d

P f

]

= HDCθ =

[

Hi

Hf

]

θ, (4.1)

where HDC ∈ RN+Nb×N−1 as in Section 3.2.1, Cg ∈ RN×Ng is the bus to generator
incidence matrix, mapping the generators to the respective buses, and CgP g − P d

are the power injections.
Assuming the power network is connected, an invertible matrix H̄i is obtained

by removing from Hi the row corresponding to the chosen slack bus, and so θ is
obtained as a function of P g and P d. The power generated by the slack bus is
determined so that the demand is met, meaning it is determined by solving

1⊤P g + 1⊤P d = 0 (4.2)

in the lossless case. The power flows can then be written as P f = GgP g + GdP d,
where Gg and Gd are obtained from H̄i, (4.1), and (4.2).

Thermal limitations on the transmission lines introduce operation limits on the
power flows, |P f | ≤ P f . At the same time, there is an operation cost associated
to each generator k, ck(P g

k ) = ck2(P g
k )2 + ck1P g

k + ck0 with ck2 > 0. The purpose
of DC-OPF is then to minimize the total generation cost subject to the operation
limits of the transmission lines and generators, which can be formulated as the
following optimization problem

min
P g

c(P g) :=

Ng
∑

k=1

ck(P g
k ) (4.3)

subject to

h(P g, P d) = 1⊤P g + 1⊤P d = 0 (4.4)

f(P g, P d) = FgP g + FdP d + F0 ≤ 0, (4.5)

with

Fg =











Gg

−Gg

I

−I











, Fd =











Gd

−Gd

0

0











, F0 =











−P f

−P f

−P g

0











.

The Lagrangian function for this problem becomes

L(P g, ν, λ) = c(P g) + ν(1⊤P g + 1⊤P d) + λ⊤(FgP g + FdP d + F0),
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where ν and λ ≥ 0 are the dual variables. In the following, we assume the DC-OPF
problem is always feasible.

Optimal solution

For given P d let us denote the optimal solution of the DC-OPF by

P g∗ = Ω(P d) (4.6)

and the associated nominal optimal cost by c∗ = c(P g∗). The optimal power flows
become P f∗ = GgP g∗ + GdP d. Recalling that ck2 > 0, the DC-OPF corresponds
to the minimization of a positive definite quadratic function subject to linear con-
straints and is therefore a strictly convex problem, for which a feasible optimal
solution satisfies the the KKT conditions (Boyd and Vandenberghe, 2004):

0 = ∇c(P g∗) + ∇h(P g∗, P d)⊤ν∗ + ∇f(P g∗, P d)⊤λ∗

0 = h(P g∗, P d)

0 = λ∗
i fi(P

g∗, P d), ∀i = 1, . . . , Nf

0 ≤ λ∗,

where Nf = 2(Nb + Ng) is the number of inequality contraints.
According to the KKT conditions, only the dual variables associated with active

constraints are nonzero in the optimal solution. We denote the number of active
and inactive inequality constraints as N1 and N0 = Nf − N1, respectively.

Rewriting the quadratic objective function as

c(P g) =
1

2
P g⊤

QP g + R⊤P g + C0 (4.7)

and denoting H1 ∈ RN1×Nf and H0 ∈ RN0×Nf as the "selector matrices" selecting
the active and inactive constraints at the optimal solution, respectively, the KKT
conditions become











Q F ⊤
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which we rewrite as

V







P g∗

λ∗

ν∗






=











−R

−1⊤P d

H1(−FdP d − F0)

0











. (4.8)
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Proposition 4.2.1. For any feasible optimal solution P g∗ = Ω(P d), λ∗, and ν∗,
the corresponding matrix V ∈ R

Ng+Nf +1×Ng+Nf +1 is invertible.

Proof. Since the DC-OPF is a strictly convex optimization problem, there exists
a unique optimal solution. Furthermore, since all inequality constraints are linear,
strong duality holds and the KKT conditions (4.8) are necessary and sufficient for
any feasible solution to be optimal. Hence (4.8) has a single solution, which requires
V to be invertible.

Nominal optimal operation

As discussed in Section 2.4, in general the full state of the power network is not
directly available to the operator. Instead, the network state is estimated based
on a large amount of measurements and a known measurement model using the
algorithms described in Section 3.2.

Denoting P̂ g, P̂ d, and P̂ f as the estimated power generation, demand, and
flows, the current estimated operation cost is

ĉ = c(P̂ g) (4.9)

and the OPF problem solved is in fact

min
P g

c(P g)

s.t. 1⊤P g + 1⊤P̂ d = 0

FgP g + FdP̂ d + F0 ≤ 0.

Let us consider a system in which the estimated demand equals the true demand
P̂ d = P d (i.e., measurements are accurate). Applying P g∗ = Ω(P̂ d) to the system
would then result in P̂ g = P g∗ and P̂ f = P f∗. We refer to this system as the
system in nominal optimal operation.

Assumption 4.2.1. The system operates in optimality, that is, P̂ g = P g∗ and
P̂ f = P f∗ for the given P̂ d = P d.

4.3 Cost Impact of Stealthy Data Attacks

Recall that the input parameters to the DC-OPF are obtained either from direct
measurement or through state estimation and are therefore vulnerable to stealthy
deception attacks the measurement data.

Now consider the case where the data attack illustrated in Figure 3.1 has been
performed such that the corrupted estimates become

P̂ g
a = P g∗ + ag = P̂ g + ag (4.10)

P̂ f
a = P f∗ + af = P̂ f + af (4.11)

P̂ d
a = P d + ad = P̂ d + ad (4.12)
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where ag, ad, and af are the corrupted data added to the measurements so that
they fulfill (4.1) for some θ. That is, the attack is undetectable using standard
bad-data detection schemes based on the DC network model, see Chapter 3. Recall
that although these attacks are feasible, the consequences on the OPF and operator
still remain unknown. In this section we address this issue.

Remark 4.3.1. Given the corrupted estimate P̂ g
a , the operator believes that the

power network is operating at the estimated operation cost c(P̂ g
a ).

After receiving the corrupted measurements and computing the state estimates
P̂ d

a , the operator solves the DC-OPF problem and obtains the corresponding opti-
mal solution P̂ g∗

a = Ω(P̂ d
a ). Before characterizing the DC-OPF solution given the

corrupted measurements, we make the following assumption.

Assumption 4.3.2. The data corruptions ag, ad, and af are sufficiently small so

that the active constraints for P g∗ = Ω(P d) remain the same for P̂ g∗
a = Ω(P̂ d

a ).

Conditions enforcing the above assumption to hold may be found in Section 4.3.4.
In the remainder of this section we discuss the consequences of the data corrup-

tion attack. First we characterize the data attack impact on the DC-OPF solution
and under what conditions the operator may decide to apply the generation profile
recommended by the DC-OPF under data attack. Assuming the operator accepts
the DC-OPF recommendation, the discussion then proceeds by examining the true
economical losses of that decision.

4.3.1 Consequences on the DC-OPF Solution

The DC-OPF solution given P̂ d
a can be computed using the KKT conditions in (4.8).

Furthermore, based on Assumption 4.3.2, the difference in the optimal solutions
P̂ g∗

a = Ω(P̂ d
a ) and P g∗ = Ω(P d) is given by
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ad, (4.13)

where the invertibility of V follows from Proposition 4.2.1. Thus we can write

P̂ g∗
a − P g∗ = Tgad, (4.14)

where Tg ∈ RNg×N is a linear mapping from changes in the loads to changes in the
optimal generation profile.

At this point, the operator believes the power network can be operated at the
estimated optimal operation cost c(P̂ g∗

a ) if the DC-OPF recommendation is applied.
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Estimated re-dispatching profit

Given the corrupted power generation estimates P̂ g
a , current estimated operation

cost computed by the operator is c(P̂ g
a ). Running the DC-OPF based on the cor-

rupted load estimates P̂ d
a will provide the operator with the estimated optimal

operation cost c(P̂ g∗
a ). The difference between the estimated operation cost c(P̂ g

a )
and the estimated optimal operation cost c(P̂ g∗

a ) corresponds to the estimated re-
dispatching profit if the power generation is re-dispatched according to the DC-OPF,
which we now define using (4.10) and (4.14).

Definition 4.3.1 (Estimated Re-Dispatching Profit). The estimated re-dispatching
profit is defined as

P̂a , c(P̂ g
a ) − c(P̂ g∗

a ). (4.15)

Observation 4.3.3. Under Assumption 4.2.1 and Assumption 4.3.2, the estimated
re-dispatching profit is given by

P̂a = c(P̂ g∗ + ag) − c(P g∗ + Tgad) ≈ ∇c∗⊤(ag − Tgad). (4.16)

Proof. The proof comes directly from the assumptions, (4.10), and (4.14).

Note that P̂a is a quadratic function of the current optimal solution, P g∗, and
the data corruptions added to the measurements of generation and demand, ag and
ad, for which we provide a linear approximation.

Since the DC-OPF active and inactive constraints at optimality remain the
same after the small data corruptions, given Assumption 4.3.2, we then conclude
P̂a ≥ 0. A large value of P̂a can make the operator update the generator set-points,
as there seems to be an incentive to do so. Note however that both these cost might
be fictitious, since the estimates have been corrupted.

4.3.2 Consequences on the Physical Network

Consider that the operator decides to apply the generation profile P̂ g∗
a = Ω(P̂ d

a )
recommended by the DC-OPF under attack. In reality, the power demand may
be different from the respective estimate, i.e. P d 6= P̂ d. This occurs for any data
corruption attack with ad 6= 0. Therefore there might exist a mismatch between
the demand and generation, which has to be compensated by the slack generator
so that the power balance equation (4.2) is satisfied. Without loss of generality,
choosing generator 1 as the slack, the power generated by this bus is then a function
of the power imbalance

P g∗
a,1 = −

Ng
∑

i=2

P̂ g∗
a,i − 1⊤P d. (4.17)

Hence the real generation profile after attack is P g∗
a = [P g∗

a,1 P̂ g∗
a,2 . . . P̂ g∗

a,Ng
]⊤, yield-

ing a true operation cost c(P g∗
a ).
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True re-dispatching profit

Assuming the operator applies the DC-OPF recommendation, the true re-dispatching
profit due to the data corruption attack is defined as follows.

Definition 4.3.2 (True Re-Dispatching Profit). The true re-dispatching profit is
defined as

Pa , c(P g∗) − c(P g∗
a ). (4.18)

A negative Pa value implies that the real operation cost is higher due to the
attack. A positive value, however, would mean that the network is operating outside
the feasible set considered by the DC-OPF. The proof to this statement comes from
the convexity of the DC-OPF and the optimality principle. Such event might be
possible since the constraints in the DC-OPF are soft constraints that guarantee a
given safety margin. Thus Pa being positive implies a reduced safety margin in the
current state.

Recalling (4.2), (4.14), and (4.17) , we can compute the true power generation
difference P g∗

a − P g∗ as

P g∗
a − P g∗ =

[

0 −1⊤

0Ng−1×1 INg−1

]

Tgad,

which we rewrite as

P g∗
a − P g∗ = MTgad. (4.19)

Observation 4.3.4. Given Assumption 4.2.1 and Assumption 4.3.2, the true re-
dispatch profit can be computed as

Pa = c(P g∗) − c(P g∗ + MTgad) ≈ −∇c∗⊤MTgad. (4.20)

Proof. Recalling Definition 4.3.2 and using (4.19) we have Pa ≈ −∇c∗⊤(P g∗
a −

P g∗) = −∇c∗⊤MTgad.

In the next section we consider a simple analytical example to illustrate the
discussion in the current section.

4.3.3 Analytical Example

Formulating the DC-OPF problem for the power network in Figure 4.1, we obtain
the following optimization problem:

min
P g

c12(P g
1 )2 + c11P g

k + c10 + c22(P g
2 )2 + c21P g

2 + c20



4.3. Cost Impact of Stealthy Data Attacks 55

Figure 4.1: Three bus network with two transmission lines. The generations are
P g

1 , P g
2 ≥ 0 and the load is P d

3 ≤ 0.

subject to

P g
1 + P g

2 + P d
3 = 0

P f
13 = P g

1 ≤ P f
13

P f
23 = P g

2 ≤ P f
23

−P f
13 = −P g

1 ≤ P f
13

−P f
23 = −P g

2 ≤ P f
23.

We now consider the DC-OPF solution in a given scenario where we assume
there are no saturated tie lines, namely |P f∗| < P f .

Nominal solution

Applying the KKT conditions (4.8) to this case, we obtain the following optimal
generation profile

P g∗
1 =

−c11 + c21 − 2c22P d
3

2(c12 + c22)

P g∗
2 =

c11 − c21 − 2c12P d
3

2(c12 + c22)

where we see the generated power depends on the generation costs. We now ana-
lyze the consequences of data corruption for this nominal operation scenario under
Assumption 4.3.2.

Data corruption attack

Let us consider that the measurements are corrupted as in (4.10)–(4.12). The
optimal generation profile, given the corrupted load estimates P̂ d

a , is obtained by
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solving (4.8). For this scenario the solution is

P̂ g∗
a,1 =

−c11 + c21 − 2c22P̂ d
a,3

2(c12 + c22)

P̂ g∗
a,2 =

c11 − c21 − 2c12P̂ d
a,3

2(c12 + c22)

and the difference to the previous optimal generation profile P g∗ is

P̂ g∗
a − P g∗ = T ad =

−1

(c12 + c22)

[

c22

c12

]

ad. (4.21)

The estimated re-dispatching profit in (4.16) can be computed as

P̂a ≈ ∇c∗⊤(ag − Tgad). (4.22)

Similarly, the true re-dispatching profit due to the data corruption attack given
by (4.20) can be computed as

Pa ≈ −∇c∗⊤MTgad. (4.23)

A similar analysis is possible for other operating conditions, i.e. active set of
constraints, possibly resulting in different matrices Tg and M .

Illustrative scenario

To illustrate the previous discussion, we now present two particular data attack
scenarios based on the example network in Figure 4.1.

Consider P1 acts as the slack bus and recall Assumption 4.2.1, which states that
the system operates under optimality before the data attack. Furthermore, assume

no lines are saturated and consider the data attack a =
[

a⊤
g a⊤

f a⊤
d

]⊤

.

Scenario 1: (c22 ≫ c12) In this scenario the marginal cost of generator 2 is
considered to be much higher than that of generator 1, hence in optimality it would
be expected that an increase in the load demand would be compensated mainly by
generator 1. Indeed using (4.21) we have

P̂ g∗
a,1 − P g∗

1 =
−c22

(c12 + c22)
ad ≈ −ad

P̂ g∗
a,2 − P g∗

2 =
−c12

(c12 + c22)
ad ≈ 0,

meaning that the DC-OPF compensates small load changes solely through the
cheapest bus, which happens to be the slack bus. Recalling that in open-loop, i.e.
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without the DC-OPF, load changes are compensated by the slack bus, a direct
consequence is that the true and estimated generator profile after applying the
DC-OPF’s recommendation are the same, as we can see from (4.21) and (4.19)

P g∗
a − P g∗ = MTgad =

[

0 −1

0 1

] [

−1

0

]

ad = 0.

Hence for all attacks Pa = 0, i.e. there is no economic impact even if the DC-OPF
solution is applied.

Scenario 2: (c22 ≪ c12) As opposed to the previous scenario, here the marginal
cost of generator 2 is the lowest and hence we have

P̂ g∗
a,1 − P g∗

1 =
−c22

(c12 + c22)
ad ≈ 0

P̂ g∗
a,2 − P g∗

2 =
−c12

(c12 + c22)
ad ≈ −ad,

indicating that small load changes are compensated by DC-OPF through the cheap-
est generator, which in this case is not the slack bus. Thus the DC-OPF and open-
loop load compensations differ, possibly resulting in economic incentives to use the
DC-OPF recommendation, as seen in the estimated re-dispatching profit

P̂a ≈ ∇c∗⊤(ag − Tgad) = ∇c∗⊤

[

ag,1

ag,2 + ad

]

.

The economic incentives to use the DC-OPF recommendation, the estimated
re-dispatching profit P̂a, are now analyzed for two different attacks. Suppose that
all the measurements are available. It can be shown that in this case there are two
3−sparse attack patterns, namely attacks on measurements {ag,1, af,13 ad} and

{ag,2, af,23 ad}. Furthermore, given the DC power flow equations, P f
13 = P g

1 , P f
23 =

P g
2 , and P d

3 + P f
13 + P f

23 = 0, these attacks are constrained by ag,1 = af,13 = −ad

and ag,2 = af,23 = −ad, respectively.
Consider the following normalized 3−sparse attack on {ag,1, af,13 ad},

a1 =







ag,1

af,13

ad






=







1

1

−1






.

Thus for a1 we have the following estimated profit

P̂a(a1) ≈ ∇c∗⊤

[

ag,1

ag,2 + ad

]

= ∇c∗⊤

[

1

−1

]

.
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Considering now the other normalized 3−sparse attack on {ag,2, af,23 ad},

a2 =







ag,2

af,23

ad






=







1

1

−1






.

The estimated profit is then given by

P̂a(a2) ≈ ∇c∗⊤

[

ag,1

ag,2 + ad

]

= ∇c∗⊤

[

0

1 + 0 − 1

]

= 0.

Thus we conclude that only the deception attack a1 may lead the operator to
re-dispatch the power generation, since the attack indicated that generator 1, the
most expensive, compensated the fictitious load increase. On the other hand the
attack a2 will have no impact in the power network, as a2 indicated that the load
increase was compensated by generator 2, the cheapest and optimal one.

Therefore a1 is more dangerous than a2, even though they have the same spar-
sity, which motivates the need for tools to analyze the system vulnerability while
evaluating the attack impact.

4.3.4 Impact Aware Security Metric

In this section we propose a novel impact aware security metric addressing the
following problem:

Problem 2. Given a data attack targeting measurement k, what is the maximum
impact to the network operation by undetectable attacks with a given sparsity?

A solution to this problem is obtained by first constraining the attack sparsity
and then finding the maximum impact to the power network operation, resulting in
the proposed metric. Problem 2 is addressed for a given initial demand P d and the
corresponding optimal dispatch P g∗ using the results in the previous sections. Our
goal is to provide to the operator impact aware security metrics designed to quantify
the vulnerability to and impact of data attacks on the several measurements. As
a result, the measurements with the highest index values are likely candidates for
protection, similarly to the approach in (Dán and Sandberg, 2010) and mentioned
in Chapter 3.

A solution to Problem 2 is now addressed, considering the consequence to the
operator to be the real re-dispatch profit Pa. Recalling that HDCθ is a vector of
all possible measurements, since HDC ∈ RN+Nb×N−1, consider the measurement
model z = ΓHDCθ with Γ ∈ R

m×m being a diagonal matrix of binary diagonal
entries indicating whether a particular variable [HDCθ]i is measured (Γii=1) or
not (Γii=0). Constraining the attack effort with ‖Γa‖0 ≤ C, Problem 2 then
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corresponds to the following optimization problem

σk = max
c

|Pa| (4.24)

a = HDCc (4.25)

a =
[

(Cgag − ad)⊤ a⊤
f

]⊤

(4.26)

ξ̂ ≤ P̂a (4.27)

C ≥ ‖Γa‖0 (4.28)

ǫ = |e⊤
k a|. (4.29)

Remark 4.3.5. Another possible approach is to modify the security metric in (3.17)
by further constraining the attacks so that the resulting biased estimate leads the
operator to apply the corrupted DC-OPF recommendation and the power network
operation is indeed affected. These could be posed as additional constraints formu-
lated in terms of P̂a and Pa, respectively.

Computation issues

The feasible set of (4.24) is not convex due to the equality constraint (4.29) and
the inequality (4.28). Regarding the inequality, a possible relaxation is to instead
consider the inequality ‖Γa‖1 ≤ C, since the 1-norm is known to provide reasonable
approximations of sparsity, as mentioned in (Sou et al., 2011). Even with this
relaxation, we would still have the feasible set as the union of two convex sets due
to (4.29). Furthermore, the objective function is not concave. However, given the
linear approximation of Pa in (4.20), for each convex feasible set one could solve
two Linear Programming (LP) problems, namely min Pa and max Pa, and compare
the respective solutions. Thus the security index σk can be computed by solving
and comparing the solutions of four LP problems.

An alternative method to compute the solution to (4.24) is as follows. Suppose
that, for a given sparsity level C, all the possible C-sparse attacks are obtained.
This could be achieved, for instance, using the approaches in (Dán and Sandberg,
2010) and (Giani et al., 2011). Then the optimization problem (4.24) is reduced to
an iterative procedure over all the C−sparse attacks, evaluating |Pa| of each attack
satisfying the constraints. This approach is illustrated in the following numerical
example.

Numerical example

An impact-aware security metric considering the data attack impact is now com-
puted for the VIKING 40−bus benchmark using the DC network model. In this
example, we considered that all active power flows and injections measurements
are taken, i.e. there is full measurement redundancy. Note that the impact-aware
security metric presented here is not σk as in (4.24), but rather an approximation,
σ̃k, computed using an iterative search over the sparse attack vectors identified.
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Figure 4.2: The security metric ρk for each measurement k, computed assuming all
measurements are available.
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Figure 4.3: An impact-aware security metric σ̃k, corresponding to the percentage in-
crease in the transmission losses due to stealthy deception attack on each measurement
k.
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Following the algorithms in (Dán and Sandberg, 2010), a set of the sparsest
attacks targeting each measurement k were identified, with ak = 1pu. The security
metric without considering the attack impact, ρk proposed in Chapter 3, is shown
in Figure 4.2.

Regarding the attack impact, we considered the DC-OPF objective function
as the total active losses c(P g, P d) =

∑Nb

i=1 ri(P
f
i )2 = P f⊤DrP f , where ri is the

resistance of the transmission line i and Dr = diag(r1, . . . , rNb
). Note, however,

that there are other relevant objective functions that can also be included in the DC-
OPF, such as the generator costs. The nominal DC-OPF solution was considered to
have no saturated lines. Using the iterative methodology described in Section 4.3.4,
we computed the economic impact Pa for each of the sparse attacks previously
identified. The relative increase in the total losses due to the data attack on each
measurement is shown in Figure 4.3.

Comparing the results in Figures 4.2 and 4.3, we observe that most sparse
attacks have a low economic impact on the power network operation. In fact,
the attacks for which the economic impact is considerable corrupt more than 10
measurements. Therefore it is important to include impact analysis when assessing
the vulnerability of the system and deploying protective solutions.

Enforcing Assumption 4.3.2

The impact analysis in this section remains valid as long as Assumption 4.3.2 holds.
To strengthen the validity of the analysis, necessary and sufficient conditions for
Assumption 4.3.2 to hold are now provided, which may be included as additional
constraints when computing the impact aware security metric (4.24).

Theorem 4.3.3. The necessary and sufficient conditions for Assumption 4.3.2 to
hold are

[

−H1Tλ

H0(FgTg + Fd)

]

ad <

[

H1λ∗

H0(−FgP g∗ − FdP d − F0)

]

[

H0Tλ

H1(FgTg + Fd)

]

ad =

[

0

H1(−FgP g∗ − FdP d − F0)

]

.

Proof. Consider the set of primal and dual variables computed based on corrupted
data using (4.8) and (4.13)







P̂ g∗
a

λ̂∗
a

ν̂∗
a






=







Tg

Tλ

Tν






ad +







P g∗

λ∗

ν∗






.

Note that Assumption 4.3.2 is equivalent to the optimality of the primal and dual

variables
[

P̂ g∗⊤
a λ̂∗⊤

a ν̂∗⊤
a

]⊤

for the DC-OPF problem with corrupted data. Thus
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the necessary and sufficient conditions for Assumption 4.3.2 to hold correspond to
the KKT optimality conditions.

By construction, all primal and dual variables computed using (4.8) satisfy

∇L(P̂ g∗
a , ν̂∗

a , λ̂∗
a) = 0 and h(P̂ g∗

a , P̂ d
a ) = 0. Thus only the inequality constraints

need to be considered.
Regarding the dual variables of the inequality constraints, the variables corre-

sponding to active constraints are positive, while the remaining variables are zero,
yielding

H1λ̂∗
a = H1Tλad + H1λ∗ > 0

H0λ̂∗
a = H0Tλad = 0.

To conclude the proof, note that the primal variables also need to be constrained
so that the active and inactive inequality constraints remain unchanged, leading to
the following conditions

H1(FgTg + Fd)ad = H1(−FgP g∗ − FdP d − F0)

H0(FgTg + Fd)ad < H0(−FgP g∗ − FdP d − F0).

4.4 Summary

This chapter addressed the DC-OPF based power network operation in the pres-
ence of stealthy data corruption attacks on the measurements. Given the biased
estimates resulting from the measurement corruption, we derived analytical expres-
sions characterizing the behavior of the DC-OPF for attacks that do not affect the
system operating constraints. Based on these expressions, we discussed under what
conditions a human operator would have the incentive to close the loop over the
corrupted measurements, thus applying erroneous actions to the network. The eco-
nomic impact of applying these erroneous control actions was also discussed and
analytically characterized.

As an important outcome of this study, an impact-aware security metric for
the measurements is proposed, quantifying their vulnerability to stealthy attacks
and impact on the power network operation. The proposed metric is illustrated
through numerical examples using the VIKING 40−bus testbed. The numerical
results indicate that a large number of the possible stealthy attacks, especially the
most sparse ones, do not appear to be dangerous, in the sense that they yield a
small impact on the power network operation cost. Note that this observation
depends on the power network physical and operation cost models.



Chapter 5

Distributed Fault Diagnosis

in Networked Systems

Automatic detection of system faults is of growing importance as the size and com-
plexity of systems rapidly increase. Most of the available literature on model-based
fault detection and isolation (FDI) focuses on centralized systems where the FDI
scheme has access to all the available measurements and the objective is to detect
and isolate faults occurring in any part of the system (Chen and Patton, 1999; Ding,
2008; Isermann, 2004). Distributed implementations are more suitable than cen-
tralized for large-scale interconnected dynamical systems such as power networks
and multi-agent systems due to its lower complexity and less use of network re-
sources (Siljak, 1991). Traditional FDI schemes may not be applied to distributed
systems, since not all measurements are available in every node.

The design of distributed FDI for large-scale networked systems is addressed
in this chapter. The outline is as follows. The problem of distributed FDI for a
class of networked systems is formulated in Section 5.2. In Section 5.3 we recall
the existing FDI tools and new distributed solutions are proposed in Section 5.4.
The complexity of the proposed solution and methods to reduce it are discussed in
Section 5.5. In Section 5.6 the application of the results to two practical problems
is studied. A summary of the chapter is given in Section 5.7.

5.1 Contributions and Related Work

Some recent work has been done on the design of distributed FDI scheme. In (Ding
et al., 2008), a bank of decentralized observers is built where each observer contains
the model of the entire system and receives both measurements from the local
subsystem and information transmitted from other observers. A similar approach is
taken in (Chung et al., 2001) where the observers communicate with each other, but
they only possess models of their respective local subsystems. A mixing procedure is
used to reconstruct the state of the overall system from the local estimates. Recently
a distributed FDI scheme for a network of interconnected first-order systems was
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proposed. The authors analyzed limitations on fault detectability and isolability in
a system-theoretic perspective (Pasqualetti et al., 2010).

Power networks are large-scale spatially distributed systems. Being a critical
infrastructure, they possess strict safety and reliability constraints (Shahidehpour
et al., 2005b). Monitoring the state of the system is essential to guarantee safety.
Currently this is typically done in a centralized control center through a single state
estimator. The core methodology for state estimation of power systems dates from
1970, (Abur and Exposito, 2004; Schweppe and Wildes, 1970). Due to the low sam-
pling frequency of the sensors in these systems a steady-state approach is taken,
which only allow for an over-constrained operation of the system to ensure reliabil-
ity. Furthermore dynamic faults such as generator electro-mechanical oscillations
may pass undetected by schemes based on steady-state models and measurements,
possibly leading to cascade failures.

In recent years, measurement units with higher sampling rate have been devel-
oped, e.g., Phasor Measurement Units (PMU), opening the way to dynamic state
estimators and observer-based fault detection schemes taking in account the dynam-
ics of the system. Such centralized FDI schemes have been proposed in the recent
literature, see (Aldeen and Crusca, 2006; Demetriou, 2005; Scholtz and Lesieutre,
2008). However, to the best of our knowledge, no distributed method has been
proposed to carry out FDI in power networks, despite their inherent decentralized
nature.

In this chapter we address the problem of distributed FDI in a network of nodes
with double integrator dynamics, whose interactions are described by a distributed
control law. We show how FDI for some power networks and distributed robotic
systems fit the problem description. We design continuous-time unknown input
observers (UIOs) to achieve the goal. The existence of such observers is established
for various conditions on the node interactions. The results are illustrated on
examples in power networks and autonomous mobile node formations.

5.2 Problem Formulation

Consider a network of N interconnected nodes and let G = (V , E) be the underlying
graph, where V , {i}N

1 is the vertex set, with i ∈ V corresponding to node i, and
E ⊆ V × V is the edge set. The undirected edge {i, j} is incident to vertices i and
j if nodes i and j share a communication link. Moreover, Ni = {j ∈ V : {i, j} ∈ E}
is the neighborhood set of i. Each node i is assumed to have double integrator
dynamics

ξ̇i(t) = ζi(t) (5.1a)

ζ̇i(t) = ui(t) + vi(t), (5.1b)
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where vi is a scalar known external input, ξi, ζi are the scalar states, and ui is the
control given by the linear control law

ui(t) = −κiζi(t) +
∑

j∈Ni

wij [(ξj(t) − ξi(t)) + γ(ζj(t) − ζi(t))] , (5.2)

where wij > 0 is the edge weight and κi, γ ≥ 0 for i, j = 1, . . . , N . We say that
node k ∈ V is faulty if for some functions fξk(t) and fζk(t) not identical to zero
either ξ̇k(t) = ζk(t) + fξk(t), or ζ̇k(t) = uk(t) + vk(t) + fζk(t). The functions fξk(t)
and fζk(t) are denoted fault signals. It is assumed that the faulty node injects a
fault in only one of the states.

Remark 5.2.1. The variables ξi and ζi can be interpreted as position and velocity
of node i, respectively, for a mobile system, or as phase and frequency in the context
of power networks, as further discussed in Section 5.6.

The closed-loop dynamics of the networked system in the presence of faults can
be written as

ẋ(t) = Ax(t) + Bv(t) + Bf f(t)

y(t) = Cx(t),
(5.3)

where x(t) = [ξ1(t), . . . , ξN (t), ζ1(t), . . . , ζN (t)]⊤. The signal f(t) ∈ Rm is a vector
of unknown fault signals, y(t) ∈ Rp is the output vector, and A, B, Bf , and C are
matrices of appropriate dimensions. More specifically, we have

A =

[

0N IN

−L −γL − κIN

]

, B =

[

0N

IN

]

, (5.4)

where L is a Laplacian matrix and κ = diag(κ1, . . . , κN). The ij-th entry of L, Lij ,
is equal to −1 if i and j share a link and zero otherwise, moreover, Lii = − ∑

j∈Ni

Lij .

We call the faults f(t) additive faults, see (Ding, 2008).
Before stating the problem, we define what is meant by fault detectability and

isolability for (5.3) in the following (Ding, 2008).

Definition 5.2.1 (Detectable and Isolable Fault). Given the system (5.3), m scalar
faults f(t) = [f1(t), . . . , fm(t)]⊤ are detectable and isolable if

rank

[

sI − A Bf

C 0

]

= n + m

for almost all s ∈ C.

A fault is thus detectable if the transfer function from fk(t) to y(t) is not
identical to zero. Isolable faults relate to input observability and means that any
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simultaneous occurrence of faults should lead to a change in the output. We
further note that the FDI scheme proposed in this paper can detect almost all
faults. That is, there may be values s ∈ C for which the matrix in Definition 5.2.1
does not have full rank. Hence there may be some faults generating zero dynamics,
which, by definition, do not appear in the system output. These faults cannot be
detected using the scheme proposed in this paper and may be seen as the dynamic
equivalent to the stealthy attacks discussed in Chapter 3.

Note that Bf is a matrix such that each of its columns bfk
has its entries

corresponding to the states of node k as the only non-zero entries. Each node k
has a scalar fault signal fk(t) with distribution vector bfk

. We say node k is faulty
if fk(t) is not identical to zero.

The measurement matrix C may be viewed as a design parameter to be chosen
in order to ensure the feasibility of the distributed FDI scheme with respect to
a predetermined set of faults to be detected. We assume that each node i only
measures states within its neighborhood, thus ensuring the distributed nature of
the FDI scheme. As it will be shown later, the specific structure of a feasible local
measurement matrix will depend on the faults to be detected.

In this paper, we solve the following problems:

Problem 3. How can each node of the network detect and isolate a faulty agent?

Problem 4. How can the faulty agent be automatically removed?

We propose a solution to these two problems for two different classes of dis-
tributed control laws in the coming sections. In next section we introduce the
mathematical tool that we use. Then, in Section 5.4 we solve Problems 3 and 4,
and give conditions for when the solutions exist.

5.3 Model-Based Fault Detection Preliminaries

We now present UIOs and their application to FDI for centralized linear control
systems (Chen and Patton, 1999; Ding, 2008). A common technique used in model-
based fault diagnosis is to generate a set of residuals which indicate the presence
of a fault. The residual is a fault indicator computed from the difference between
the measurements and their estimates. It should be close to zero if and only if the
fault is not present.

Consider the linear fault-free system under the influence of an unknown input
d(t) ∈ Rm−1 described by

ẋ(t) = Ax(t) + Bv(t) + Ed(t)

y(t) = Cx(t).
(5.5)

The system in presence of faults is given by

ẋ(t) = Ax(t) + Bv(t) + Ed(t) + Bf f(t)

y(t) = Cx(t).
(5.6)
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We assume that the matrices E and Bf have full column rank.

Remark 5.3.1. Note that the condition on Bf being full column rank is not re-
strictive, since any singular matrix D ∈ Rn×l can be decomposed in D = D1D2,
with D1 having full column rank. This implies, however, that not all faults are
isolable, as follows from the analysis in Section 5.4.

The matrix E is called a disturbance distribution matrix, since it contains in-
formation on how a vector of unknown input disturbances affect the states of the
system.

A full-order observer for the fault-free system (5.5) is described by:

ż(t) = Fz(t) + T Bv(t) + Ky(t)

x̂(t) = z(t) + Hy(t),
(5.7)

where x̂(t) ∈ Rn is the estimated state and z(t) ∈ Rn is the observer’s state. Note
that if we choose F = A − KC, T = I, and H = 0 we have a full-order Luenberger
observer. The observer matrices must be designed to achieve the decoupling from
the unknown input and meet requirements on the stability of the observer. Choosing
the matrices F, T, K, H to satisfy the following conditions

F = (A − HCA − K1C), T = (I − HC)

K = K1 + K2, K2 = FH, (HC − I)E = 0,
(5.8)

we have the estimation error dynamics

ė(t) = Fe(t). (5.9)

where e(t) = x(t) − x̂(t). Now we have the following definition of a UIO.

Definition 5.3.1 (UIO). A state observer is a UIO if the state estimation error
e(t) approaches zero asymptotically, regardless of the presence of the unknown input
d(t).

We conclude that if (5.8) is satisfied and F is stable, then the observer (5.7) is
a UIO. The following proposition from (Chen and Patton, 1999) formalizes this.

Proposition 5.3.2. There exists a UIO for (5.5) if and only if

1. rank(CE) = rank(E)

2. (C, A − HCA) is a detectable pair, where H is given by (5.8).

For a proof and more details the reader is referred to (Chen and Patton, 1999;
Ding, 2008). As suggested in (Chen and Patton, 1999), a possible method of de-
tecting and isolating the faults is to use the so called generalized observer scheme
(GOS), where we construct a bank of observers generating a structured set of resid-
uals such that each residual is decoupled from one and only one fault, but being
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sensitive to all other faults. Suppose there is a single fault, fi(t) 6= 0. In order to
render the observer insensitive to fi(t), this fault is regarded as an unknown input.
The system (5.6) for d ≡ 0 is equal to

ẋ(t) = Ax(t) + Bv(t) + Bf−i f−i(t) + bfi fi(t)

y(t) = Cx(t),
(5.10)

where bfi is the i-th column of Bf , fi(t) the i-th component of f(t), Bf−i is Bf with
the i-th column deleted and f−i(t) the fault vector f(t) with its i-th component
removed. Note that fi(t) can be considered as a disturbance that we want to
decouple (bfi is analogous to E in (5.6)).The UIO decoupled from bfi has thus the
same structure as (5.7) and is described by

żi(t) = Fizi(t) + TiBv(t) + Kiy(t)

x̂i(t) = zi(t) + Hiy(t).
. (5.11)

We introduce residuals to indicated faults.

Definition 5.3.3. A residual ri(t) is a fault indicator function that satisfies

‖ri(t)‖ = 0 ⇔ ‖f−i(t)‖ = 0.

It is easy to show that we have the following observer error and residual dynamics

ėi(t) = Fiei(t) − TiBf−i f−i(t)

ri(t) = Cei(t)
. (5.12)

where ei(t) = x(t)−x̂i(t) is the observer error and ri(t) is the corresponding residual.
Note that the residual dynamics are driven by the k-th fault if Tibfk

6= 0, k 6= i.
We introduce the following detection and isolation condition for fault fi(t),

‖ri(t)‖ < Θfi

‖rj(t)‖ ≥ Θfj , ∀j 6= i,
(5.13)

where Θfi , Θfj > 0 are isolation thresholds, which can be constant or time varying.
If (5.13) is satisfied, we conclude that there is a fault affecting the i-th component
of the system. Note that the selection of Θfi is particularly important. The inter-
ested reader may refer to (Frank and Ding, 1997) and references there-in for more
information

The approach presented above is feasible only if a single additive fault is present.
To isolate multiple faults, one can repeat the abovementioned procedure for each
of the potential fault combinations. We can derive similar observers for all faults
and then use (5.13) to isolate each of them. Next we show that one can construct
UIOs also for classes of networked systems.
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5.4 Distributed FDI for Networked Systems

In Sections 5.4.1 and 5.4.2 we solve Problem 3 of Section 5.2 by considering two
different distributed control laws that are special cases of (5.2) and show that UIOs
can under certain conditions be applied in both cases. Section 5.4.3 presents the
solution to Problem 4.

5.4.1 UIO for Position Distributed Control

Consider the networked system introduced in Section 5.2 with the following control
law

miui(t) = −diζi(t) +
∑

j∈Ni

wij (ξj(t) − ξi(t)) . (5.14)

where mi, wij , di > 0. If we make the physical interpretation that ξi(t) and ζi(t)
are position and velocity of node i, mi can be interpreted as the agent’s mass. The
nodes under the control law (5.14) move towards the position of their neighbors
while damping their current velocity.

As in Section 5.2, assume that

ξ̇k(t) = ζk(t) + fk(t) (5.15)

where fk(t) corresponds to a fault in node k. In the presence of this fault, we have

ẋ(t) = Ax(t) + bk
f fk(t) (5.16)

where

A =

[

0N IN

−M̄L −M̄D̄

]

B =
[

0N M̄
]⊤

M̄ = diag

(

1

m1
, · · · ,

1

mN

)

D̄ = diag (d1, · · · , dN )

bk
f = [b̄k

f
⊤ 01×N ]⊤,

(5.17)

with b̄k
f being an N dimensional vector with all zero entries except one that cor-

responds to the faulty node k. Furthermore, we assume the nodes have access
to

yi(t) = Cix(t), Ci =
[

C̄i 0|Ñi|×N

]

, i = 1, . . . , N, (5.18)

with C̄i being an |Ñi| by N matrix with full row rank, where each of the rows have
all zero entries except for one entry at the j-th position that corresponds to those
nodes that are neighbors of i, where Ñi = Ni ∪ {i} and j ∈ Ñi.
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To solve Problem 3, we show that one can construct a UIO at any given node i
under the control law (5.14) using measurements (5.18).

Theorem 5.4.1. Consider the distributed control system with a fault in node k
given by (5.16) and local measurments (5.18). If G is connected and k ∈ Ni, then
there exists a UIO for node i.

Proof. First we show that

rank
(

Cib
k
f

)

= rank
(

bk
f

)

= 1.

Denote the row of Ci that reads the output of node k, ck
i . It is obvious that ck

i bk
f = 1

and cj
i bk

f = 0, j 6= k. Hence, Cib
k
f is a vector with zero entries except one which

is equal to 1, thus the rank is equal to 1. This condition is equivalent to condition
(1) of Proposition 5.3.2.

Then we show that rank(D) = 2N + 1 for all Re(s) ≥ 0 where

D =

[

sI2N − A bk
f

Ci 0|Ñi|×1

]

,

which is equivalent to to Proposition 5.3.2 (2) and also shows the fault is detectable
according to Definition 5.2.1. We have

rank(D) = rank







sIN −IN b̄k
f

M̄L sIN + D̄M̄ 0N×1

C̄i 0|Ñi|×N 0|Ñi|×1







Applying some row and column operations we obtain

rank(D) = rank







0N −IN b̄k
f

a(s) 0N b(s)

C̄i 0|Ñi|×N 0|Ñi|×1






,

with a(s) = s2IN + sD̄M̄ + M̄L, and b(s) = (sIN + D̄M̄)b̄k
f .

We apply a state transformation

x̄ = P x = [ξĩ1
, · · · , ξĩ|Ñi|

, ξī1
, · · · , ξī|N̄i|

,

ζĩ1
, · · · , ζĩ|Ñi|

, ζī1
, · · · , ζī|N̄i|

]⊤,

where ĩj ∈ Ñi, īj ∈ N̄i, and C̄∗
i = C̄iP = [I|Ñi|0|Ñi|×N̄i

], where Ñi = i ∪ Ni and

N̄i = V \ Ñi. After this operation we can write the Laplacian as L̄ = P −1LP =
[

L|Ñi| l|Ñi|×|N̄i|

l|N̄i|×|Ñi| L|N̄i
|

]

.
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Furthermore we have b̃k
f = P −1b̄k

f , b̃k∗
f = P −1(sIN + D̄M̄)b̄k

f , P −1M̄P =
[

M̄1|Ñi| 0|Ñi|×|N̄i|

0|N̄i|×|Ñi| M̄2|N̄i
|

]

, and P −1D̄P =

[

D̄1|Ñi| 0|Ñi|×|N̄i|

0|N̄i|×|Ñi| D̄2|N̄i
|

]

.

After applying the transformation we have

rank(D) = rank











0|N̄|×|Ñi| 0|N̄i|×|N̄i| −IN b̃k
f

c(s) M̄1l|Ñi|×|N̄i| 0|Ñi|×N b̃k∗
f

M̄2l|N̄i|×|Ñi| d(s) 0|N̄i|×N 0|N̄i|×1

I|Ñi| 0|Ñi|×|N̄i| 0|Ñi|×N 0|Ñi|×1











,

with c(s) = M̄1L|Ñi| + s2I|Ñi| + sM̄1D̄1, and d(s) = M̄2L|N̄i| + s2I|N̄i| + sM̄2D̄2. It
is evident that the first and the third columns are independent of the rest, thus

rank(D) = |Ñi| + N + rank

[

M̄1l|Ñi|×|N̄i| b̃k∗
f

M̄2L|N̄i| + s2I|N̄i| + sM̄2D̄2 0|N̄i|×1

]

.

We know from (Barooah and Hespanha, 2007) that any principal submatrix of the
Laplacian matrix is invertible so the last column is independent of the rest as well,
hence rank(D) = |Ñi| + N + |N̄i| + 1 = 2N + 1. This rank equality is equivalent
to condition (2) of Proposition 5.3.2 (Chen and Patton, 1999). Satisfying the two
conditions of Proposition 5.3.2 the existence of a UIO for the system (5.16) with
measurements (5.18) and a fault in node k is established.

Remark 5.4.1. Note that if the graph is not connected, the networked system (5.16)
can be decomposed into several decoupled subsystems, each corresponding to a con-
nected subset of the network. The conclusion of Theorem 5.4.1 then applies to each
subsystem.

The existence of a UIO according to Theorem 5.4.1 leads to the possibility to
detect a fault at node k from a neighboring node i using the methods described in
Section 5.3.

In Theorem 5.4.1 we stated that a fault in ξk can be isolated with the measure-
ments of the form (5.18). In the next theorem we identify faults that cannot be
isolated.

Theorem 5.4.2. Consider the system (5.16). For any of the following pairs of Ci

and bk
f , no UIO of the form (5.7) exists:

(i) bk
f = [b̄k

f
⊤ 01×N ]⊤, Ci =

[

0|Ñi|×N C̄i

]

(ii) bk
f = [01×N b̄k

f
⊤]⊤, Ci =

[

0|Ñi|×N C̄i

]

(iii) bk
f = [01×N b̄k

f
⊤]⊤, Ci =

[

C̄i 0|Ñi|×N

]
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Proof. To see that no UIO exists for (i) and (iii), we simply verify that

rank
(

Cib
k
f

)

= rank
(

bk
f

)

= 0,

so the first condition of Proposition 5.3.2 is not satisfied. For (ii), similar to the
calculations in proof of Theorem 5.4.1, for the case where s = 0, we have

rank(D) = rank







0N −IN b̄k
f

M̄L 0N D̄M̄ b̄k
f

0|Ñi|×N C̄i 0|Ñi|×1






. (5.19)

Recall that L is rank deficient. Then, it follows that the first column block above
is not full column rank. Hence the second condition of Proposition 5.3.2 is not
satisfied.

Cases (i) and (iii) of Theorem 5.4.2 suggest that if there is an unknown input
affecting one of the states of one of the nodes in a network, it is not possible to
have a UIO without measuring the same state throughout the network as the one
affected by the unknown input. For example, if a fault is affecting the velocity of
one of the nodes, by measuring positions alone we cannot have a UIO to observe
the states of the network. On the other hand, in Case (ii) we see that the first
condition of Proposition 5.3.2 is satisfied, but a UIO still does not exist. What
happens in this case is that the system is not detectable, as seen by observing the
first two columns of (5.19). However, by having access to more measurements one
can construct a UIO to detect and isolate faults as seen next.

We now introduce conditions for existence of a UIO to detect the fault

ζ̇k(t) = ui(t) + vi(t) + fk(t), (5.20)

where again fk(t) corresponds to a fault in node k.

Theorem 5.4.3. Consider the distributed control system with a fault in node k

given by (5.16) and local measurments (5.18) with Ci =

[

C̄i 0|Ñi|×N

0|Ñi|×N C̄i

]

,

where C̄i is a |Ñi| by N matrix, and bk⊤
f =

[

01×N b̄k⊤
f

]

with bk
f being an N by

1 vector with k-th entry as its only nonzero entry. If G is connected and k ∈ Ni,
then there exists a UIO for node i.

5.4.2 UIO for Position–Velocity Distributed Control

Now we consider the existence of UIOs for the distributed control law:

ui(t) =
∑

j∈Ni

wij [(ξj(t) − ξi(t)) + γ(ζj(t) − ζi(t))] . (5.21)
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Again, interpreting ξi(t) and ζi(t) to be position and velocity of node i, the nodes
under the control law described by (5.21) move towards the position of their neigh-
bors while penalizing not only the position differences (as previously) but also
penalizing the velocity difference. The dynamics of the networked system with a
faulty node k is

ẋ(t) = Ax(t) + bk
f fk(t) (5.22)

where

A =

[

0N IN

−L −γL

]

, (5.23)

and L is the weighted Laplacian matrix with the weight wij > 0, γ > 0, bk⊤
f =

[

b̄k⊤
f 01×N

]

with b̄k
f being an N by 1 vector with k-th entry as its only nonzero

entry. We further assume that node i measures

yi(t) = Cix(t), (5.24)

Ci =

[

C̄i 0|Ñi|×N

0|Ñi|×N C̄i

]

, where C̄i is a |Ñi| by N matrix of the same structure

as considered before. Now we have the following theorem.

Theorem 5.4.4. Consider the distributed control system with a fault in node k
given by (5.22) and local measurments (5.24), and the cases where

1. bk⊤
f =

[

b̄k⊤
f 01×N

]

, or

2. bk⊤
f =

[

01×N b̄k⊤
f

]

with b̄k
f being an N by 1 vector with k-th entry as its only nonzero entry. If G is

connected and k ∈ Ni, then there exists a UIO for node i.

Remark 5.4.2. Proofs of Theorems 5.4.3 and 5.4.4 are similar to the proof of
Theorem 5.4.1 and are therefore omitted.

So far we have established what type of measurements should be available at
node i to be able to detect a fault in k ∈ Ni using a UIO fault detection scheme.
More specifically we have shown that if a node aims to detect a fault in a state of
one of its neighbors using a UIO based scheme, it has to measure the same state of
all of its neighbors.

Definition 5.4.5 (Monitoring node). Any node using UIOs to detect and isolate
faults in the system is denoted as a monitoring node.
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Using the above definition, a first approach to detect and isolate faults in the net-
work is to have each node monitoring its neighbors, i.e., every node is a monitoring
node. Although this scheme has high redundancy, it also leads to a highly complex
and computational intensive implementation. This issue is further addressed in
Section 5.5, where we consider alternative schemes with lower complexity.

In the next section we address the problem of reconfiguring the distributed
control law after detecting a fault in the network.

5.4.3 Faulty Node Removal

In this section, we make the following assumptions for the considered graph. We
assume that the graph G is 2-vertex-connected, i.e., after losing any single vertex
it remains connected. This results in the graph G to be also 2-edge-connected, i.e.,
after losing any single edge it remains connected. Moreover, we consider the case
where there is at most one faulty node, k, in the formation and the fault is either
in ξk(t) or in ζk(t). We propose the algorithm described in Figure 5.1 to solve the
problem of automatically reconfiguring the distributed control law to cope with a
faulty node.

Now, consider the network described in Section 5.2 with constant external inputs
v, where v 6= 0 ∈ R

2N , and the assumptions previously made. Consider the stability
of this system where ẋ(t) = Ax(t) + v. A condition on v for the system to converge
to an equilibrium point can be identified (entries of v adds to zero.). Note that the
algorithm depicted in Figure 5.1 cannot be applied to remove the faulty node for
such a system with a non-zero input. The reason is that if one applies the algorithm
after locating the faulty node, v loses one element and the entries of v do not add
up to zero anymore, which will drive the system to instability. To remedy this issue,
we modify the aforementioned algorithm to deal with removal of the faulty node

in such systems, and replace vℓ (ℓ ∈ Nk) by vℓ +
vk

|Nk| after removing the faulty

node k to ensure convergence to an equilibrium. This procedure could be seen as
assigning the generator nodes in Nk as distributed slack buses.

5.5 Reducing the Complexity of Distributed FDI Method

For implementation of the distributed FDI method introduced in this chapter, at
each node it is required to have one observer corresponding to each of the neighbors.
Each of these observers have 2N states. So at each node i, 2N |Ni| states are
estimated, which puts a heavy computational burden on each of the nodes as N
increases. For example a network with 10 nodes the observer bank in node a node
with 5 neighbors would require a total of 100 states. So it is desired to reduce the
amount of computation necessary for the FDI scheme, which can be achieved in two
ways. The first one, is to find a way to decrease the number of monitoring nodes in
the network while guaranteeing that each node in the network is being monitored
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Figure 5.1: Faulty node removal and distributed control law in the presence of fault

by at least another node and calculating UIOs for only these nodes. The second
way involves reducing the dimensions of the UIOs used in the distributed FDI.

5.5.1 Reducing the Number of Monitoring Nodes

Considering initially that each monitoring node monitors all the respective neigh-
bors, we say that an FDI system in node i covers the set of nodes Ni. The objective
is to select a minimum number of monitoring nodes so that they cover all the nodes
in the network, i.e.,

min
So⊆V

|So|
s.t.

⋃

i∈So

Ni = V , (5.25)
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where So is the set of monitoring nodes. This is actually a set cover problem where
we wish to determine a minimum total dominating set, i.e., a set with minimum
cardinality such that all nodes in the graph have at least one neighbor in that set.
This is a well studied problem, having been classified as an NP-hard problem and
two algorithms to solve this problem can be found in (Grandoni, 2006).

Although the number of observers obtained by using Ni as the set of nodes
covered by node i is not minimum, this method has one interesting property: all
nodes in So are monitored by at least one neighbor. This means that even if an
observer node is attacked, there is another observer node in the network that can
detect it. Obviously, this decreases the vulnerability of such scheme to faults in the
monitoring nodes.

Other interesting properties may also be imposed by modifying the constraints
in (5.25), such as having So to be connected, which is related to the minimum
connected dominating set problem.

Another way of minimizing the computational burden of the proposed method is
to find a set of nodes that monitors all the nodes in the network with the minimum
number of measurements, that is solving the following problem:

min
So⊆V

∑

i∈So

deg(i)

s.t.
⋃

i∈So

Ni = V .
, (5.26)

This problem can be solved first by finding all the dominating sets in the network
and choosing the set that minimizes the cost function.

5.5.2 Reducing the Dimensions of the UIOs

Another interesting approach to reduce the complexity of the distributed FDI
method is to use only local models of the system, thus reducing the dimension
on each UIO. The main concept of this approach is to design the bank of UIOs at
each node i so that the dynamics of each UIO become decoupled from part of the
networked system, while ensuring that any fault in the set Ni can still be detected
and isolated. Although this method requires additional measurements from outside
the neighbor set, it can achieve a large reduction of the dimension of each UIO. An
example illustrating the proposed scheme is presented in the next section and the
details for implementing this approach can be found in (Shames et al., 2012).

5.6 Application to Practical Examples

In this section we consider the problem of fault detection and isolation in two
practical examples. First we consider detection and isolation of faults in power
networks and then we consider the same problem in a formation of mobile nodes
with double integrator dynamics.
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5.6.1 Distributed FDI in Power Networks

In what follows we propose a fault detection and isolation scheme for a power system
akin to the one presented earlier. We assume that all the buses in the network
are connected to synchronous machines (motors or generators). The behavior of
a synchronous electrical motor located in bus i can be described by the so-called
swing equation:

miδ̈i(t) + diδ̇i(t) − Pmi(t) = −
∑

j∈Ni

Pij(t), (5.27)

where δi is the phase angle of bus i, mi and di are the inertia and damping coeffi-
cients, respectively, Pmi is the mechanical input power and Pij is the active power
flow from bus i to j, see (Guedes et al., 2005). Considering that there are no power
losses nor ground admittances and letting Vi = |Vi| ejδi be the complex voltage of
bus i, the active power flow between bus i and bus j, Pij , is given by:

Pij(t) = kij sin(δi(t) − δj(t)) (5.28)

where kij = |Vi| |Vj | bij and bij is the susceptance of the power line connecting buses
i and j.

Since the phase angles are close, we can linearize (5.28), rewriting the dynamics
of bus i as:

miδ̈i(t) + diδ̇i(t) = −
∑

j∈Ni

kij(δi(t) − δj(t)) + Pmi. (5.29)

Consider a power network with G(V , E) as its underlying graph with N = |V| nodes,
where each node corresponds to a bus in the power network. Rewriting (5.29) in

state-state form and considering x =
[

δ1(t), · · · , δN (t), δ̇1(t), · · · , δ̇N (t)
]⊤

and

v(t) = [Pm1 · · · PmN ]
⊤

, we have

ẋ(t) = Ax(t) + Bv(t), (5.30)

where A =

[

0N IN

−M̄L −M̄D̄

]

, B =
[

0N M̄
]⊤

, M̄ = diag

(

1

m1
, · · · ,

1

mN

)

,

D̄ = diag (d1, · · · , dN ).
Consider that the network is being affected by faults in the nodes, for instance

the removal of a group of generators or loads by local breakers. These result in sig-
nificant changes on the power generation and consumption and may, under certain
conditions, propagate through the network and lead to cascading failures. Assume
that a fault has occurred at node k. The power network under such conditions can
be modeled as

ẋ(t) = Ax(t) + Bv(t) + bk
f fk, (5.31)

where bk
f is the k-th column of B and therefore it can be written as bk

f =
[

01×N b̄k⊤
f

]⊤

with b̄k⊤
f being a column vector with 1

mk
in the k-th entry and zero in all other
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Figure 5.2: Power network with 9 buses (Anderson and Farmer, 1996).

entries. Thus, from Theorem 5.4.3 there exists a UIO for such system at a given
node i if k ∈ Ni and yi = Cix with

Ci =

[

C̄i 0|Ñi|×N

0|Ñi|×N C̄i

]

. (5.32)

Thus we need to measure the phase and frequency of the neighbors to be able to
detect the faulty node. These measurements are readily available through phase
measurement units (PMU). Having such measurements, this type of faults can be
detected and isolated in a distributed way using UIOs.

Remark 5.6.1. Because of Theorem 5.4.2 we know that we cannot solve the fault
detection problem using UIO with having access to less information than the infor-
mation available through yi = Cix, with the above-mentioned Ci.

Remark 5.6.2. In the case where there are buses that are not connected to syn-
chronous machines and are described by algebraic equations; one has two alterna-
tives. First, one can use equation (5.27) to model only the buses that are connected
to synchronous machines and use the techniques in (Machowski et al., 2008), Chap-
ter 14, to remove the algebraic relations from the power network model and assume
that the faults only affect the buses connected to synchronous machines. Second,
one may assume that the buses that are not connected to the machines are gov-
erned by dynamic equations of type (5.27), albeit with small damping and inertia
coefficients (Guedes et al., 2005).

Consider the power network presented in Figure 5.2 with four generators in
buses 1 to 4 connected through the transmission network to load buses, 5 to 9.
The power grid’s topological parameters and the generators’ dynamic coefficients
(mi and di) were taken from (Anderson and Farmer, 1996), while the dynamic
coefficients of the rest of the buses were arbitrarily taken from reasonable values.
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The power network is evolving towards the steady-state when, at time instant
t = 2s, a fault occurs at node 6, as presented in Figure 5.3(a). A bank of observers
is implemented at bus 7 and the respective residuals are illustrated in Figure 5.3(b).
Since the residual corresponding to bus 6, r6

7(t), remained smaller than the other
residuals, the fault is successfully detected and isolated even in the presence of
measurement noise.

Distributed FDI using local models

In this section we illustrate the solution proposed in Section 5.5.2 with a power
network example. The simulations were carried out using the IEEE 118 bus network
available with the MATPOWER toolbox (Zimmerman et al., 2009). The one-line
diagram of the power network is depicted in Figure 5.4 and the respective graph is
shown in Figure 5.5.

We considered the classical synchronous machine model (Kundur, 1994) for each
node of the power network, leading to the global network dynamics as in (5.31).
Since the inertia and damping coefficients, mi and di, were not available in the
example’s data files, they were randomly generated so that the load buses had
considerably lower values than the generator buses, namely mg ≈ 103ml and dg ≈
103dl.

In this example, node 19 is monitoring its 1−hop neighbors for faulty behaviors
using the method proposed in Section 5.5.2. Thus the only network model knowl-
edge needed is its 2−hop neighborhood, the smaller cluster in Figure 5.5, which
consists of 26 states, as opposed to the 236 states of the global network. Using
this smaller model, a bank of UIO was generated according to the discussion in
Section 5.5.2.

In the simulations, node 15 exhibits a faulty behavior after t = 20s, which is
successfully detected by node 19 as seen in Figure 5.6. Furthermore, all the residuals
corresponding to other neighboring nodes become large while the one for node 15
remains at zero. Following algorithm in Figure 5.1, node 15 is then detected and
identified as the faulty node.

5.6.2 Distributed FDI in Formations of Mobile Agents

In this section adopt the system and the notations introduced in Section 5.4.2.
Furthermore, assume at time tf a fault occurs at node k, one can detect and isolate
this fault using the methods introduced earlier. Consider a formation consisting
of 10 nodes with double integrator dynamics with the aforementioned control law
as depicted in Figure 5.7(a). Further assume at time tf = 2 node 3 starts to
malfunction. Using UIOs and the logic presented in (5.13) this fault is detected
at time td = 3.56. A sample of residuals as calculated in node 1 (neighboring
node 3) is presented in Figure 5.7(b). In the case where no isolation is carried out
the first coordinate of the velocities of the nodes are presented in Figure 5.7(c).
However, if after the detection of the fault, the aforementioned algorithm is used
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Figure 5.3: FDI in a Power Network: (a) Phase angles of the power network. (b)
Residuals of buses neighboring bus 7.
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Figure 5.4: One-line diagram of the IEEE 118 bus network (courtesy of the IIT Power
Group).

to remove the faulty node, the first coordinate velocities of the nodes would be
as the ones depicted in Figure 5.7(d), showing that they have reached consensus.
Due to absence of any external input it is not needed to adjust external input after
disconnection.

5.7 Summary

In this chapter we considered the problem of fault detection and isolation in the net-
works of interconnected nodes with double integrator dynamics. A distributed FDI
scheme based on UIOs was proposed, requiring only local measurements. Further-
more we analyzed the feasibility of such scheme with respect to local measurements
and we also provided some infeasibility results. As part of a mitigation procedure,
we proposed an algorithm to remove the faulty node from the network that can
also be applied when there are nonzero external inputs. Then we presented some
simulation examples related to the motivating applications, thus demonstrating
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Figure 5.5: The graph of the IEEE 118 bus network. Node 19 is the node at the
center of the smaller cluster to the right, monitoring its 1−hop neighbors. This cluster
represents the 2−hop neighborhood of node 19, where the outer nodes are the 2−hop
neighbors.

the application of the proposed method to fault detection in power and multi-node
systems. Some considerations on the complexity and scalability of the proposed
method were also given, and possible solutions were indicated.
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Chapter 6

Conclusions and Future Work

This thesis considered the security and reliability of NCS. Regarding security, this
thesis analyzed the power transmission network operation under deception attacks
on the measurement data. Stealthy deception attacks and their effects on the OPF
and power network operation were characterized. A novel impact-aware security
metric was also proposed. Reliability of power transmission networks was also
considered by addressing the problem of distributed FDI for interconnected second-
order systems. Feasibility of the proposed method was shown and methods to
further reduce the complexity of the solution were discussed.

A brief summary of the thesis contributions and possible future research direc-
tions are discussed below.

6.1 Conclusions

In this thesis the cyber security of SCADA EMS systems operating power transmis-
sion networks under data deception attacks was studied. Considering the attacker
to be rational in a special sense, a novel attacker model was proposed, including
relevant factors such as attack goals, resource constraints, and a given knowledge
of the linearized system model. Former results characterized stealthy attacks for
simplified linear models and linear SE algorithms. In this thesis we extend the
results to the nonlinear case. The set of stealthy attacks following policies with
perfect and perturbed linear model knowledge were characterized using the geo-
metric properties of the linearized models and the detection schemes. Furthermore,
the validity of the proposed framework was verified through practical experiments
on nonlinear SE algorithms. In spite of the power network being nonlinear, the
results obtained by this experiment show that computations based on linear mod-
els provide valid stealthy attacks. These attacks successfully corrupt the target
measurements without triggering any BDD alarms.

Given the classes of stealthy attacks, their effect on the optimal power flow
algorithm and power network operation was studied. Analytical expressions for the
fictitious and true profit given the attack were provided. These were used together
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with the attacker model to propose a novel impact-aware security measurement for
each measurement. This security metric considers both the impact on the system
and the attack effort, i.e., the number of measurements that are compromised.
Therefore, it can be used to develop improved protective schemes.

The power transmission network reliability was also addressed. In particular,
we considered the problem of distributed fault detection and isolation in networks
of interconnected nodes with double integrator dynamics, corresponding to sim-
plified models of power networks. A distributed FDI scheme based on UIOs was
proposed and the feasibility of the approach was analyzed with respect to local
measurements. Some infeasibility results were also provided. The complexity of the
proposed scheme was also analyzed, showing that it may not be scalable. Methods
to reduce the complexity of the proposed scheme were discussed, thus ensuring the
scalability of the solution.

6.2 Future Work

There are several research directions to explore regarding the work presented in
this thesis and security and reliability of NCS in general. In this section we discuss
some of these directions for possible future work.

Chapter 3: Cyber Security of State Estimator in Power Systems

This thesis characterized stealthy deception attacks for SEs using the Gauss-Newton
method and standard BDD schemes with both perfect and perturbed linear models.
However, this study was based on the assumption that the SE converged. Although
the practical experiments showed that stealthy attacks based on the DC network
model can significantly corrupt the estimates while having the SE to converge, it
remains unclear what the constraints on the attack magnitude and the perturbed
model are for which convergence is ensured.

Alternative SE methods suggested in the literature could also be analyzed under
deception attacks. For instance, there are the so-called robust SE which are known
to be more robust to outliers than the WLS approach, so studying them regarding
attacks might give further insights on the SE security.

Chapter 4: Cyber Security of Optimal Power Flow in Power
Systems

The proposed impact-aware security metric is posed as a non-convex optimization
problem. Therefore heuristics for its efficient computation are desired. Moreover,
it was previously mentioned that the novel impact-aware security metric could be
used for protective schemes. Designing these schemes is of interest to mitigate the
effects of deceptions attacks on power network operation.
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Chapter 5: Distributed Fault Diagnosis in Networked Systems

The proposed distributed FDI scheme was applied to power transmission networks
modeled by the swing-equation. However, more detailed power system models exist
and distributed FDI for these system still remains an open problem. Additionally,
similarly to the approach in Chapter 3, the distributed FDI scheme could be a
target of cyber attacks. However, attacks on dynamical system are much harder
than on static systems, since time and the dynamic models provide additional
information. It is therefore relevant to analyze these schemes under possible cyber
attacks scenarios.

Secure and Reliable NCS

In Section 2.3 an overview of recent research on secure and reliable NCS was pre-
sented. Several problems in this area remain unsolved, as also seen in the previous
sections. Moreover, sound frameworks to study security and reliability of NCS are
still needed.
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