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Abstract

Improvement of cyber-security of industrial control systems is of utmost
importance for our society. It has been recognized that many security vulner-
abilities can be found in these systems, which if exploited may lead to dire
consequences. For instance, successful cyber-attacks against industrial con-
trol systems may cause loss of electricity, lead to shortage of drinkable water,
or disrupt oil and gas production.

Deploying security measures to protect industrial control systems may be
costly. Thus, it is expected that we would not be able to prevent all the
security vulnerabilities that we find within the systems. In this thesis, we
consider two problems related to this issue. The first one is how to determine
which combinations of vulnerabilities are the most critical to be prevented.
An important part of this classification is estimating the impact of cyber-
attacks conducted using these vulnerabilities, which is the first major problem
considered in the thesis. The budget for deploying security measures can then
be focused on preventing the most critical combinations of vulnerabilities that
are found. How to do this in an optimal way once the number of vulnerabilities
and measures is large is the second major problem considered.

As our first contribution, we outline a framework for estimating the at-
tack impact in industrial control systems. Here, we consider industrial control
systems that have both control and monitoring tasks. For industrial control
systems with control tasks, we propose a framework to estimate the impact
of several attack strategies. We prove that the estimation of the impact of
all possible strategies is reducible to solving a set of convex minimization
problems. The solvers for convex minimization problems are well known, so
the exact value of the attack impact can be obtained easily. For industrial
control systems with monitoring tasks, we analyze the impact of a bias in-
jection attack strategy. We prove that the attack impact can be obtained
as the solution of a quadratically constrained quadratic program, for which
the exact solution can be found efficiently. We also introduce a lower bound
of the attack impact in terms of the number of compromised sensors. The
theoretical findings are illustrated in numerical examples.

As our second contribution, we propose a flexible modeling framework for
allocating security measures. Our framework is suitable for dynamical models
of industrial control systems, and can be used in cases when the number of
vulnerabilities and measures is large. The advantages of our framework are
the following. Firstly, the framework includes an algorithm for efficiently find-
ing the most dangerous vulnerabilities in the system. Secondly, the problem
of eliminating these vulnerabilities can provably be casted as a minimization
of a linear function subject to a submodular constraint. This implies that
the suboptimal solution of the problem, with guaranteed performance, can
be found using a fast greedy algorithm. The applicability of the framework
is demonstrated through simulations on an industrial control system used for
regulating temperature within a building.
Keywords: Cyber-Security, Cyber-Attacks, Cyber-Physical Systems, Net-
worked Control Systems, Model Based Impact Analysis
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Sammanfattning

Att säkerställa och förbättra cybersäkerheten hos industriella styrsystem
är av stor vikt för samhällssäkerheten. Det är känt att det förekommer sårbar-
heter hos den här typen av system, som om de utnyttjas kan leda till allvarliga
konsekvenser. Till exempel kan cyberattacker mot industriella styrsystem le-
da till storskaliga strömavbrott, dricksvattenbrist och störningar i olje- och
gasproduktion. Av dessa skäl har de här problemen fått stor uppmärksamhet
inom såväl forskningen som hos myndigheter och industrin.

Den här avhandlingen motiveras främst av att de åtgärder som kan vidtas
för att skydda industriella styrsystem ofta är kostsamma. I många fall är det
därför inte möjligt att åtgärda alla sårbarheter som kan hittas hos systemen.
Man behöver därför ta hänsyn till två problem. Till att börja med, hur man
kan identifiera vilka sårbarheter, eller kombinationer av dessa, som det är
mest kritiskt att förhindra angrepp mot. En viktig del av denna analys är att
beräkna effekten av sådana angrepp. Detta problem behandlas i avhandling-
ens första del. Nästa problem är att fördela en budget för säkerhetsåtgärder
för att förebygga de mest kritiska sårbarheterna, vilket behandlas i avhand-
lingens andra del.

Avhandlingens första bidrag är ett ramverk för att bedöma effekten av
angrepp mot industriella styrsystem. Här betraktar vi industriella styrsystem
som både har till uppgift att reglera och att övervaka. För system med regler-
uppgifter föreslår vi ett ramverk för att uppskatta effekterna av flera olika
angreppsstrategier. Vi visar att beräkningen av effekten av samtliga strate-
gier kan reduceras till att lösa en uppsättning konvexa minimeringsproblem.
Eftersom lösningsalgoritmer för sådana problem är välkända så kan exakta
värden enkelt beräknas. För industriella styrsystem med övervakningsuppgif-
ter analyserar vi effekten av angrepp i form av injektion av bias. Vi bevisar att
denna effekt kan fås som lösningen till ett så kallat kvadratiskt programme-
ringsproblem med kvadratiska bivillkor, som går att lösa exakt på ett effektivt
sätt. Vi demonstrerar resultaten i numeriska exempel.

Avhandlingens andra bidrag är en flexibel modelleringsmetod för resurs-
fördelning av säkerhetsåtgärder. Metoden vi föreslår är lämpad för dynamiska
modeller av industriella styrsystem och löser resursfördelningsproblemet när
antalet sårbarbeter och åtgärder är stort. Den föreslagna metoden kan ef-
fektivt identifiera de farligaste sårbarheterna i systemet. Sedan visar vi hur
problemet med att eliminera dessa sårbarheter kan formuleras som en mini-
mering av en linjär funktion med submodulära bivillkor. Detta innebär att
man med garanterad prestanda kan hitta en subotimal lösning med hjälp av
en snabb så kallad girig algorithm. Vi demonstrerar att våra metoder går att
tillämpa genom simuleringar av ett industriellt temperaturregleringssystem.
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Chapter 1

Introduction

Industrial control systems (ICSs) are vital for the proper functioning of our soci-
ety. These systems are, for instance, used to operate industrial facilities, power
plants, or water distribution networks. In the last two decades, ICSs have become
highly digitalized, which enabled more efficient and more reliable operation of these
systems. However, the digitalization has negative aspects as well.

Documented cyber-attacks, along with numerous studies, have demonstrated
that ICSs have become exposed to cyber-attacks. Given the nature of physical pro-
cesses operated by ICSs, successfully conducted cyber-attacks can lead to human
casualties, may cause considerable economic losses, and endanger the environment.
For instance, the cyber-attack against the Maroochy shire’s sewage control system
lead to an environmental hazard [1, 2], the Stuxnet malware was used to sabo-
tage an uranium enrichment facility in Iran [3–5], while a cyber-attack against the
Ukranian power grid companies left thousands of households without electricity [6].
Therefore, improving ICSs cyber-security is of extreme importance.

Unfortunately, securing an ICS has proved to be more complex and more costly
than securing an ordinary information technology (IT) system. Thus, a crucial
step before implementing any security strategy for these systems is to conduct risk
assessment [7–9]. In this assessment, security vulnerabilities within the system are
first identified, and the complexity of exploiting these vulnerabilities together with
the resulting impact, are estimated. Once the assessment is completed, one can
move to the risk response step, where one prioritizes where to invest the security
budget based on the results of the risk assessment. In this thesis, our objective
is to provide mathematical models and tools that can make the process of risk
assessment and risk response for ICS systematic and cost efficient.

Before moving to a more detailed formulation of the problems addressed within
the thesis, we motivate the importance of studying these problems in Section 1.1.
We then formalize problems and outline our contributions in Section 1.2, and
present the structure of the thesis in Section 1.3.

1
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Figure 1.1: Typical architecture of an ICS. The field layer consists of sensors,
actuators, and control devices. This layer is used to control the physical process.
The supervisory layer models the environment of the control center. The operators
in the control center can monitor the physical process, change configuration of
controllers, and take manual control over some of the actuators if needed.

1.1 Motivation

ICSs are cyber-physical systems, as illustrated in Figure 1.1. These systems in-
teract with the physical world through the sensors and actuators. The sensors
collect measurements from the process, and send them to control devices. Based
on these measurements, control devices calculate control actions, and execute them
through the actuators. The control devices also share information with and execute
commands from the control center. The cyber-physical nature of ICSs is the main
reason why ICS security is so important to address. By exploiting some of the
cyber vulnerabilities, an attacker can gain opportunities to manipulate sensors and
actuators, and endanger the physical process being controlled.

Given the importance of physical processes operated by ICSs, it may be surpris-
ing that ICS security was not taken seriously into consideration in the past [10].
The main reason for this is that ICSs were isolated and much different from other
IT systems. The hardware and software for ICSs were specially designed for these
systems, and they were rarely connected to other networks [11]. However, the last
two decades have witnessed rapid transformation of ICSs. These systems have be-
come connected to other IT networks and directly or indirectly to the Internet [9].
Moreover, specialized technologies that were used for ICSs are now being more
and more merged with ordinary IT technologies, and, in that way, inherited their
vulnerabilities [8].

Unfortunately, these changes were not accompanied by applying appropriate
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security solutions, which resulted in a large number of security vulnerabilities within
ICSs. For instance, communication protocols commonly used in ICSs are often
lacking basic protection such as encryption and authentication [12], the local area
network in the control center may be connected directly or indirectly to the Internet
without adequate protection [8], or anti-virus software may not be installed or
updated [7]. Besides cyber vulnerabilities, physical security vulnerabilities could
also be present. For example, physical access control to some of the devices within
the system may be missing [7].

In order to prevent cyber-attacks, different institutions and standardization
organizations have issued recommendations for improving the cyber-security of
ICSs [7–9, 13]. The overall suggestion is to implement a defense-in-depth strategy,
which consists of multiple layers of security measures. Examples include imple-
menting encryption and authentication of communication channels, segmentation
of the control network, installing and maintaining anti-virus software, etc.

However, deployment of security measures in an ICS proves to be a very chal-
lenging task. In contrast to ordinary IT systems that have a typical life span of two
to five years, ICSs are designed to last for decades. Thus, support for some of the
equipment found within ICSs may not exist anymore [7]. These systems also have
tight real time requirements, and stopping them in order to deploy or update secu-
rity measures should be planned well in advance [7]. Furthermore, the equipment
used in ICSs is in many cases resource constrained. Adding security measures such
as encryption could require additional memory and computing resources, which
may cause delays in the system and result in instability [14].

In summary, given the potentially large number of vulnerabilities within an ICS,
and all the difficulties of implementing security measures, preventing all of the se-
curity vulnerabilities at once might not be possible. Thus, we should first prioritize
what combinations of vulnerabilities are more dangerous than the others. One cri-
terion used for prioritizing is the impact that may occur if a certain combination
of vulnerabilities is exploited. How to estimate the impact of cyber-attacks is the
first question we try to answer in this thesis. Once the high risk combinations of
vulnerabilities are determined, the security measures should be selected such as to
prevent these combinations. How to select the least expensive combination of the
security measures is the second question we try to answer.

1.2 Problem Formulation and Contributions

In this thesis, we address two key problems. The first one is the problem of estimat-
ing attack impact. The second one is the problem of deploying security measures
in a cost-efficient manner. In what follows, we introduce these problems in more
details, and summarize our contributions.

3
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Figure 1.2: A schematic of a control system under attack. The control input u is
corrupted by the attack signal au, so the signal ũ is applied to the process instead
of u. Similarly, the sensor measurements y are subject to the attack signal ay, so
the controller and anomaly detector receive the false measurement signal ỹ.

1.2.1 Problem 1 – Model Based Impact Analysis
The attack impact can be estimated by modeling an ICS and then simulating
possible attack strategies. Given that cyber-attacks against ICSs may endanger
the physical world, a natural approach is to use a physical model of the system to
estimate the attack impact.

A physical part of an ICS under attack is illustrated in Figure 1.2. The plant
is modeled as a linear time invariant system of the form

x(k + 1) = Ax(k) +Bũ(k)
y(k) = Cx(k)

where x(k) is the state of the system, which contains the physical states such as
pressures, flows, or temperatures, ũ(k) is the control signal applied to the process,
and y(k) are the sensor measurements collected from the process.

At certain point, the attacker exploits a group of security vulnerabilities, and
gains control over some of the sensors and the actuators. Due to attacks, the signal
ũ(k) is different from the true control signal u(k). Similarly, the measurement
signal ỹ(k) received by the controller and the anomaly detector is different from
the original one y(k). As illustrated in Figure 1.2, the signals ũ(k) and ỹ(k) are
given by

ũ(k) = u(k) + au(k) ỹ(k) = y(k) + ay(k)
where au(k) and ay(k) are the attack signals dependent on the sensors and actuators
that the attacker controls. These signals could be designed based on the model
knowledge, with the purpose to achieve some malicious goal. For instance, this
goal can be to increase the pressure in a pipeline above some maximal permitted
threshold, or to overflow a tank containing hazardous materials.

However, the behavior of the system under attack usually differs from the one
during the normal operation. In case that the measurements ỹ(k) are significantly

4



different from those during the normal operation, an alarm is triggered by the
anomaly detector. We can then start some safety procedure to mitigate the attack.

Therefore, from the defender’s perspective, we are interested in determining if
the attacker can conduct the attack with the high impact while staying undetected
by the anomaly detector. Given that we do not know what the attacker’s goals
are, one way to reason about the possible impact would be to assume an attack
strategy, and then to find the worst case impact under this strategy. Based on the
previous discussion, the problem of estimating attack impact can be formulated as
the following optimization problem.

Problem 1. (Attack Impact Estimation Problem)

maximize
au,ay

Impact

subject to The trajectory of the system satisfies physical laws
The attack signals au and ay follow the attack strategy
The attack is not detected by the anomaly detector

This problem represents a constrained maximization problem, and it is a non-
convex problem in general. Solving these problems is challenging, since the algo-
rithms for finding the exact solution of optimization problems of this type are rarely
available. For this reason, it is beneficial to reduce the problem of estimating im-
pact to some of the standard maximization problems that are known to be solvable.
We propose several such optimization problems in Chapters 3 and 4.

In Chapter 3, we consider the problem of estimating the impact for an ICS that
has a control task. We propose a framework to estimate the impact of denial of
service, sign alternation, rerouting, replay, false data injection, and bias injection
attack strategies. Our framework is valid for stateless, moving window, cumulative
sum, and multivariate exponentially weighted moving average detectors. The attack
impact measure is adopted to be the infinity norm of the critical states after a fixed
number of time steps. For this measure of the attack impact, we prove that the
impact for all of the attack strategies is reducible to the problem of solving a set
of convex minimization problems. The solvers for convex minimization problems
are well known, so the exact value of the attack impact can be obtained easily. We
illustrate how the models of the attacks can be used to estimate the impact on a
model of a chemical process.

In Chapter 4, we address the problem of estimating impact of cyber-attacks
targeting monitoring systems. The goal of monitoring systems is to estimate the
state of the system based on available sensor measurements. For this purpose,
a Kalman filter is used. We consider a chi-squared test in this chapter, and a
bias injection attack strategy. The attack impact is measured through the steady
state mean square estimation error. For this impact metric, we prove that the
attack impact can be obtained as a solution of quadratically constrained quadratic
program, for which the exact solution can be found efficiently. We also introduce a
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Figure 1.3: Illustration of the security measure allocation problem. (a) The first
step: finding the most critical attack scenarios, which are those that are not complex
to conduct and have a large impact. (b) The second step: selecting the least
expensive subset of security measures such as to prevent the critical scenarios.

lower bound of the attack impact in terms of the number of compromised sensors.
We illustrate theoretical findings on a model of a quadruple tank process.

1.2.2 Problem 2 – Allocating Security Measures

The second major problem we address is how to allocate security measures within an
ICS in a cost-efficient manner. Let the set of security vulnerabilities be denoted with
V. The elements of the set V can model a communication link without protection,
or insufficient physical security of some components. By exploiting one or more
of these vulnerabilities, the attacker can gain control over some of the sensors and
actuators and endanger the physical world. Naturally, the high risk combinations
of vulnerabilities are those that are not complex to be exploited, and can lead to a
large impact, as shown in Figure 1.3 (a).

The vulnerabilities can be prevented by deploying security measures from the
set M. The elements of this set can model encryption of communication link, or
installation and maintenance of anti-virus software. In order to deploy some of
these measures, we need to pay a certain cost. Thus, the goal is to select the
least expensive subset Md of security measures that prevents all of the high risk
vulnerability combinations, as illustrated in Figure 1.3 (b). The security measure
allocation problem can then be reduced to the following combinatorial optimization
problem.
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Problem 2. (Security Measure Allocation)

minimize
Md⊆M

Cost

subject to The subsets of V with high risk are all prevented

The two main difficulties with solving this problem are the following. Firstly,
finding the high risk combinations of vulnerabilities presents an issue. Mainly, the
number of combinations of vulnerabilities is equal to the number of subsets of the
vulnerability set V. Hence, simply going through all the combinations of vulnera-
bilities and deciding whether it is with high risk, or not, is not feasible when the
cardinality of this set is large. Secondly, even if we find the set of high risk vul-
nerabilities, the security measure allocation problem is a constrained combinatorial
minimization problem. These problems are NP hard in general, thus algorithms
that return the optimal solution in polynomial time do not exist except in some
special cases.

The aforementioned issues are addressed in Chapter 5. In particular, we pro-
pose a flexible modeling framework for allocating security measures suitable for
dynamical models of ICSs. Our framework targets allocating security measures
once the number of security vulnerabilities and security measures is large. To find
the combination of vulnerabilities with the high risk, we adopt a tree representation
of the power set, which is used for the purpose of systematic search. We propose
the breadth first search algorithm that exploits properties of the risk model and
security measures allocation problem to remove branches of this tree. Using this
algorithm, the execution time of the search can potentially be reduced considerably.

Once the high risk combinations of vulnerabilities are found, the security mea-
sure allocation problem reduces to an integer linear program. Given that integer
linear programs are NP hard in general, we show how to reduce the problem to
a minimization of a linear function subject to a submodular constraint. In that
case, a polynomial-time greedy heuristic can be used to provide a solution with
known performance bound. Furthermore, we prove that the set of critical scenarios
returned by the aforementioned breadth-first search algorithm provides the best
performance guarantees for the greedy algorithm. Applicability of our framework
is illustrated on a model of the control system used to regulate temperature within
a building.

1.3 Structure of the Thesis

In what follows, we briefly outline the context of each chapter of this thesis. Where
relevant, we state peer reviewed scientific contributions on which the chapter is
based.
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Chapter 2: Background
In this chapter, we introduce the typical architecture of ICSs, summarize some
of the cyber-attacks conducted so far, explain the risk management program, and
provide a literature review.

Chapter 3: Estimating Attack Impact in Control Systems
In this chapter, we propose several attack strategies that can be used to estimate
potential impact of cyber-attacks. The focus is placed on ICSs with control tasks.
The chapter is based on the publication:

J. Milošević, D. Umsonst, H. Sandberg, and K. H. Johansson, “Quantifying the
impact of cyber-attack strategies for control systems equipped with an anomaly
detector,” in Proceedings of the European Control Conference (ECC), 2018. To
appear.

Chapter 4: Estimating Attack Impact in Monitoring Systems
In this chapter, we address the problem of estimating the attack impact in monitor-
ing systems. In particular, we observe a Kalman filter equipped with the chi-squared
detector under bias injection attacks. We derive the worst case attack impact, and
a lower bound on the attack impact. The chapter is based on the publication:

J. Milošević, T. Tanaka, H. Sandberg, and K. H. Johansson, “ Analysis and miti-
gation of bias injection attacks against Kalman filter,” in Proceedings of the IFAC
World Congress, 2017.

Chapter 5: Allocating Security Measures in ICSs
In this chapter, we study the problem of optimally allocating security measures for
dynamical control systems. The chapter is based on the publications:

J. Milošević, A. Teixeira, T. Tanaka, H. Sandberg, and K. H. Johansson, “Secu-
rity measure allocation for industrial control systems: exploiting systematic search
techniques and submodularity,” submitted to International Journal of Robust and
Nonlinear Control.

J. Milošević, T. Tanaka, H. Sandberg, and K. H. Johansson, “Exploiting submodu-
larity in security measure allocation for industrial control systems,” in Proceedings
of the 1st ACM Workshop on the Internet of Safe Things (SafeThings’17), 2017.

Chapter 7: Conclusion and Future Work
In this chapter, we summarize the results presented in the thesis, and outline di-
rections for future work.
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Chapter 2

Background

In this chapter, we introduce the background that can help the reader to follow the
remainder of the thesis. The chapter covers the following topics. In Section 2.1, we
explain the typical architecture of an ICS. In Section 2.2, we summarize different
types of cyber-attacks. In Section 2.3, we introduce attacks against ICSs conducted
so far. In Section 2.4, we describe the risk management program, and explain how
are the problems we consider in the thesis related to this program. In Section 2.5,
we provide a literature review.

2.1 Architecture of an ICS

An ICS consists of several layers, as shown in Figure 2.1 [15]. The interaction with
the physical process is achieved through the field layer. The components of this
layer are well known within the control community, and include sensors, actuators,
and control devices (e.g., programmable logic controllers, remote terminal units,
or intelligent electronic devices [16]). Sensors collect measurements from physical
processes (e.g., pressures and temperatures), and send these measurements to a
control device. The control device then calculates appropriate control signals based
on the sensor measurements and the control algorithm, and sends the signals to
actuators (e.g., pumps and valves) for execution. Other roles of control devices
include sharing of information such as measurements, control signals, and alarms
with the supervisory layer, and executing commands received from the supervisory
layer. The communication between the field and the supervisory layer is established
in different ways, for instance through telephone lines, radio waves, or the Internet.

The supervisory layer is responsible for monitoring the physical process, collect-
ing and storing process information, centralized alarming, and trend analyses. If
required, operators from the control center can take control over some of the com-
ponents in the field layer. Nowadays, the supervisory layer is usually connected to
both the field layer, as well as to other IT systems (e.g., manufacturing execution
systems and enterprise resource planning systems).
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Figure 2.1: Layered architecture of an ICS.

The components of the supervisory layer mostly include IT equipment with dif-
ferent purposes. The most important components of this layer include the engineer-
ing workstation and the human machine interface [7]. An engineering workstation
is a computer that is used for configuration, maintenance, and diagnostic of control
system applications and control system equipment [7]. For instance, control algo-
rithms executed on the control devices in the field layer are designed and stored
on the engineering workstation. A human machine interface is a hardware and/or
software that is used to display process data in a convenient form, and to enable
an operator to manually interact with the control devices from the field layer [7].
Through a human machine interface, an operator can monitor the physical process,
modify the control objective, and manually control actuators.

2.2 Types of Cyber-Attacks

The three key properties of IT security are confidentiality, integrity, and availabil-
ity of the information and services [17]. Confidentiality means that data can be
accessed only by authorized users, integrity guarantees that unauthorized change
of the information is not possible, and availability implies that data and services
are available on a user request.

The attacks against these three properties are illustrated in Figure 2.2. The
attacks against confidentiality are called disclosure attacks. In these attacks, the
attacker gains unauthorized access to the data or service (Figure 2.2 (a)). The
attacks against integrity are known as false data injection attacks. Due to false
data injection attacks, the user may use the false information thinking it is true
(Figure 2.2 (b)). Finally, the attacks against availability are known as denial of
service attacks. These attacks block the user from gaining access to data or service
(Figure 2.2 (c)).

From ICS security perspective, false data injection attacks and denial of service
attacks are the most important to consider. The reason is that these attack strate-
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Figure 2.2: Illustration of different types of cyber-attacks: (a) disclosure attacks;
(b) false data injection attacks; (c) denial of service attacks. The users are denoted
with A and B, and the attacker with E.

gies can endanger the physical world. For instance, false data injection attacks
against sensor measurements, can lead to the wrong control signal being calculated
and sent to the actuators for execution. Similarly, if the attacker blocks control
signals from reaching the actuators, the system may become unstable.

2.3 Documented Attacks Against ICSs

Examples of some of the cyber-attacks against ICSs are provided next.

Example 1. (The Maroochy Water Services Breach [1, 2]) The attacks
against the ICS operating sewerage system occurred in the year 2010, in Australia.
The attacks lasted approximately for two months. During that time, the system
was attacked at least 46 times. Around one million liters of untreated sewage was
released into a stormwater drain, and the contaminated water flowed waterways,
parks, and grounds of a local hotel. The attack caused death of marine life, and
unbearable smell spread over the area.

The attacks were conducted by Vitek Boden, an engineer involved in the instal-
lation of the radio equipment for the attacked ICS. He conducted all the attacks
from his car, by using stolen radio equipment connected to a computer with special-
ized software. The attacker was also familiar with the architecture of the system,
and knew the vulnerabilities of the system. Using these resources, Mr. Boden was
able to inject malicious radio commands, disable alarms in the field stations, and
manage to alter the configuration for the field stations. �

Example 2. (Stuxnet [3–5]) Stuxnet is a computer worm specially designed for
attacks against the ICS operating an uranium enrichment facility in Iran. Since its
discovery in the year 2010, it has attracted considerable attention from the media,
industry, and research community.
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The Stuxnet attack can be divided into two phases. In the first phase, Stuxnet
infiltrated the computer network within the nuclear facility through a USB drive.
It then spreads itself through the network until it finds the computers within the
control center. Once the communication between the control center and the con-
trol devices controlling the uranium enriching centrifuges was established, Stuxnet
downloaded itself on the controllers.

In the second phase, Stuxent started collecting sensor measurements of normal
system operation. After it has collected enough measurements, Stuxnet started
sending the harmful control signals to the centrifuges. At the same time, Stuxnet
was masking these actions by sending the previously recorded measurements of the
normal operation to operators in the control center. In this way, the operators
believed that the process was operating normally, while the harmful controlled
signals were damaging the centrifuges. �

Example 3. (The Cyber Attack on the Ukrainian Power Grid [6]) The
attack occurred in December 2015, in Ukraine. Three different electricity distribu-
tion companies were targets of the attack, which lead to 225,000 customers being
without electrical energy.

As in the previously described Stuxnet attack, this attack can also be divided
into two stages. In the first stage, infected e-mails were sent to the employees in
the IT and administrative network of the targeted electricity companies. The e-
mails had attached documents containing the malware BlackEnergy. Workers were
deceived in opening these documents and installing Black Energy, after which the
virus enabled the attacker to establish a connection with the company network. The
attacker was then able to explore the company’s network, and eventually localize
and gain access to the control center. Once there, the attacker started gathering
information about the control center environment, and prepared the second stage
of the attack.

In the second stage, the attacker disabled operators from controlling the en-
gineering workstation. The attacker additionally blocked communication between
the workstation and the field stations, in order to ensure that remote commands
could not be sent to the field stations in case the operators recovered control over
the engineering workstations. The attacker then used human machine interface
devices to issue malicious control commands to circuit breakers, and in that way
cause the blackout of the system. �

2.4 Risk Management Program

The risk management program serves for determining the risk, implementing a se-
curity strategy to respond to the risk in a cost efficient way, and monitoring how the
risk evolves over time. This program can be divided into four steps: risk framing,
risk assessment, risk response, and risk monitoring, as shown in Figure 2.3 [18].

The risk framing step is a prerequisite for the remaining steps. It serves to define
a strategy for conducting risk assessment, responding to risk, and monitoring risk.
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Figure 2.3: Risk management cycle. The risk framing step serves to define a strat-
egy for conducting the remaining three steps. The risk assessment step consists of
identifying vulnerabilities within the system, estimating the complexity of exploit-
ing these vulnerabilities, and estimating impact that may occur in that case. Risk
response consists of prevention, detection, and mitigation actions, while the risk
monitoring step evaluates the risk over time.

The risk assessment step serves to determine a risk. Actions of this step include
identifying vulnerabilities within the system, estimating the impact that may occur
if the vulnerabilities are exploited, and determining the complexity of exploiting
vulnerabilities. For instance, the security vulnerabilities within the system can be
identified based on the lists of vulnerabilities commonly found within an ICS [7].
The attack complexity can be estimated based on a security expert knowledge [18–
20]. An attack impact can be estimated by modeling an ICS and then simulating
possible attack strategies [21]. As we stated earlier, the problem of estimating
impact is the first major problem we consider in the thesis.

Once the risk assessment is completed and the risk is determined, one can
move to the risk response step. This step serves to deploy an effective security
strategy. The first step of risk response is to try to prevent an attacker from
exploiting security vulnerabilities by deploying appropriate security measures [22,
23]. As we discussed earlier, it is expected that we would not be able to deploy the
security measures that prevent all the vulnerabilities. Thus, the focus should be on
preventing the high risk vulnerabilities previously determined in the risk assessment
step, and this is the second major problem addressed in the thesis. The other two
steps of risk response include detection and mitigation actions. In case the attacker
finds a way to exploit some of the vulnerabilities, the anomaly detectors should
be deployed to detect the attacks. For instance, the attack can be detected by
observing anomalies in the physical behavior of the system [24]. Finally, the way to
mitigate the attack once it is detected should be determined. One way to achieve
this would be to reconfigure the system such that redundant secured components
are used to control the process [25,26].
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The last step of the risk management program serves to monitor risk over time.
The purpose of this component is to evaluate the effectiveness of the implemented
security strategy, and to determine how the risk is affected by the system changes.

2.5 Cyber-Security of Control Systems

In the past, studies in control theory usually tried to answer how the operation of
an ICS is affected by randomly occurring faults [24], noise [27], packet drops [28],
or model uncertainty [29]. However, cyber-attacks pose new and fundamentally
different challenges [15].

In contrast to noise and faults that are random in nature and without any mali-
cious objective to fulfill, cyber-attacks can be designed based on system knowledge
with the purpose of achieving some malicious objective. Moreover, an attack might
be conducted at several components at the same time in a coordinated way. An-
other difference is that disturbances are often assumed to be bounded, while attack
signals are dependent on an attacker’s choice, and can take arbitrary value. Fi-
nally, it was shown that anomaly detectors developed to detect faults prove to be
ineffective against carefully designed cyber-attacks. One of the first studies that
theoretically proved this was [30]. The authors considered a system used for moni-
toring power grid equipped with a bad data detector. They proved that an attacker
is able to degrade the quality of the state estimate without being detected by the
bad data detector.

For the aforementioned reasons, it is not surprising that cyber-security of control
systems has become a well established research topic [31, 32]. In what follows, we
review some of the major problems considered so far. Literature directly related to
the problems we consider in the thesis is reviewed in more detail in Chapters 3–5.

Fundamental Limitations
Fundamental limitations that the cyber-attacks impose have been derived in several
theoretical studies. Fawzi et al. [33] considered estimation problem in presence of
attacks, and established the impossibility of accurately reconstructing the state of
the system in the presence of an intelligent cyber-attacker. Pasqualetti et al. de-
rived fundamental limitations for detecting cyber-attacks [34]. The authors proved
that the attacks hidden in the zero dynamics of the system cannot be distinguished
from the normal system operation. Sundaram et al. [35] showed that if the connec-
tivity of the communication graph of a networked control system is 2f or less, then
f malicious nodes may conduct a coordinated attack such that it is not possible to
correctly calculate an arbitrary function of all node values.

Experimental Studies
Besides theoretical studies, experimental studies also verified that novel solutions
are required for malicious cyber-attacks. Amin et al. [36] considered an attacker
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with the model knowledge and the ability to manipulate some of the measurements
and the control signals. The experiment conducted on the ICS controlling a water
canal network demonstrated that such an attacker is able to lead to water pilfering
from the canal system, without being detected by an anomaly detector.

Teixeira et al. [37] considered cyber-attacks against an ICS monitoring a power
grid. The experiments were conducted on a realistic energy management systems
software. The authors validated experimentally that it is possible to design unde-
tectable cyber-attacks that degrade the estimation quality.

Modeling of Cyber-Attacks
A physical model of an ICS can be used for modeling cyber-attack strategies, and
estimating the possible attack impact. Models of attacks in which the attacker
avoids being detected by an anomaly detection mechanisms has attracted most of
the attention. Examples of these strategies include zero-dynamics attacks [34, 38],
covert attacks [39], and replay attacks [40]. However, more simple attack strategies
such as denial of service [15,41], rerouting [42,43], and sign alternation attacks [44,
45] have also been considered. In order to be able to model and analyze the attacks
in a unified way, a modeling framework for ICSs under attack was proposed by
Teixeira et al. [38].

Security Index
An interesting approach for analyzing ICS vulnerability is by using the so-called
security index. The security index was introduced in [46], to characterize the vul-
nerability of individual sensors monitoring a power network. The security index of
a sensor s is equal to the number of sensors that needs to be attacked in addition
to sensor s, in order to conduct an undetectable attack such as the one proposed
in [30]. What is challenging with this approach is to estimate security index in an
efficient and optimal manner once the number of sensors in the network is large. In
fact, it was shown in [47] that calculating the security index is an NP hard prob-
lem in general. However, if the network topology satisfies certain assumptions, the
security index can be efficiently calculated using l1 relaxation [48], or by solving
a min-cut problem [47, 49]. Extensions of the security index to dynamical control
systems were proposed in [50–52].

Novel Anomaly Detection Methods
The problem of designing anomaly detectors capable of detecting cyber-attacks
has attracted a lot of attention [40, 53–58]. Some of the approaches include the
following. Mo et al. [40, 53] considered the problem of detecting replay attacks.
They proposed the way of designing watermarking signal that reveals replay at-
tacks, without considerably degrading the system performances. Teixeira et al. [54]
considered the problem of detecting zero dynamics attacks. They showed that the
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attacks can be revealed by modifying the system structure. Do et al. [55] derived
a scheme that detects covert and zero dynamics attacks by modulating the control
signals.

Game Theoretic Approach
The problem of control system security has also been approached using game the-
oretic tools [59–62]. Zhu and Basar introduce two zero sum games to model the
problem of cyber-security of control systems [59]. The first zero sum game is used
to model the problem of designing a robust control strategy for physical layer, while
the second one models the problem of designing a security policy. Ugrinovksi et
al. [62] considered the problem of denial of service attacks against a control system,
and modeled it as a zero sum game. Applications for power networks were consid-
ered in [60,61]. In particular, Amin et al. [60] proposed a game theoretic model of
electricity theft, while Shelar and Amin [61] modeled the problem of protecting a
electricity distribution network as a three stage defender-attacker-defender game.

Attack Resilient State Estimators
Besides detectors, novel types of attack-resilient estimators [33, 63–69], controllers
[70–77], and consensus protocols [78–81] have been considered in the literature.
The problem of designing attack-resilient state estimators proved to be the most
interesting one so far.

Fawzi et al. [33] considered the problem of reconstructing the state of a noiseless
linear system from the corrupted sensor measurements. The estimator minimizes
the l0 norm of the difference between the window of previous sensor measurements
and the initial state, over all the combinations of sensors and initial states. The
authors proved that this estimator is the optimal one, in the sense that if the state
cannot be reconstructed by this estimator, then it cannot be reconstructed by any
other. The main issues with this approach are that it does not take noise into
consideration, finding the state estimate is an NP hard problem, and a delayed
estimate is returned. Approaches that take noise into consideration are considered
in [63,69], a more computationally efficient method was proposed in [68], while the
issue of delay was addressed in [64].
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Chapter 3

Estimating Attack Impact in
Control Systems

This chapter addresses Problem 1, which is on estimating impact of cyber-attacks.
In particular, we propose a framework to estimate the impact of several cyber-attack
strategies against a dynamical control system equipped with an anomaly detector.
Denial of service, sign alternation, rerouting, replay, false data injection, and bias
injection attack strategies are considered. The framework is applicable for stateless,
moving window, cumulative sum, and multivariate exponentially weighted moving
average anomaly detectors. As the attack impact measure, the infinity norm of
critical states after a fixed number of time steps is adopted. For this measure
and the aforementioned anomaly detectors, we prove that the attack impact for all
of the attack strategies can be reduced to the problem of solving a set of convex
minimization problems. Thus, the exact value of the attack impact can be obtained
easily. We demonstrate how our modeling framework can be used for risk assessment
on a numerical example.

3.1 Introduction

3.1.1 Literature Review

In this chapter, we are focused on the problem of estimating the impact of cyber-
attacks in control systems equipped with various types of anomaly detectors. As-
pects of this problem were earlier investigated in studies [82–84]. Cárdenas et al. [82]
considered a control system equipped with a cumulative sum (CUSUM) anomaly
detector, and proposed several attack strategies that can be used to quantify the
attack impact. Ahmed et al. [83] investigated the performance of stateless and
CUSUM anomaly detectors in presence of false data injection and zero alarm at-
tacks. In order to compare different types of anomaly detectors, Urbina et al. [84]
introduced a novel metric and an attack model that can be used for that purpose.
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We identify two main directions in which these studies can be extended. Firstly,
the aforementioned works mostly considered an attacker that is very resourceful.
For instance, the attacker possesses full model knowledge, controls a considerable
number of components within the system, and is able to inject arbitrary signals to
sensors and actuators it controls. Simpler attack strategies, which are also more
likely to happen, were not considered. Some of these strategies include denial of
service [15, 41], rerouting [42, 43], sign alternation [44, 45], and replay [40] attacks.
Secondly, it is often unclear from the literature how the worst case attack impact
is calculated. The problem of estimating the attack impact usually represents a
constrained maximization problem, and algorithms that return the exact solution
of these problems are rarely available. However, in previous work [85], the authors
introduced infinity norm of the states as a measure of impact, and formulated the
problem of finding the attack impact as an optimization problem that yields the
exact solution. Thus, we adopt this metric to quantify the impact of the attack
strategies we consider in this chapter.

3.1.2 Contributions

The contributions of this chapter are as follows. Firstly, we propose a unified
framework for quantifying the attack impact in control systems equipped with an
anomaly detector. Our framework is flexible, and can be used to quantify the impact
of both simple attack strategies such as denial of service, sign alternation, rerouting,
replay, and bias injection, as well as more complex false data injection attacks with
full model knowledge. Our analysis is valid for stateless, moving window, CUSUM,
and the multivariate exponentially weighted moving average (MEWMA) detector.
Secondly, for the impact measure introduced in [85], we prove that the impact for
all attack strategies and all considered detectors can be obtained by solving a set
of convex minimization problems (Propositions 1–4). This implies that the exact
value of the attack impact can easily be obtained, since the algorithms for solving
convex minimization problems are well known. Finally, we illustrate on a numerical
example of a chemical process how our framework can be used for risk assessment.

3.1.3 Organization

The remainder of the chapter is organized as follows. In Section 3.2, we introduce
a model of the control system under attack, and models for anomaly detectors. In
Section 3.3, we introduce criterion based on which we characterize the attack impact
and some technical results. In Section 3.4, we formulate several attack strategies,
and prove that the impact for these strategies can be obtained by solving a set
of convex optimization programs. In Section 3.5, we illustrate on a simulation
study how the introduced framework can be used for assessing potential impact of
cyber-attacks. In Section 3.6, we briefly summarize the results presented in the
chapter.
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Figure 3.1: A schematic of a control system under attack. The sensor measurements
y(k) are subject to the attack signalDyay(k), so the controller and anomaly detector
receive corrupted version of the signal ỹ(k). Similarly, the control input u(k) is
corrupted by the attack signal Duau(k), so the signal ũ(k) is applied to the process
instead of u(k).

3.2 Model Setup

We consider the modeling framework introduced in [38], where the control system
was modeled as an interconnection of the plant, the controller, the anomaly detec-
tor, and the attacker, as shown in Figure 3.1. In what follows, we introduce detailed
models of each of the blocks. We then combine these blocks into the extended model
of the plant.

3.2.1 Plant and Feedback Controller
The physical plant is modeled as

P :
{
x(k + 1) = Apx(k) +Bpũ(k)

y(k) = Cpx(k)
(3.1)

where x(k) ∈ Rnx is the state of the plant at time step k, y(k) ∈ Rny is the vector
of sensor measurements, and ũ(k) ∈ Rnu is the control input applied to the process.
We denote the set of sensor with S = {1, 2, . . . , ny}, and the set of actuators with
A = {1, 2, . . . , nu}.

The plant is controlled with a feedback controller of the form

F :
{
z(k + 1) = Afz(k) +Bf ỹ(k) +Kfyr(k)

u(k) = Cfz(k) +Df ỹ(k) + Efyr(k)
(3.2)

where z(k) ∈ Rnz is the state of the controller, ỹ(k) ∈ Rny is the vector of sensor
measurements used by the controller to calculate the control signal, u(k) ∈ Rnu is
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the control signal calculated by the controller, and yr(k) ∈ Rnyr is the bounded
reference signal. In particular, we assume

−δyr
≤ yr(k) ≤ δyr

(3.3)

where δyr
∈ Rnyr

+ . The assumption is that the controller is designed so that sta-
bility and acceptable performances are achieved under the nominal (un-attacked)
behavior.

3.2.2 Anomaly Detector
In the absence of attacks, the signals ỹ(k) and ũ(k) are equal to y(k) and u(k),
respectively. However, because of an attack or a fault in the system, these values
may differ. In order to detect these anomalies, an anomaly detector is used. The
first step of the detection procedure is to calculate the so called residual signal. We
consider a residual-generating filter of the form

D :
{
s(k + 1) = Ads(k) +Bdu(k) +Kdỹ(k)

r(k) = Cds(k) +Ddu(k) + Edỹ(k)
(3.4)

where s(k) ∈ Rns is the state of the filter, and r(k) ∈ Rnr is the residual signal
evaluated to detect potential anomalies. We assume that the filter is designed such
that the following properties are satisfied:

1. the value of the residual r(k) converges asymptotically to zero in absence of
anomalies;

2. the residual r(k) is sensitive to attacks and anomalies, and in case when ũ(k) 6=
u(k) and/or ỹ(k) 6= y(k), r(k) is different from zero except in pathological
cases such as zero dynamic attacks (see [38]).

These are standard assumptions adopted from the fault-diagnosis literature [86].
The second step of the detection procedure is to process the residual signal r(k)

to obtain a security metric S(k+ 1). When this metric exceeds a certain threshold
δr > 0, an alarm is raised. How S(k + 1) is determined depends on the detector
used. In this chapter, we are focused on the following four anomaly detectors.

Stateless Detector

A stateless detector is defined as

S(k + 1) = ||Qrr(k)||2p

where Qr ∈ Rnr×nr represents a scaling matrix, and ||(.)||p represents the p-norm.
The common values for p used throughout the literature are 2 or ∞.
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Moving Window Detector

Instead of using only a single value of r(k) in decision making, the moving window
detector uses weighted sum of the last Nw > 1 values of r(k). In other words, this
detector is defined as

S(k + 1) =
Nw−1∑
j=0

wj ||Qrr(k − j)||2p

where wj are non-negative weighting coefficients.

CUSUM Detector

The CUSUM detector is a stateful detector, which in its non-parametric form is
defined as

S(k + 1) = max{S(k) + ||Qrr(k)||2p − δ, 0}

where δ > 0 is the forgetting factor of the CUSUM detector. The metric S(k + 1)
is reset to zero once an alarm occurs, that is, when S(k + 1) > δr.

MEWMA Detector

The MEWMA detector is another stateful detector, which is defined as

S̃(k + 1) = βQrr(k) + (1− β)S̃(k)

S(k + 1) = 2− β
β
||S̃(k + 1)||22

where β ∈ (0, 1] is the forgetting factor of the detector. As for the CUSUM detector,
S̃(k + 1) is reset to zero, if an alarm occurs.

3.2.3 Attack Model
By exploiting some security vulnerability, the attacker is able to manipulate the
subsets of sensors Sa ⊆ S and actuators Aa ⊆ A. The influence of attack on signals
y(k) and u(k) is modeled as

ỹ(k) = y(k) +Dyay(k) ũ(k) = u(k) +Duau(k) (3.5)

where au(k) ∈ Rnau represents the attack against actuators, ay(k) ∈ Rnay repre-
sents the attack against sensors, and the matricesDu ∈ Rnu×nau andDy ∈ Rny×nay

model the influence of attacks on actuators and sensors, respectively. We remark
that the matrices Du and Dy depend on the sets of Sa and Aa. If the attacker
is able to manipulate the sensors measurements Sa = {j1, j2, . . . , jnay

}, then the
elements (j1, 1), (j2, 2), . . . , (jnay

, nay
) of the matrix Dy are equal to one, and the

remaining elements are equal to zero. The matrix Du is defined in an analogous
way, as illustrated in the following example.
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Example 4. Consider a system with four sensors S = {1, 2, 3, 4} and three actu-
ators A = {1, 2, 3}. Assume that the attacker controls the sensors two and three,
and the first actuator. The sets Sa and Aa are then

Sa = {2, 3} Aa = {1}

and the matrices Dy and Du are given by

Dy =


0 0
1 0
0 1
0 0

 Du =

1
0
0

 .
3.2.4 Extended System Model
In order to formulate some of the attack strategies in a more compact form, we
introduce the augmented vectors

xe(k) = [xT (k) zT (k) sT (k)]T a(k) = [aTu (k) aTy (k)]T

which represent the extended state of the system and extended attack vector, re-
spectively. We denote the dimension of the vector xe(k) by ne = nx +nz +ns, and
the dimension of the vector a(k) by na = nau

+ nay
. By combining (3.1), (3.2),

(3.4), and (3.5), the dynamics of the system under the attack can be expressed as

xe(k + 1) = Aexe(k) +Bea(k) +Keyr(k)
r(k) = Cexe(k) +Dea(k) + Eeyr(k)

(3.6)

where

Ae =

 Ap +BpDfCp BpCf 0nx×ns

BfCp Af 0nz×ns

(Kd +BdDf )Cp BdCf Ad

 Be =

 BpDu BpDfDy

0nz×nau
BfDy

0ns×nau
(BdDf +Kd)Dy


Ce =

[
(DdDf + Ed)Cp DdCf Cd

]
De =

[
0nr×nau

(DdDf + Ed)Dy

]
Ke =

BpEfKf

BdEf

 Ee = DdEf .

3.3 Quantifying Attack Impact

The main goal of this chapter is to estimate the impact that can occur once the
attacker exploits some security vulnerability. In order to do that, we first introduce
the criterion based on which we characterize the impact of cyber-attacks. We then
introduce the convex optimization framework that is used for estimating the impact
of different attack strategies that we define in the next section.
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3.3.1 Criterion for Characterizing the Attack Impact
In order to estimate the impact of possible attacks, we use the concept of critical
states. Let Qc ∈ Rnc×ne be a matrix that maps the extended state vector to a
subset of critical states

xc(k) = Qcxe(k).
These critical states may model levels in tanks with hazardous materials that must
not be overflown, or pressures that should not exceed some safety limit. From the
perspective of the defender, we want to prevent the attacker in driving any of these
states far from the steady state. Therefore, one way to estimate the impact would
be to check if the attacker is able to drive the critical states far from the steady
state during some time interval. For simplicity, we assume that the attack starts
at k = 0, and we observe how far the attacker can drive system in the time interval
[0, N ]. The attack impact I

(
Sa,Aa

)
measure can then be defined as

I
(
Sa,Aa

)
:= ||xc(N)||∞.

Besides driving the critical states as far as possible from the steady state, we
are interested to check if the attack can stay undetected by an anomaly detector.
The assumption is that if we are able to detect the attack, we can start safety
procedures in order to prevent the attacker from causing a large damage to the
system. Therefore, we also want to check if the attack can be conducted without
triggering an alarm. Hence, we impose the constraints

S(k + 1) ≤ δr k = 0, . . . , N (3.7)

where S(k + 1) is calculated by using one of the detectors we introduced in the
previous section.

From (3.6), we see that the system has two input signals–the reference signal
yr(k) and the attack signal a(k). Thus, during the attack, the system trajectory
depends on both of these signals. Given that the reference signal is often a constant
signal, we adopt the following standing assumption.

Assumption 1. The reference signal is constant and equal to the reference prior
to attack yr(k) = yr, k = 0, 1, . . . , N . The system has reached steady state before
the attack happens, that is

S(0) = 0 r(0) = 0 xe(0) = Qssyr

where Qss ∈ Rne×nyr represents the steady state gain of the transfer function from
the reference signal yr(k) to the extended state xe(k) of the system. �

In what follows, we are performing off-line analysis of the attack impact, so the
exact value of reference signal from the interval (3.3) at the beginning of the attack
is unknown to us. Thus, throughout the chapter we identify the worst possible
value of the reference yr when estimating the attack impact. Same holds for the
attack signals.
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3.3.2 Convex Approach for Calculating Attack Impact
The attacker can use different attack strategies in order to conduct an attack. In
this chapter, we observe denial of service, rerouting, sign alternation, replay, false
data injection, and bias injection attack strategies. We show that for all of these
attack strategies and for all of the anomaly detectors we observe, the impact can
be obtained by solving an optimization problem of the following form.

Problem 3. (Maximizing infinity norm subject to symmetric convex con-
straints)

maximize
d

||Td||∞

subject to fi(d) ≤ δi i = 1, . . . , ni

where d ∈ Rnd is the decision variable, T is a matrix from Rnc×nd , and the con-
straint functions fi(d) : Rnd → R, i = 1, . . . , ni, are symmetric and convex.

A convenient property of the problems of this type is that the optimal solution
can be obtained by solving nc convex minimization problems. Given that the
algorithms that return the global solution of the convex minimization problems are
well known, we are able to use these algorithms for finding the exact value of the
attack impact. In the next lemma, we formally prove the aforementioned claim.

Lemma 1. Let I be the optimal value of Problem 3, and I ′ be the optimal value
of the following set of convex minimization problems

minimize
l∈{1,...,nc}

minimize
d

− T (l, :)d

subject to fi(d) ≤ δi i = 1, . . . , ni.

The equality I = |I ′| then holds.

Proof. Let d∗ be an optimal solution of Problem 3, and let the optimal value of
this problem be defined with

I = ||Td∗||∞ = |T (l∗, :)d∗|.

Thus −|T (l∗, :)d∗| ≤ −T (l, :)d for every l ∈ {1, 2, . . . , nc}, and for every d that
satisfies the constraints. Given that the constraints are equivalent for both of
the problems, it follows −I ≤ I ′. Assume that −I < I ′. By the symmetry of
the constraints, we have that both d∗ and −d∗ are feasible points for both of the
problems. However, that implies that either T (l∗, :)d∗ or T (l∗, :)(−d∗) is less than
0. If we define

I ′′ = min{−T (l∗, :)d∗, T (l∗, :)d∗}
then it follows I ′′ = −I < I ′. This contradicts the assumption that I ′ is the optimal
value of the problem stated in the lemma. Therefore, the only possibility is −I = I ′,
which concludes the proof. �
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In order to reduce the attack strategies to the form of Problem 3, we use that
the detector constraints are convex and symmetric under a certain condition, as
stated in the following lemma1.

Lemma 2. Assume that S(0) = 0. If the residuals can be expressed as r(k) =
Tr(k)d, where Tr(k) ∈ Rnr×nd and d ∈ Rnd , then the constraints

S(k + 1) ≤ δr k = 0, . . . , N

represent convex and symmetric constraints in d for the stateless, moving window,
CUSUM, and MEWMA detector.

Proof. We first show that the stateless detector is convex and symmetric in d. By
using the definition of the stateless detector, we have

S(k + 1) = ||Qrr(k)||2p = ||QrTr(k)d||2p ≤ δr.

Since every norm is symmetric and convex, and the square of a convex function
is still convex, we see that the stateless detector represents convex and symmetric
constraints in d.

Note that the moving window detector represents the nonnegative sum of at
most Nw stateless detectors ||QrTr(k)d||2p, which we prove to be symmetric and
convex. Thus, it follows that this constraint is symmetric and convex itself.

Using r(k) = Tr(k)d in the definition of the CUSUM detector leads to

S(k + 1) = max{S(k) + ||QrTr(k)d||2p − δ, 0}.

Due to the symmetry of ||QrTr(k)d||2p in d we immediately see that S(k+ 1) is also
symmetric in d for every k. To show that S(k) is convex we will use induction. The
base step for k = 0 shows that S(0) = 0 is convex because it is constant. For the
induction step we assume that S(k) is convex and show that S(k + 1) is convex.
First note that the max of two convex functions is also convex and that the sum
of convex functions is also convex [87]. By assumption S(k) is convex and −δ as
well since it is constant. Here, ||Qrr(k)||2p = ||QrTr(k)d||2p is convex in d which
was already shown for the stateless detector case. Hence, S(k) + ||Qrr(k)||2p − δ is
convex and therefore S(k + 1) is also convex in d.

For the MEWMA detector we rewrite S̃(k) in terms of d

S̃(k) = β

k−1∑
i=0

(1− β)k−1−iQrr(i) = β

k−1∑
i=0

(1− β)k−1−iQrTr(i)d

and we see that if d→ −d, S̃(k)→ −S̃(k). Therefore, S(k) represents a symmetric
constraint in d due to the symmetry of the squared Euclidean norm. Since S̃(k) is
a linear transformation of d, it is a convex function. Hence, S(k) = 2−β

β ||S̃(k)||22 is
also convex in d for all k. �

1The lemma is formulated and proved by David Umsonst, one of the coauthors of the paper
based on which this chapter is written.
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3.4 Attack Strategies

We now introduce the attack strategies, and prove that the problem of finding the
attack impact can be reduced to the form of Problem 3 for all of the strategies.

3.4.1 Denial of Service Attacks
In this attack strategy, the attacker starts blocking some of the signals of the
sensors and actuators from reaching their destination. This can be achieved by
gaining unauthorized access to system and making physical damage to devices, but
as well as by overflowing communication network with large amount of traffic, or
jamming the network [15].

One possible way of modeling this type of attacks was suggested in [15, 41],
where the control signals and measurements during the attack were modeled as

ũ(k) = Λuu(k) ỹ(k) = Λyy(k) (3.8)

where Λu ∈ Rnu×nu and Λy ∈ Rny×ny are diagonal matrices defined as follows

Λu(i, i) =
{

0 i ∈ Aa
1 i /∈ Aa

Λy(i, i) =
{

0 i ∈ Sa
1 i /∈ Sa

. (3.9)

By combining (3.1), (3.2), (3.4), and (3.8), the dynamics of the extended system
under the denial of service attack can be expressed as

xe(k + 1) = Ãexe(k) + B̃eyr

r(k) = C̃exe(k) + D̃eyr
(3.10)

where

Ãe =

Ap +BpΛuDfΛyCp BpΛuCf 0nx×ns

BfΛyCp Af 0nz×ns

(BdDf +Kd)ΛyCp BdCf Ad

 B̃e =

BpΛuEfKf

BdEf


C̃e =

[
(DdDf + Ed)ΛyCp DdCf Cd

]
D̃e = DdEf .

From (3.10), and by using the fact that xe(0) = Qssyr, the critical states after N
steps and the residual signal after k steps can be expressed as

xc(N) = Qcxe(N) := Txyr r(k) := Tr(k)yr (3.11)

where

Tx = Qc

(
ÃNe Qss +

N−1∑
i=0

ÃieB̃e

)
Tr(k) = C̃e

(
ÃkeQss +

k−1∑
i=0

ÃieB̃e

)
+ D̃e.
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Note that the evolution of the system under the denial of service attack is only
dependent on the value of the reference signal yr. Thus, what we need to investigate
is if there exists an yr inside of the operating region defined by (3.3), such that the
denial of service attack strategy drives some of the critical states far from the
steady state while remaining undetected at the same time. Therefore, the problem
of finding the worst case impact I

(
Sa,Aa

)
in the case of the denial of service attack

strategy can be formulated as the following optimization problem.

Problem 4. (Estimating impact of denial of service attacks)

maximize
yr

I
(
Sa,Aa

)
= ||Txyr||∞

subject to − δyr ≤ yr ≤ δyr

S(k + 1) ≤ δr k = 0, . . . , N.

In what follows, we prove that Problem 4 can be reduced to the form of Prob-
lem 3.

Proposition 1. Problem 4 is an instance of Problem 3 for the stateless, moving
window, CUSUM, and MEWMA detector.

Proof. The only decision variable in Problem 4 is yr, so d = yr. The objective
functions are of the same form, thus we only need to prove that all the constraints
of the problem are convex and symmetric. Let fk(d) = S(k+1) ≤ δr, k = 0, . . . , N .
We know from (3.11) that r(k) = Tr(k)d for every k, so it follows from Lemma 2
that f0(d), ..., fN (d) represent convex and symmetric constraints in d. It remains
to prove that the reference constraint is symmetric and convex in d. Let Qyr

be the
diagonal matrix from Rnyr×nyr whose elements are defined by Qyr

(i, i) = 1/δyr
(i).

We can then represent the reference constraint (3.3) as

fyr
(d) = ||Qyr

d||∞ ≤ 1.

This constraint is a convex and symmetric constraint in d due to the infinity norm,
which concludes the proof. �

3.4.2 Rerouting Attacks
In this attack strategy, the attacker permutes the values of the measurements/control
signals under its control. As stated in [42,43], the attacker can conduct this attack
by physically re-wiring the sensor cables, or by modifying the senders address.

The control inputs and measurements during the rerouting attack can be ex-
pressed as

ũ(k) = Λuu(k) ỹ(k) = Λyy(k)
where Λu ∈ Rnu×nu and Λy ∈ Rny×ny are any permutation matrices that satisfy
the following constraint

Λu(i, i) = 1 i /∈ Aa Λy(i, i) = 1 i /∈ Sa.
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Note that the way we define ũ(k) and ỹ(k) in this attack strategy is identical to the
way we defined them for the denial of service attack strategy. The only difference is
that Λu and Λy this time represent permutation matrices. Therefore, for the fixed
permutation matrices Λu and Λy, the problem of finding the worst case impact of
the rerouting attack strategy can be reduced to Problem 4.

Remark 1. The attacker can permute the sensor measurements in |Sa|! number
of ways, and control signals in |Aa|! number of ways. Hence, the total number of
possible choices for the permutation matrices Λu,Λy is equal to |Aa|!|Sa|!. Thus,
finding the worst case attack impact for all possible rerouting attack strategies can
be expensive for larger cardinalities of sets Sa and Aa. The number of combinations
can be reduced by selecting combinations that are more likely to happen. For
instance, in order to avoid easy detection, the attacker would probably exchange
two measurements or control signals that have the same nature.

3.4.3 Sign Alternation Attacks
In this attack strategy, the attacker simply flips the sign of the measurement and
control signals under its control. Although simple, these attacks can turn negative
feedback into positive, and in that way destabilize the system. Moreover, it was
shown that in certain configurations with Kalman filter, this attack strategy leads
to strictly stealthy attacks [44, 45]. The control signal and measurement signal
during the attack are given by

ũ(k) = Λuu(k) ỹ(k) = Λyy(k)

where Λu ∈ Rnu×nu and Λy ∈ Rny×ny are in this case defined as

Λu(i, i) =
{
−1 i ∈ Aa

1 i /∈ Aa
Λy(i, i) =

{
−1 i ∈ Sa

1 i /∈ Sa
.

Note that the way we define ũ(k) and ỹ(k) is again the same as in the case of denial
of service attack strategy. Thus, the problem of estimating impact of this attack
strategy can also be reduced to Problem 4.

3.4.4 Replay Attacks
This attack strategy is inspired by well known Stuxnet malware [3]. The attacker
keeps steady sensor measurements at sensors under its control, while at the same
time sends malicious control signals to actuators it controls. We consider two
possible attack scenarios. In the first attack scenario, the attack signal sent to
actuators is assumed to be a constant bias. This can model the case where the
attacker sends high value control signal to actuators. In the second scenario, the
attacker blocks the original control signals of reaching the actuators.
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Replay Attacks with Additive Bias

The control signals and measurements during the attack can be modeled as

ũ(k) = u(k) +Duau ỹ(k) = Λ̃yy(k) + Λyy(0) (3.12)

where au ∈ Rnau is the malicious control signal sent to actuators, and Λy ∈ Rny×ny

and Λ̃y ∈ Rny×ny are diagonal matrices defined as

Λy(i, i) =
{

1 i ∈ Sa
0 i /∈ Sa

Λ̃y = Iny − Λy.

From (3.1), (3.2), (3.4), (3.12), and

y(0) = [Cp 0ny×nz
0ny×ns

]Qssyr := Qyssyr

the system under the attack can be expressed in the form

xe(k + 1) = Ãexe(k) + B̃eau + K̃eyr

r(k) = C̃exe(k) + D̃eyr

where

Ãe =

 Ap +BpDf Λ̃yCp BpCf 0nx×ns

Bf Λ̃yCp Af 0nz×ns

(Kd +BdDf )Λ̃yCp BdCf Ad

 B̃e =

 BpDu

0nz×nau

0ns×nau


C̃e =

[
(DdDf + Ed)Λ̃yCp DdCf Cd

]
D̃e = DdEf + (DdDf + Ed)ΛyQyss

K̃e =

 Bp(Ef +DfΛyQyss)
Kf +BfΛyQyss

BdEf + (BdDf +Kd)ΛyQyss

 .
The critical states after N steps and the residual signal r(k) after k steps are then
given by

xc(N) := Tx

[
yr
au

]
r(k) := Tr(k)

[
yr
au

]
where

Tx = Qc

[
ÃNe Qss +

N−1∑
i=0

ÃieK̃e

N−1∑
i=0

ÃieB̃e

]
(3.13)

Tr(k) =
[
C̃e(ÃkeQss +

k−1∑
i=0

ÃieK̃e) + D̃e C̃e
k−1∑
i=0

ÃieB̃e

]
. (3.14)

In what follows, we formulate the problem of finding the worst case impact of
this type of replay attacks, and then prove that this problem represents an instance
of Problem 3.
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Problem 5. (Estimating Impact of Replay Attacks)

maximize
yr,au

I(Sa,Aa) =
∣∣∣∣∣∣∣∣Tx [yrau

]∣∣∣∣∣∣∣∣
∞

subject to − δyr
≤ yr ≤ δyr

S(k + 1) ≤ δr k = 0, . . . , N.

Proposition 2. Problem 5 is an instance of Problem 3 for the stateless, moving
window, CUSUM, and MEWMA detector.

Proof. By defining d = [yTr aTu ]T , we see that the objective functions for both of
the problems are of the same form. It follows from (3.13) that r(k) = Tr(k)d, so all
the constraints fk(d) = S(k + 1) ≤ δr, k = 0, . . . , N are convex and symmetric in
d due to Lemma 2. The reference can be expressed as yr = [Inyr

0nyr×nau
]d, and

the reference constraint is then given by

fyr
(d) = ||Qyr

[Inyr
0nyr×nau

]d||∞ ≤ 1

where Qyr
is defined in the same way as in the proof of Proposition 1. This

constraint is a convex and symmetric constraint in d due to the infinity norm.
Thus, we conclude that Problem 5 is an instance of Problem 3. �

Replay Attacks with Blocking the Control Signals

The control signals and measurements in this variant of replay attack can be mod-
eled by

ũ(k) = Λuu(k) ỹ(k) = Λ̃yy(k) + Λyy(0) (3.15)
where Λu ∈ Rnu×nu is defined in the same way as in (3.9), and Λy, Λ̃y ∈ Rny×ny

are given by

Λy(i, i) =
{

1 i ∈ Sa
0 i /∈ Sa

Λ̃y = Iny
− Λy.

By combining (3.1), (3.2), (3.4), (3.15), and using the fact that

y(0) = [Cp 0ny×nz
0ny×ns

]Qssyr := Qyssyr

the system under the replay attack can be expressed in the form

xe(k + 1) = Ãexe(k) + B̃eyr

r(k) = C̃exe(k) + D̃eyr
(3.16)

where

Ãe =

 Ap + B̃pDf C̃p B̃pCf 0nx×ns

Bf C̃p Af 0nz×ns

(Kd +BdDf )C̃p BdCf Ad

 B̃e =

 B̃p(Ef +DfΛyQyss)
Kf +BfΛyQyss

BdEf + (BdDf +Kd)ΛyQyss


C̃e =

[
(DdDf + Ed)Λ̃yCp DdCf Cd

]
D̃e = DdEf + (DdDf + Ed)ΛyQyss
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and B̃p = BpΛu, C̃p = Λ̃yCp. By comparing equations (3.16) and (3.10), we
conclude that the system under this variant of replay attack is described by the
same equations as under the denial of service attacks. Thus, it follows that the
problem of finding the attack impact in the case of replay attacks can be reduced
to Problem 4, which is an instance of Problem 3.

3.4.5 Additive False Data Injection Attacks
In what follows, we introduce two attack strategies where the attacker injects care-
fully designed signals into sensors and actuators under its control.

The Worst Case False Data Injection Attacks

The worst case false data injection attacks represent very sophisticated attack strat-
egy. The attack signal a(0), . . . , a(N) is calculated based on the full model knowl-
edge and then fed into the system through the corrupted sensors and actuators.
Although very powerful, this attack is more unlikely than for example denial of
service attack due to the need of full model knowledge.

This attack is additive in nature, thus the attack trajectory of the extended
system (3.6) caused by the attack can be divided into the trajectory x0

e(k), r0(k)
driven by the steady state value and the reference, and the trajectory xae(k), ra(k)
driven by the attack signal

xe(k) = x0
e(k) + xae(k) r(k) = r0(k) + ra(k).

From Assumption 1, the system has reached steady state before the attack starts.
Since the attack does not change the system structure, it follows that during the
attack

x0
e(k) = xe(0) r0(k) = 0.

Based on the previous discussion, and using the extended system equations (3.6),
the critical states after N steps and the residual signal r(k) after k steps can be
expressed as

xc(N) := Tx

[
yr
a0:N

]
r(k) := Tr(k)a0:k

where a0:k = [a(0)T . . . a(k)T ]T , and

Tx = Qc
[
Qss A

N−1
e Be . . . Be 0ne×na

]
Tr(k) =

[
CeA

k−1
e Be . . . CeBe De

]
.

(3.17)

The worst case impact of the false data injection attacks can then be obtained by
solving the following optimization problem.
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Problem 6. (Estimating Impact of False Data Injection Attacks)

maximize
yr,a0:N

I(Sa,Aa) =
∣∣∣∣∣∣∣∣Tx [ yr

a0:N

]∣∣∣∣∣∣∣∣
∞

subject to − δyr
≤ yr ≤ δyr

S(k + 1) ≤ δr k = 0, . . . , N.

This problem is also an instance of Problem 3, as proved in the following propo-
sition.

Proposition 3. Problem 6 is an instance of Problem 3 for the stateless, moving
window, CUSUM, and MEWMA detector.

Proof. The decision variables in Problem 6 are yr and a0:N , so d = [yTr aT0:N ]T .
Thus, it follows that the problems have objective functions of the same form. If we
define matrix

T ′r(k) = [0nr×nyr
Tr(k) 0nr×(N−k)na

]
we can express the residual signal r(k) during the attack as r(k) = T ′r(k)d, k =
0, . . . , N . The constraints fk(d) = S(k + 1) ≤ δr, k = 0, . . . , N are then convex
and symmetric constraints in d due to Lemma 2. If we define the reference as
yr = [Inyr

0nyr×(N+1)na
]d, then the reference constraint can be rewritten as

fyr
(d) = ||Qyr

[Inyr
0nyr×(N+1)na

]d||∞ ≤ 1

where Qyr
is defined in the same way as in the proof of Proposition 1. Since this is

a convex and symmetric constraint in d, we conclude that Problem 6 is an instance
of Problem 3 for all the investigated detectors. �

Bias Injection Attacks

Compared to the false data injection attack, the bias injection attack is less sophis-
ticated since the attacker injects a constant bias in the corrupted signals instead
of a time varying signal. The full model knowledge is still needed to design the
worst-case bias.

The control inputs and measurements during the bias injection attack can then
be expressed as

ũ(k) = Duau + u(k) ỹ(k) = Dyay + y(k).

Let a = [aTu aTy ]T . By inserting a(0) = . . . = a(N) = a in (3.17), the critical states
after N steps and the residual signal r(k) after k steps can be expressed as

xc(N) = Qc

(
Qssyr +

N−1∑
i=0

AieBea

)
:= Tx

[
yr
a

]

r(k) =
(
Ce

k−1∑
i=0

AieBe +De

)
a := Tr(k)a.
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The problem of finding the worst case bias injection attack can then be formulated
as follows.

Problem 7. (Estimating Impact of Bias Injection Attacks)

maximize
yr,a

I(Sa,Aa) =
∣∣∣∣∣∣∣∣Tx [yra

]∣∣∣∣∣∣∣∣
∞

subject to − δyr ≤ yr ≤ δyr

S(k + 1) ≤ δr k = 0, . . . , N.

Proposition 4. Problem 7 is an instance of Problem 3 for the stateless, moving
window, CUSUM, and MEWMA detector.

Proof. Decision variable in this problem is given by d = [yTr aT ]T , hence the
objective function is of the form ||Txd||∞. The proof that all the constraints of
Problem 7 are convex and symmetric is similar to the proof of Proposition 3. If
we define the matrix T ′r(k) = [0nr×nyr

Tr(k)], we can then express the residual
signal r(k) during the attack as r(k) = T ′r(k)d. If we let fk(d) = S(k + 1) ≤ δr,
k = 0, . . . , N , then we have that these constraints are convex and symmetric in
d due to r(k) = T ′r(k)d and Lemma 2. The reference this time can be defined as
yr = [Inyr

0nyr×na
]d, and the reference constraint as

fyr
(d) = ||Qyr

[Inyr
0nyr×na

]d||∞ ≤ 1

with Qyr defined in the same way as in the proof of Proposition 1. Thus, the
reference constraint is convex and symmetric in d, which concludes the proof. �

3.5 Illustrative Example

In this section, we illustrate how the attack models we proposed can be used to
conduct risk assessment. We observe the part of a chemical process [86] shown on
Figure 3.2. The control objective is to keep a constant liquid level and a constant
temperature in Tank 2. This objective is achieved by injecting hot water from
Tank 1, and cold water from Tank 3. The cyber-infrastructure is assumed to be as
shown in Figure 3.3. The communication links that connect the routers with the
controller are unprotected, and our task is to decide which one is more important
to be protected.

3.5.1 Process Model
The states of the system are the volume in Tank 3 (x1), the volume in Tank 2 (x2),
and the temperature in Tank 2 (x3). All three states are measurable. The control
signals are the flow rate of Pump 2 (u1), the openness of the valve (u2), the flow
rate of Pump 1 (u3), and the power of the heater (u4). The system was discretized
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Figure 3.2: Chemical process with four actuators (two pumps, heater, and valve),
and three sensors (two level sensors and one temperature sensor).
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Figure 3.3: Cyber infrastructure of the process.

with a sampling time of Ts = 200 s using zero order hold method, and the following
state space model was obtained

Ap =

 0.9121 0 0
0.0850 0.9364 0
−0.0821 0.0014 0.8025

 Bp =

 17.20 −4.3947 0 0
0.7857 4.2507 9.6771 0
−0.7790 −4.1062 3.5978 40.0348


Cp = I3 Dp = 03×4.

The matrices of a feedback controller we designed are

Af =

−0.3121 −0.0850 0.0821
0 −0.0861 −0.0014
0 0 −0.0525

 Bf =

0.7121 0.0850 −0.0821
0 0.6361 0.0014
0 0 0.5525
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Table 3.1: Impact of different attack strategies for the stateless detector.

Attack Impact Impact
Strategy Link 1 Link 2

Denial of Service 1.2164 1.4343
Rerouting 1.8460 1.4909

Sign Alternation 1.8161 2.1535
Replay (Injecting Bias) ∞ 2.7853
False Data Injection ∞ 3.4136

Bias Injection 4.4002 2.7923

Cf =


−0.0289 −0.0037 0.0002
0.0034 −0.0145 0.0009
−0.0079 −0.0332 −0.0004
0.0025 0.0014 −0.0074

 Df = 04×3

Kf =

0.6000 0 0
0 0.4500 0
0 0 0.5000

 Ef =


0.0349 0.0000 0.0000

0 0 0
−0.0028 0.0465 −0.0000
0.0009 −0.0042 0.0125

 .
Finally, the matrices of a detection filter are

Ad =

 0.2000 −0.0850 0.0821
0.0850 0.3000 −0.0014
−0.0821 0.0014 0.2500

 Bd =

17.20 −4.39 0 0
0.79 4.2 9.68 0
−0.78 −4.1 3.60 40.04


Cd = −I3 Dd = 03×4

Kd =

0.7121 0.0850 −0.0821
0 0.6361 0.0014
0 0 0.5525

 Ed = I3.

We considered stateless detector with Qr = I3 and δyr
= 1. The attack length

was set to N = 20. We assume the critical states to be x2 and x3, so Qc =
[02×1 I2 02×6]. Note that for the attack on Link 1, we have A1

a = {3, 4} and
S1
s = {2, 3}, while A2

a = {1, 2} and S2
s = {1} for the attack on Link 2.

3.5.2 Simulation Results
For the given configuration, we derive the impact I(Sa,Aa) of the presented cyber-
attacks for different anomaly detectors. The results are shown in Table 3.1. We see
from the table that the false data injection and replay attack can have devastating
impacts on the system if the attacker has access to Link 1. This is according to
expectation, since an attack on Link 1 can directly manipulate the measurements
of the critical states x2 and x3, and these states are not measurable from sensors
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measurements transmitted over Link 2. In that case, ker(Tr) 6⊆ ker(Tx(l, :)) for
l ∈ {1, 2}, so the attacker can make an arbitrary large impact. This also shows
that in certain cases simpler attack such as a replay attack, might be equally as
dangerous as false data injection attacks with full model knowledge.

We can also see that the attack impact on Link 1 is not always larger then the
attack impact on Link 2. In particular, the impact of denial of service and sign
alternation attacks on Link 2 is larger than the impact on Link 1. Nevertheless,
given that the attack impact on Link 1 is higher for most of the attack strategies,
we conclude that protecting this link is more important than protecting Link 2.

3.6 Summary

In this chapter, we treated a problem of estimating attack impact in control sys-
tems with various types of anomaly detectors. In particular, a modeling framework
for estimating the impact of several cyber-attack strategies was proposed. The
framework can be used to estimate the impact of denial of service, sign alterna-
tion, rerouting, replay, false data injection, and bias injection attack strategies.
The anomaly detectors for which the framework is applicable are stateless, moving
window, cumulative sum, and multivariate exponentially weighted moving average.
The infinity norm of the state vector after a fixed number of time steps was adopted
as impact metric. We showed that for this metric, the problem of estimating the
impact of aforementioned attack strategies can be reduced to solving multiple con-
vex minimization problems. Therefore, the exact value of the attack impact can be
obtained using standardized convex optimization solvers. Finally, it was illustrated
how the framework can be used for risk assessment on a numerical example.
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Chapter 4

Estimating Attack Impact in
Monitoring Systems

In this chapter, we consider an ICS that has a task to estimate the state of a
physical process from noisy measurements. The system consists of a noisy plant,
an estimator (Kalman filter), and an anomaly detector (chi-squared test). For the
measure of the attack impact, we adopt the steady state mean square estimation
error, and for the attack strategy, bias injection attacks. For this combination of
impact measure and attack strategy, we characterize the worst case impact. In
addition, a lower bound for the attack impact is derived. Finally, simulation study
is included to illustrate the theoretical findings. As we shall see, the problem of
estimating impact becomes more challenging once the model and measurement
noises are taken into account.

4.1 Introduction

4.1.1 Literature Review

The problem of Kalman filtering in the presence of cyber-attacks gained a lot of
popularity within control community. In general, the literature on this subject can
be divided into two sets. The first set of literature addresses the problem of esti-
mating bounds of the worst case performance degradation. One of the first works
on this topic was [88], where authors considered a Kalman filter equipped with chi-
squared anomaly detector, and proposed an algorithm that calculates upper and
lower bounds of the performance degradation under stealthy cyber-attacks. Fol-
lowing this work, Murguia et al. [89] proposed easier to calculate ellipsoidal bounds
using linear matrix inequalities. Another extension of this work was [90], where
authors observed the performance degradation in the presence of an authentication
mechanism. Bai et al. [91, 92] analyzed the performance degradation of Kalman
filter in presence of cyber-attacks, but did not restrict themselves to any particular
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anomaly detector. The authors derived fundamental performance bounds and also
introduced several attack strategies that achieve these bounds.

The second set of literature studies concrete attack strategies. Kwon et al. [93]
analyzed an attacker with different sets of resources, and proposed several strategies
the attacker needs to follow in order to stay undetected. Chen et al. [94] observed an
attacker with the goal to move the system state to a certain point in the state space,
and show that this attack strategy can be transformed to a convex optimization
program. The optimal linear cyber-attack strategy against the Kalman filter was
analyzed in [44,95,96].

Similar to other literature, we consider the configuration where the Kalman
filter is used as an estimator, and the chi-squared test is used to detect anomalies.
However, we focus our attention to bias injection attacks [38]. This attack strategy
was introduced in [38], but was studied in a deterministic setting. Our aim in
this chapter is to extended the analysis of these attacks to stochastic estimation
problem, with the purpose of estimating the attack impact.

4.1.2 Contributions
The contributions of this chapter are threefold. Firstly, we extend the bias in-
jection attack strategy to Kalman filtering problem. This generalizes [38], where
these attacks were studied in a deterministic setting, and phenomena such as false
alarms in stochastic systems were neglected. Secondly, we show that the impact
of the worst-case bias injection attack in a stochastic setting can be analyzed by
a quadratically constrained quadratic program, which has an analytical solution
(Theorem 1). Thirdly, we derive a lower bound on the attack impact that is de-
pendent of the number of sensors the attacker controls (Theorem 2). Finally, we
illustrate the theoretical findings on a model of quadruple tank process.

4.1.3 Organization
The chapter is organized as follows. In the remainder of this section, we introduce
some mathematical background. In Section 4.2, we introduce the estimation prob-
lem in the presence of cyber-attacks. In Section 4.3, we formulate the problem of
finding the worst case bias injection attacks. In Section 4.4, we provide analysis
of the attack impact and derive a lower bound of the attack impact in terms of
number of sensors. In Section 4.5, we illustrate the obtained results on a numerical
example. In Section 4.6, we briefly summarize the results presented in the chapter.

4.1.4 Mathematical Background
4.1.4.1 Non-Central Chi-Squared Distribution

Let X be an n – dimensional Gaussian random vector with mean value µX and
covariance matrix ΣX = In. The random variable χ2

µ = XTX, is then distributed
according to the noncentral chi-squared distribution. This distribution is specified
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by two parameters. The first parameter is the number of degrees of freedom. This
parameter is equal to n, the dimension of the random vector X. The second pa-
rameter is called noncentrality parameter, and we denote it by λ. This parameter
is equal to the squared Euclidian norm of the mean value of X, that is, λ = ||µX ||22.

Complementary culmulative distribution function of the random variable χ2
µ is

given by
P(χ2

µ > τ) = Qn
2

(
√
λ,
√
τ)

where τ > 0, and Qn
2

(
√
λ,
√
τ) represents the generalized Marcum Q-function. It

is known that Qν(a, b) is contiunous in a for b, ν > 0 [97, Secton I]. Moreover, the
following result holds.

Lemma 3. The generalized Marcum Q-function Qν(a, b) is strictly increasing in a
for all a ≥ 0 and b, ν > 0.

Proof. We refer the reader to [98, Section III]. �

From Lemma 3, it follows directly that for fixed n and τ , Qn
2

(
√
λ,
√
τ) is strictly

increasing in λ.

4.1.4.2 Generalized Eigenvalues and Eigenvectors

In this section we revisit some results concerning generalized eigenvalues and eigen-
vectors.

Definition 1. Let A,B be matrices in Cn×n. The set of generalized eigenvalues
of the matrix pencil(pair) (A,B) is defined as

λ(A,B) = {λ ∈ C : det(A− λB) = 0}.

The generalized eigenvector x of (A,B) is a nontrivial solution of the equation

Ax = λBx

with λ ∈ λ(A,B).

In the case of real pencils, with A � 0 and B � 0, there exists exactly n real
nonnegative generalized eigenvalues [99]. Moreover, the following result holds.

Lemma 4. Let A � 0, B � 0, with A,B ∈ Rn×n, and let 0 ≤ λ1 ≤ λ2 ≤ ... ≤ λn
be the generalized eigenvalues of the pencil (A,B). Then for any j ∈ {1, ..., n} we
have

λj = minimize
U⊆Rn

dim(U)=j

maximize
x∈U
x6=0

xTAx

xTBx
,

where U represents a subspace of the vector space Rn.

Proof. We refer the reader to [100,101]. �
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Figure 4.1: A schematic of an estimator in the presence of cyber-attacks. Physical
plant is driven with unknown process noise v(k), and the sensor measurements
are corrupted with measurement noise w(k). At certain point in time, the attack
begins. The measurement signal y(k) is intercepted by an an attacker, and signal
Da(k) is added to it, so the estimator and anomaly detector receive attacked version
of the measurement signal ya(k).

4.2 Model Setup

The schematic of the system we consider is shown in Figure 4.1. The system rep-
resents the interconnection of a plant, an estimator, an anomaly detector, and an
attacker. At some point, the attacker starts changing the sensor measurements that
it controls. Our aim in this section is to characterize how the corrupted measure-
ments influence the state estimate, and the signal from the anomaly detector.

4.2.1 Plant Model

The plant is modeled as a linear time-invariant system

P :
{
x(k + 1) = Ax(k) + v(k)

y(k) = Cx(k) + w(k)
(4.1)

where x(k) ∈ Rnx is the system state, v(k) ∈ Rnx is the process noise, y(k) ∈ Rny is
the vector of sensor measurements, and w(k) ∈ Rny is the measurement noise. The
processes {v(k)} and {w(k)} are independent, zero mean, Gaussian white processes
with covariance matrices Σv � 0 and Σw � 0, respectively. The initial state of the
system x(0) is a Gaussian random variable with mean value µx(0) and covariance
matrix Σx(0) � 0, independent of {v(k)} and {w(k)}. We assume the pair (C,A)
is detectable, and the pair (Σ1/2

v , A) is stabilizable. The set of all the sensors is
denoted with S = {1, 2, ..., ny}.
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4.2.2 Estimator
The vector x(k) is estimated using the Kalman filter. The state estimate evolves
according to the equation

E :
{
x̂(k + 1|k) = (A−K(k)C)x̂(k|k − 1) +K(k)y(k)

e(k) = x(k)− x̂(k|k − 1)
(4.2)

where x̂(k + 1|k) ∈ Rnx represents the one step ahead prediction, and the matrix
K(k) is the Kalman gain matrix. The filter is initialized with x̂(0|−1) = µx(0). The
estimation error e(k) is a Gaussian random variable with zero mean and covariance
matrix Σe(k), which is characterized below.

Although the system (4.1) is time invariant, the matrices K(k) and Σe(k) are
updated in every time step according to the equations

K(k) = AΣe(k)CT (CΣe(k)CT + Σw)−1

Σe(k + 1) = (A−K(k)C)Σe(k)AT + Σv

with Σe(0) = Σx(0). Under the stabilizability and detectability assumptions we
introduced, the matricesK(k) and Σe(k) converge to unique constant steady states.
Additionally, the matrix A − KC in steady state is asymptotically stable [102,
Chapter 4]. Therefore, for sake of simplicity, we assume that the Kalman filter has
reached a steady state before the attack starts. In the remainder of the chapter,
the steady state values of K(k) and Σe(k) are denoted by K and Σe, respectively.

4.2.3 Detector
In order to detect possible anomalies, a chi-squared test is used. The first step of
the anomaly detection procedure is to generate a residual signal

D :
{
r(k) = y(k)− Cx̂(k|k − 1). (4.3)

Note that Cx̂(k|k − 1) is the estimate of y(k), thus r(k) represents the difference
between y(k) and its modeled behavior. In the absence of anomalies, {r(k)} is a
white Gaussian process with zero mean and covariance matrix

Σr = CΣeCT + Σw.

The statistical approach we use assumes that the presence of anomalies would
change the distribution of r(k). Thus, the second step of the anomaly detection
procedure is to define a suitable test to judge if the residual r(k) comes from the
Gaussian distribution that we mentioned previously, or if an anomaly occurred and
the distribution changed. A simple method that is used for this purpose is to test
if the squared distance measure

χ2(k) = rT (k)Σ−1
r r(k) = ‖Σ−1/2

r r(k)‖22
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is greater than a sufficiently large threshold τ > 0. The random variable χ2(k) is
distributed according to a chi-squared probability distribution, which is the reason
why this test is called a chi-squared test.

In absence of anomalies, the random variable χ2(k) takes relatively small values
most of the time. The cases when this signal exceeds the threshold τ might be an
indication that an anomaly occurred. However, it is important to realize that any
threshold τ is occasionally breached even when anomalies are not present. These
false alarms happen due to the random noise, with probability

P(χ2(k) > τ) =: α.

Large values of τ would decrease the false alarm probability α, but also the sen-
sitivity to anomalies. On the other hand, a small value of τ would result in high
probability of false alarms, which is also undesirable. Hence, τ has to be chosen as
a reasonable trade-off between these two phenomena.

Remark 2. The presence of false alarms makes attack detection difficult. If an
alarm occurs when the attack is present, and if distribution of χ2(k) is not changed
considerably, the alarm may be classified as a consequence of noise.

4.2.4 Attack Model
Suppose that at the time instant k = k0 the attacker gains control over the set
Sa ⊆ S of the sensor measurements, and starts changing them. From that point
onwards, the measurement equation becomes

ya(k) = y(k) +Da(k) (4.4)

where the vector a(k) ∈ Rna represents the signal the attacker injects, and na = |Sa|
is the number of sensors the attacker controls. The matrix D ∈ Rny×na is a
matrix that maps a(k) to corresponding measurements in the following way. Let
Sa = {j1, j2, ..., jna}. Then the elements (j1, 1), (j2, 2)..., (jna , na) of the matrix D
are one, and the rest are zero.

In case the attack is not detected, the attacked measurements ya(k) are used to
construct the state estimate. Due to the linearity of the Kalman filter, the attacked
estimate x̂a(k) is the sum of the responses to y(k) and a(k), that is,

x̂a(k) = x̂(k|k − 1) + ∆x̂(k) (4.5)

where ∆x̂(k) is dependent just on the attack signal and propagates by

∆x̂(k + 1) = (A−KC)∆x̂(k) +KDa(k). (4.6)

The error between state x̂(k) and the corrupted estimate x̂a(k) now becomes

x(k)− x̂a(k) = e(k)−∆x̂(k). (4.7)
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The attack influences the residual signal r(k) as well. From (4.3), the attacked
residual signal changes to

ya(k)− Cx̂a(k) = r(k) + ∆r(k)

where ∆r(k) can be obtained from (4.4) and (4.5) as

∆r(k) = Da(k)− C∆x̂(k). (4.8)

We assume the goal of the attacker to be to increase the mean square of esti-
mation error (4.7), and at the same time remain undetected. In next section, we
introduce bias injection attacks as one of the possible strategies to construct signal
a(k) that accomplishes this goal.

4.3 Worst Case Bias Injection Attack

In the bias injection attack scenario, the attack signal a(k) slowly converges to a
constant vector a. In this section, we formulate the problem of finding a vector a
that maximizes mean square estimation error in steady state, and does not increase
alarm probability more then a certain threshold.

By substituting a(k) with a in (4.6), we get

∆x̂(k + 1) = (A−KC)∆x̂(k) +KDa.

As we mentioned earlier, matrix A − KC of the Kalman filter is asymptotically
stable, hence both ∆x̂(k) and ∆r(k) reach steady states. The steady state equations
for ∆x̂(k) and ∆r(k) are

∆x̂ = (A−KC)∆x̂+KDa (4.9)
∆r = Da− C∆x̂. (4.10)

Since A − KC is stable, In − A + KC is invertible, thus the solution of (4.9) is
unique and given by

∆x̂ = (In −A+KC)−1KDa =: Gx̂Da. (4.11)

Combining (4.11) with (4.10) gives

∆r = Da− CGx̂Da = (Im − CGx̂)Da =: GrDa. (4.12)

Remark 3. Note that the previous discussion holds if the bias injection attack is
not detected during the transient phase. We will assume that this is not the case
since the attacker can make the transient smooth by increasing the attack slowly.

We define the attacker’s objective as to increase the mean square of error (4.7)
once ∆x̂(k) reaches steady state ∆x̂. The attack impact can then be defined as

I(Sa) := E{‖e(k)−∆x̂‖22} − E{‖e(k)‖22}. (4.13)
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The term E{‖e(k)‖22} represents the mean square of estimation error without at-
tacks, and it is constant added for the sake of scaling.

The constraint for the attacker is that it wants to remain undetected. The
bias injection attacks preserves the nature of residual distribution, since it remains
Gaussian. However, since the attack changes the mean value of the distribution,
the alarm probability increases. For this reason, we assume that the constraint for
the attacker is to not considerably increase the alarm probability. This constraint
can be modeled as

P(‖Σ−1/2
r (r(k) + ∆r)‖22 > τ) ≤ α+ ∆α

where ∆α > 0, α + ∆α ≤ 1 is a threshold that models the attacker’s willingness
to risk detection. For example, say that the false alarm probability is α = 5%.
In case that the alarm probability in presence of attacks raises to α + ∆α = 6%,
the alarms will probably be classified as a consequence of noise, and the attack
will remain undetected. However, in case that the alarm probability in presence of
attack changes to α+ ∆α = 25%, the attack will most likely be detected.

Based on the previous discussion, the problem the attacker wants to solve can
be formalized as the following optimization problem.

Problem 8. (Estimating the worst case impact of bias injection attacks)

maximize
a

I(Sa) = E{‖e(k)−∆x̂‖22} − E{‖e(k)‖22} (4.14a)

subject to P(‖Σ−1/2
r (r(k) + ∆r)‖22 > τ) ≤ α+ ∆α. (4.14b)

Note that Problem 8 in general has many parameters that are not necessarily
known to the attacker. In this chapter we are interested in studying the worst case
scenario, thus we adopt the following assumption about the attacker.

Assumption 2. We assume the attacker knows the structure of Problem 8.

In order to find the solution of Problem 8, we prove that it can be transformed
into the following problem.

Problem 9. (Estimating the worst case impact of bias injection attacks)

maximize
a

I(Sa) = ‖Gx̂Da‖22 (4.15a)

subject to ‖Σ−1/2
r GrDa‖22 ≤ δ2. (4.15b)

As we show in Section 4.4, Problem 9 is a quadratically constrained quadratic
program that has an analytical solution. In what follows, we show that for a
particular choice of δ, Problem 8 is equivalent to Problem 9.

In order to prove the claim, we introduce two lemmas. In the first lemma, we
prove that the objective functions of the problems are equivalent.
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Lemma 5. The following equality holds

E{‖e(k)−∆x̂‖22} − E{‖e(k)‖22} = ‖Gx̂Da‖22.

Proof. The objective function (4.14a) can be rewritten as follows

E{‖e(k)−∆x̂‖22} = E{‖e(k)‖22 − 2∆x̂T e(k) + ‖∆x̂‖22}.

The term E{2e(k)T∆x̂} is equal to zero because ∆x̂ is constant, and e(k) is zero
mean. The term E{‖e(k)‖22} = Tr(Σe) is constant, since it represents the part of
the error coming from the noise. Thus, it follows

E{‖e(k)−∆x̂‖22} − E{‖e(k)‖22} = ‖Gx̂Da‖22 + Tr(Σe)− Tr(Σe) = ‖Gx̂Da‖22

which concludes the proof. �

The second lemma is used to prove the equivalence of the constraints. The
proof is based on the discussion in Section 4.1.4.1 about non-central chi-squared
distribution.

Lemma 6. The alarm probability

P(‖Σ−1/2
r (r(k) + ∆r)‖22 > τ) (4.16)

is strictly increasing in ‖Σ−1/2
r ∆r‖22 = ‖Σ−1/2

r GrDa‖22.

Proof. The random vector Σ−1/2
r (r(k)+∆r) is Gaussian random vector with mean

value
E{Σ−1/2

r (r(k) + ∆r)} = Σ−1/2
r ∆r = Σ−1/2

r GrDa

and covariance matrix

E{Σ−1/2
r r(k)rT (k)(Σ−1/2

r )T } = Im.

Thus, ‖Σ−1/2
r (r(k)+∆r)‖22 represents the non-central chi-squared random variable.

As explained in Section 4.1.4.1, the non-central chi-squared distribution is de-
fined by two parameters. The first one is the number of degrees of freedom, and
it is equal to the dimension of the random variable m. The second parameter is
called the non-centrality parameter, and it is equal to the magnitude of the mean
value µχ2

a
= ‖Σ−1/2

r GrDa‖22.
The alarm probability represents the complementary cumulative distribution

function of the non-central chi-squared random variable. From Section 4.1.4.1, we
know that cumulative distribution function is the generalized Marcum Q-function.
Then it follows from Lemma 3 that (4.16) is strictly increasing in the non-centrality
parameter for m, τ > 0. Given that the non-centrality parameter is equal to
‖Σ−1/2

r GrDa‖22, the claim of the lemma follows. �
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We are now ready to prove the equivalence between Problem 8 and Problem 9.

Theorem 1. There exists δ ∈ R such that Problem 8 is equivalent to Problem 9.

Proof. Let r̄ ∈ Rm be any unit vector, and let δ be such that

P(‖Σ−1/2
r r(k) + δr̄‖22 > τ) = α+ ∆α (4.17)

is satisfied. Such δ exists, since the alarm probability is the Marcum Q-function,
and this function is continuous and strictly increasing in δ2 for m, τ > 0.

From Lemma 5, we know that the objective functions (4.14a) and (4.15a) of the
problems are equal, thus it is sufficient to prove that the feasible domains specified
by the constraints are equal. We will use a contradiction argument to prove this.
Assume that there exists a that satisfies constraint (4.14b)

P(‖Σ−1/2
r (r(k) +GrDa)‖22 > τ) ≤ α+ ∆α (4.18)

but violates constraint (4.15b)

||Σ−1/2
r GrDa||22 > δ2.

In that case, we have that

||Σ−1/2
r GrDa||22 > δ2 = ||δr̄||22

and from (4.17) and (4.18) it follows

P
(
‖Σ−1/2

r (r(k) +GrDa)‖22 > τ
)
≤ P

(
‖Σ−1/2

r r(k) + δr̄‖22 > τ
)
.

This is in contradiction with Lemma 6 where it was proven that the alarm proba-
bility is strictly increasing function of ||Σ−1/2

r GrDa||22.
In a similar manner, we disprove the existence of a that satisfies the quadratic

constraint, but violates the probability constraint. Assume this time that there
exists a that satisfies constraint (4.15b)

||Σ−1/2
r GrDa||22 ≤ δ2 (4.19)

but violates constraint (4.14b)

P(‖Σ−1/2
r (r(k) +GrDa)‖22 > τ) > α+ ∆α. (4.20)

This is again in contradiction with Lemma 6, since from (4.19) we have

||δr̄||22 ≥ ||Σ−1/2
r GrDa||22

and from (4.20) and (4.17)

P
(
‖Σ−1/2

r r(k) + δr̄‖22 > τ
)
< P

(
‖Σ−1/2

r (r(k) +GrDa)‖22 > τ
)
.

This concludes the proof. �
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Remark 4. It is interesting to note that the optimization Problem 9 is of the same
form as the one in [38], which was obtained by analyzing bias injection attacks in
a deterministic setting.

Remark 5. Since there is no simple closed form for the Marcum Q-function, finding
the parameter δ that satisfies

P(‖Σ−1/2
r r(k) + δr̄‖22 > τ) = α+ ∆α

needs to be done either numerically, or by using a Monte Carlo method.

4.4 Attack Impact Analysis

In this section, we analyze Problem 9. As we shall see, generalized eigenspectrum
of the matrix pencil (DTGTx̂Gx̂D,D

TGTr Σ−1
r GrD) have a crucial role in analysis of

the attack impact. In particular, the worst case attack impact is proportional to
the largest eigenvalue of this pencil, while the remaining generalized eigenvalues for
D = Im can be used to construct a lower bound of the worst case attack impact.
Background on generalized eigenvalues and eigenvectors that is necessary to follow
this section is provided in Section 4.1.4.2.

4.4.1 The Worst Case Attack Impact
It is always of interest to first check if the attacker is able to inflict arbitrary large
damage while staying undetected at the same time. The following result shows that
for the problem we consider, this is possible only in a very restricted case.

Proposition 5. A necessary condition for the optimal value of Problem 9 to be
unbounded is that the matrix A has an eigenvalue equal to 1.

Proof. Assume that the attacker is able to increase the error arbitrarily. A neces-
sary condition for that is existence of Da 6= 0 such that

Σ−1/2
r GrDa = Σ−1/2

r ∆r = 0.

Since matrix Σ−1
r is positive definite, it follows ∆r = GrDa = 0. In that case, from

(4.10) we have Da = C∆x̂. But then it follows from (4.9) that

∆x̂ = (A−KC)∆x̂+KDa = A∆x̂+K(Da− C∆x̂) = A∆x̂.

We see that the last equation has a nontrivial solution only in case that matrix A
has an eigenvalue equal to 1. �

Since matrix A has eigenvalue equal to 1 only in exceptional cases, which can be
treated independently, we introduce the following assumption without significant
loss of generality.
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Assumption 3. We assume A does not have eigenvalue equal to 1.

The following result then holds.

Proposition 6. If A does not have eigenvalue equal to 1, then null(Gr) = ∅.

Proof. We prove the claim by using contradiction. Assume that A does not have
eigenvalue equal to 1, but null(Gr) 6= ∅. In that case, there exists vector d 6= 0 such
that Grd = 0. Since Gr = Im − CGx̂, we have d = CGx̂d. Let

d′ = Gx̂d. (4.21)

By multiplying both sides of (4.21) with (In − A + KC) from the right and us-
ing (4.11), it follows

Kd = d′ −Ad′ +KCd′ = Gx̂d−AGx̂d+KCGx̂d.

Since d = CGx̂d, then KCGx̂d = Kd, so it follows Gx̂d−AGx̂d = 0. Since A does
not have eigenvalue equal to 1, we conclude Gx̂d = 0. However, from d = CGx̂d, it
follows that d = 0, which is in contradiction with the initial assumption that d 6= 0,
which concludes the proof. �

Under Assumption 3 and from Proposition 6, the solution of Problem 9 can be
found analytically.

Lemma 7. [38, Theorem 11] Suppose Assumption 3 holds. The solution of Prob-
lem 9 is then given by

a∗ = ± δ

‖Σ−1/2
r GrDv∗‖2

v∗

where v∗ is the unit length generalized eigenvector that corresponds to the maximal
generalized eigenvalue λ∗ of the matrix pencil

(DTGTx̂Gx̂D,D
TGTr Σ−1

r GrD). (4.22)

The maximal impact in terms of the mean square estimation error is

I(Sa) = ‖Gx̂Da∗‖22 = λ∗δ2. (4.23)

Thus, it follows from the result that the attack impact is the product of two
essentially different parts. The first part is δ2, which models that the attack can
increase the impact by increasing the risk of being detected. The second part is λ∗,
and it is dependent on the properties of the matrix pencil (4.22). Since in general
we do not know how much is the attacker willing to risk, λ∗ can be used as an
estimate of the attack impact I(Sa).
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4.4.2 Lower Bound of the Attack Impact

Besides the largest generalized eigenvalue, the other generalized eigenvalues prove
to be useful for the attack analysis. If we set D = Im, the matrix pencil (4.22)
becomes

(GTx̂Gx̂, GTr Σ−1
r Gr). (4.24)

Under Assumption 3, null(Gr) = ∅, which implies that GTr Σ−1
r Gr is positive definite

and the pencil (4.24) has exactly m real nonnegative generalized eigenvalues, as
explained in Section 4.1.4.2. It turns out that the impact of the attack with any
combination of p sensors is always larger than p-th generalized eigenvalue of the
matrix pencil (4.24).

Theorem 2. Suppose Assumption 3 holds. Denote by

0 ≤ λ1 ≤ λ2 ≤ ... ≤ λm

the generalized eigenvalues of (GTx̂Gx̂, GTr Σ−1
r Gr). Assume the attacker has control

over p ∈ {1, ...,m} sensors. Then the maximal impact (4.23) conducted with any
combination of p sensors is larger or equal to λpδ2.

Proof. In case that the attacker controls p measurements, the attack signal Da is
sparse with p non-zero components. Define by

Sp = {Da ∈ Rm|card(Da) ≤ p}

the set of all possible bias injection attacks that the attacker is able to construct
using p measurements. From Lemma 4, it follows

λ∗p = min
U⊆Sp

dim(U)=p

max
Da∈U

aTDTGTx̂Gx̂Da

aTDTGTr Σ−1
r GrDa

≥ min
U⊆Rm

dim(U)=p

max
x∈U

xTGTx̂Gx̂x

xTGTr Σ−1
r Grx

= λp

(4.25)

since Sp ⊆ Rm. Recall that the attack impact is given by (4.23). By multiplying
(4.25) with δ2, it follows that minimal impact conducted with p sensors is larger or
equal to λpδ2, which concludes the proof. �

4.5 Illustrative Example

In this section, we illustrate how the worst case bias injection attack influences the
estimation error and the chi-squared distance, and further clarify Theorem 2.
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Figure 4.2: Schematic of the quadruple tank process. The level in each of the tanks
is monitored by a level sensor.

4.5.1 Process Model
To illustrate theoretical results, we use the linearized discrete model of the quadruple-
tank process shown on Figure 4.2. The matrices of the system are given by

A =


0.975 0 0.042 0

0 0.977 0 0.044
0 0 0.958 0
0 0 0 0.956

 Σv = 10−3


0.8 0.2 2.7 0.7
0.2 0.8 0.7 2.7
2.7 0.7 9.0 2.3
0.7 2.7 2.3 9.0


C = 0.2I4 Σw = 10−3diag(2.5, 2.5, 0.5, 0.5).

The states of the system are the levels in tanks, which are all measured by the level
sensor.

4.5.2 Evolution of Estimation Error and Chi-Squared Distance
The threshold of the detector was set to τ = 9.488, which corresponds to approx-
imately 5% false alarm probability. We assumed that the attacker control sensors
Sa = {1, 3}, and does not want to increase the alarm rate more than ∆α = 1%.
From these values of τ and ∆α, we estimated δ = 0.4457. The attack signal starts
slowly increasing from 0 at time instant k = 2500, and converges to the final value
of a∗ at k = 5000.

Mean square estimation error under the normal operation (blue) and under the
worst case bias injection attack (red) are shown in Figure 4.3. As we can see, the
estimation error during the attack is considerably larger then during the normal

52



0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
k

0

1

2

3

4

5

6

7

8

9

10

||e
(k

)|
| 22

Normal Operation
Attack

Figure 4.3: Estimation error under normal operation, and under the worst case bias
injection attack.
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Figure 4.4: Chi-squared metric under the normal operation (lower plot), and under
the worst case bias injection attack (upper plot).

operation. Evolution of chi-squared distance metrics under the normal operation
and under the worst case bias injection attack are shown in Figure 4.4. In contrast
to mean squared estimation error, these two two sequences are indistinguishable.
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Table 4.1: Maximal generalized eigenvalue of the matrix pencil (4.22) for different
combinations of attacked sensors.

Attacked
sensors Sa

Impact
I(Sa) = λ∗

Attacked
sensors Sa

Impact
I(Sa) = λ∗

{1, 2, 3, 4} 38.00 {2, 4} 30.07
{1, 2, 3} 26.38 {2, 3} 0.08
{1, 2, 4} 30.07 {3, 4} 0.08
{1, 3, 4} 26.38 {1} 0.01
{2, 3, 4} 30.07 {2} 0.02
{1, 4} 0.07 {3} 0.08
{1, 3} 26.38 {4} 0.07
{1, 2} 0.02 ∅ 0

4.5.3 Lower Bounds
In what follows, we clarify lower bound introduced in Theorem 2. We assume for
simplicity that δ2 = 1, so the attack impact (4.23) is equal to the largest generalized
eigenvalue. We first set the matrix D to D = Im, and calculate the eigenvalues of
the pencil (GTx̂Gx̂, GTr Σ−1

r Gr). The eigenspectrum of this matrix pencil is given by
λ1 = 6.6 · 10−4, λ2 = 8.8 · 10−4, λ3 = 22.26, λ4 = 38.00.

The maximal generalized eigenvalues for different combinations of attacked sen-
sors are shown in Table 4.1. According to Theorem 2, λ3 is lower bound for the
impact of any worst case bias injection attack conducted with three sensors. From
Table 4.1, we see that the ratio of the largest value of the attack and bound is
30.07/22.26 ≈ 1.35, so λ3 represents relatively good approximation of impact with
three sensors. However, the bound λ2 is quite loose. The largest value of impact
is 30.07, while the bound is equal to 8.8 · 10−4, which represents approximately
3.4 · 104 times smaller value.

4.6 Summary

In this chapter, the problem of estimating the impact of bias injection attacks
was considered. The system consisted of a noisy plant, a Kalman filter, and chi-
squared anomaly detector. The mean square estimation error in steady state was
adopted as impact metric. It was proven that the problem of finding the worst-
case bias injection attack can be reduced to a quadratically constrained quadratic
program, for which the optimal value can be obtained. Additionally, a lower bound
of the attack impact was derived. The results of the chapter were illustrated in a
simulation study.
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Chapter 5

Allocating Security Measures in
ICSs

In this chapter, we consider Problem 2. Recall from Chapter 1 that this problem is
on selecting the least expensive set of security measures that prevents the high risk
vulnerabilities. However, both the problem of finding the high-risk vulnerabilities
(constructing security measure allocation problem), and then allocating security
measures (solving security measure allocation problem) become challenging once
the number of vulnerabilities and measures is large. These two challenges are tack-
led within the chapter. In particular, we propose an algorithm that can be used
to systematically search for the high-risk vulnerabilities. Once these are located
and security measure allocation problem is constructed, we exploit submodularity
property to find a suboptimal solution of the problem with guaranteed performance.
In particular, we show how to convert security measure allocation problem into a
problem of minimizing a linear set function under a submodular constraint. In that
case, a polynomial time greedy algorithm can be applied to obtain a suboptimal
solution with guaranteed approximation bound. Finally, we demonstrate the ap-
plicability of our framework on a control system used for regulation of temperature
within a building.

5.1 Introduction

5.1.1 Literature Review

A significant amount of work on allocating security measures was developed for
power grid monitoring systems. The grid was modeled as a static linear system,
and a particular combination of an estimator and an anomaly detector was used.
The assumption was in most of the cases that all the sensors are vulnerable, and
that all sensors can be protected by deploying some security measure. The security
measure allocation problem was then formulated as securing some of the existing,
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and/or placing additional secured sensors, such as to make undetectable attacks
introduced in [30] harder to achieve.

To solve this problem for large number of security vulnerabilities and security
measures, which correspond to large number of sensors, many different approaches
were taken. Bobba et al. proved that it is sufficient to protect the set of so-called
basic measurements in order to prevent undetectable attacks, and then used LU
decomposition to find these measurements [103]. Kim and Poor approximated the
attacker’s effort with a linear program, and then used greedy algorithms to select
sensors such as to maximize the approximated effort [104]. Dán and Sandberg
proposed greedy algorithms that allocate security measures based on the so-called
security index [105]. A continuation of this work was presented in [22], where more
detailed models of communication network and security measures were introduced.
Deka and Vishwanath approached the problem by using graph theoretic meth-
ods [106], and considered security measure allocation against any attacker and an
attacker constrained in resources. They showed that the first problem can be solved
by using Dijkstra’s algorithm, while the second one is NP hard and approximate
greedy algorithm was proposed. Bi and Zhang transformed the security allocation
problem into a variant of the Steiner tree problem, and proposed two algorithms
that can solve the problem in exponential time, as well as a polynomial time tree
pruning approximation [107]. Liu et al. formulated the security allocation prob-
lem as a bi-level mixed integer linear program, and proposed decomposition based
method to solve the problem [108]. Deng et al. assumed that the level of security
of a sensor is proportional to the amount of invested resources. The authors then
formulated the security allocation problem in two ways – as linear programing and
mixed integer linear programing problems [109].

Security measures allocation problem for dynamical control systems has at-
tracted less attention. Cardenas et al. introduced several ways to estimate the
attack impact, and then commented how these attack models can be used to dis-
tinguish which sensors/actuators are more urgent to be protected [82]. Teixeira
et al. proposed a flexible risk model that can be used to allocate security mea-
sures [110]. Milošević et al. considered a Kalman filtering problem in presence of
bias injection attacks, and proposed a way to secure sensors such as to mitigate the
impact of these attacks [111].

It is also worth mentioning that other types of allocation problems gained at-
tention within control community recently. Examples include selecting list of leader
agents in multi agent systems [112], selecting locations to place actuators [113], and
placing sensors in the water distribution network to detect and locate faults [114].
In particular, these works use the submodularity property of the set function in
order to obtain suboptimal solution of the problem with known performance guar-
antees.

We now identify several directions in which the existing literature can be ex-
tended. Firstly, the framework for allocating security measures for dynamical con-
trol systems is lacking. The methods developed for purposes of power grid mon-
itoring rely heavily on the static model of the power grid, estimator, bad data
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detector, and attack. Thus, these methods are not straight forward to extend
to dynamical models of ICSs, and attack strategies developed for these models.
Moreover, the publications on allocating security measures for dynamical control
systems [82,110,111] do not propose any systematic way to do so once the number
of security measures and vulnerabilities is large.

Secondly, the modeling framework proposed in previous publications can be
improved. For instance, the connection between the cyber and physical part of the
system is often missing. Thus, it is unclear in most of the publications in what way
the attacker gains control over the sensors/actuators, and in what way the defender
protects the sensors/actuators. The work that partially addressed this issue is [22],
but the authors were mostly concerned with models of security vulnerabilities and
security measures in the communication network part of the system.

Thirdly, most of the previous publications do not allocate security measures
based on a risk model, which is the recommended practice [7–9]. In particular,
the resources are allocated mostly relying on the attack impact, but not that much
attention is given to how complex the attack is to conduct. We may therefore
spend unnecessary amount of resources by preventing attacks that are not likely
to happen. A flexible risk model was proposed in [110], but how this method can
be used once the number of vulnerabilities and security measures is large was not
explained.

Finally, once the criterion based on which we deploy security measures is de-
termined, it is rarely discussed what the quality of the obtained solution is. The
security measure allocation problem is a combinatorial problem in nature, and these
problems are NP hard in general. Thus, the solution obtained in polynomial time
can be arbitrarily far from the optimal value, unless in some special cases.

5.1.2 Contributions
The contributions of this chapter are outlined as follows. As the first contribution,
we propose a flexible modeling framework for allocating security measures suitable
for dynamical ICSs. We assume the attacker can gain control over sensors and
actuators by exploiting a combination of security vulnerabilities in the ICS. These
security vulnerabilities can model, for instance, unprotected communication links,
a control network connected to the Internet without protection, or lack of physical
protection of some components. The defender deploys security measures, which
can model encryption of communication links, installing and maintaining anti-virus
software, or improving physical protection.

Security measures are allocated based on a risk model. In particular, we adapt
the risk model from [110] to our framework. In this model, each subset of exploited
vulnerabilities is a possible attack scenario, and its risk is determined based on the
impact and complexity set functions. We remark that the proposed framework is
not restricted to any particular instance of these functions. The only requirement
we impose is that impact and complexity set functions are non-decreasing with the
number of vulnerabilities exploited. The impact set function reflects how dangerous
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it is if the attacker exploits a given subset of vulnerabilities, and it is estimated
based on a model of physical dynamics. The complexity set function reflects how
hard it is for the attacker to exploit a given subset of vulnerabilities, which can be
determined based on a security expert knowledge [18–20]. The scenarios with low
complexity and potentially large impact are defined as high-risk scenarios, and are
the most critical to prevent.

Our framework targets the allocation of security measures once the number of
vulnerabilities and measures is large. The first challenge that arises due to large
number of security vulnerabilities is conducting risk assessment. Given that the
number of possible attack scenarios is equal to the number of subsets of the vul-
nerability set, it is not feasible to go through all the subsets to find those that are
critical. To reduce the search space, we use the non-decreasing property of the
complexity function, and we prove that it suffices to find the so-called sufficient
representation of minimal cardinality instead of the whole set of critical scenarios.
Furthermore, given that the impact set function can possibly be expensive to eval-
uate, we exploit the non-decreasing property of this function to reduce the number
of its evaluations. To model all the combinations of security vulnerabilities, we use
the tree representation proposed in [115] for the purpose of systematic and efficient
search. To search through the tree, the breadth first search algorithm that exploits
the aforementioned properties is proposed (Algorithm 1), and it is proven that this
algorithm returns the sufficient representation of minimal cardinality (Theorem 3),
which we outline as the second major contribution.

Once the most critical attack scenarios are selected, the second challenge that
arises is how to solve the security measure allocation problem. In our framework,
this problem reduces to an integer linear program, which is NP hard to solve in
general. However, if this problem can be reformulated as a minimization of linear
function under a submodular constraint, it is proven that a polynomial-time greedy
heuristic can then be used to provide a suboptimal solution with known performance
bound [116]. As a third major contribution, we prove that the security measure
allocation problem has submodular structure (Theorem 4), and prove that the set
of critical scenarios returned by the breadth first search algorithm provides the
best performance guarantees for the greedy algorithm (Theorem 5). Finally, we
demonstrate the applicability of our framework on a model of an ICS that is used
for regulating temperature within a building [117].

5.1.3 Organization
The remainder of the chapter is organized as follows. In Section 5.2, we describe the
modeling framework and the problem formulation. In Section 5.3 we propose an
algorithm that systematically searches for critical scenarios to construct security
measure allocation problem. In Section 5.4, we connect the problem of security
measure allocation with submodularity property. In Section 5.5, we illustrate on
an example applicability of our approach. In Section 5.6, we briefly summarize the
results presented in the chapter.
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5.2 Model Setup and Problem Formulation

In this section, we introduce model setup we use and formulate the security mea-
sure allocation problem. In particular, we introduce model of security vulnera-
bilities within an ICS, model their connection with sensors and actuators, as well
as their connection with security measures. In order to distinguish which vulner-
abilities/combination of vulnerabilities are the most critical to be prevented, we
introduce model of risk. The security measure allocation problem can then be for-
mulated as selecting the least expensive subset of security measures that prevent
the combinations of vulnerabilities with the high risk.

5.2.1 Security Vulnerabilities and Security Measures
We denote the security vulnerabilities identified within the system by

V = {v1, . . . , vnv
}.

A security vulnerability v ∈ V can model a communication link without protection,
lack of anti-virus software on some of the computers in control center, lack of
physical protection of some equipment, etc. Throughout the chapter, we refer to
the case where the attacker exploits multiple vulnerabilities Va ⊆ V at the same
time as a scenario Va.

Remark 6. The model of vulnerabilities in this chapter assumes that vulnerabil-
ities are known. In other words, undiscovered (zero-day) vulnerabilities are not
captured with the model. However, since every security strategy needs to be up-
dated over time, newly discovered vulnerabilities can be taken into consideration
once a new strategy is deployed.

As it was stated in the previous section, the attacker exploits security vulner-
abilities to gain access to sensors and actuators, and in that way endanger the
physical world. Let the set of all the sensors and the set of all the actuators be
denoted by

S = {s1, . . . , sny
} A = {a1, . . . , anu

}

respectively. With each vulnerability v ∈ V, we associate the subsets of compro-
mised sensors Sv ⊆ S and actuators Av ⊆ A. These sets model the components the
attacker gain control over once it exploits vulnerability v. In the scenario Va ⊆ V
where the attacker exploits multiple security vulnerabilities, the sensors and actu-
ators under its control are

S(Va) =
⋃
v∈Va

Sv A(Va) =
⋃
v∈Va

Av.

We assume that the attacker can then freely change the measurements of the sensors
S(Va) and the control actions sent to the actuators A(Va).
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The security vulnerabilities can be prevented by investing in security measures.
We denote the set of security measures by

M = {m1, . . . ,mnm
}.

With each security measure m ∈ M, we associate a number cm ∈ R+ that models
the cost of deploying this security measure, and a set of vulnerabilities Vm prevented
by this security measure. In the case when we deploy the subset of security measures
Md ⊆M, the set of prevented vulnerabilities V(Md) and the total cost c(Md) are
defined by

V(Md) =
⋃

m∈Md

Vm c(Md) =
∑

m∈Md

cm. (5.1)

The assumption is that the security measures provide perfect prevention of the
vulnerabilities V(Md).

Assumption 4. Let V(Md) ⊆ V be the subset of vulnerabilities prevented by
deploying corresponding security measures Md. The vulnerabilities from the set
V(Md) cannot be exploited by an attacker.

Based on Assumption 4, we say that scenario Va is prevented if it requires at
least one of the prevented vulnerabilities from the set V(Md) to be conducted,
that is, Va ∩ V(Md) 6= ∅. Similarly, we say that a set of attack scenarios VA =
{Va1 , . . . ,Van

} ⊆ 2V is prevented, if for every Va ∈ VA it holds Va ∩ V(Md) 6= ∅.
We also assume that each security vulnerability can be prevented by deploying a
suitable security measure from the set M. This assumption is needed in order to
be able to guarantee feasibility of security measure allocation problem.

Assumption 5. Let v ∈ V be an arbitrary selected vulnerability. Then there
exists at least one security measure m ∈ M that prevents this vulnerability, that
is, Vm ∩ v 6= ∅.

5.2.2 Model of Risk
In order to protect an ICS from cyber-attacks, we want to select a subset of secu-
rity measures Md to deploy. As discussed earlier, in most cases the total budget
would not be large enough to deploy all the security measures. Thus, we intro-
duce a model of risk based on which we prioritize among attack scenarios. We
use the risk model introduced in [118], where it was proposed to model risk as a
triplet (Scenario, Impact, Complexity). This model can be applied in our context
by defining triplets as (

Va, I(A(Va),S(Va)), π(Va)
)

where scenarios are represented by the subset of vulnerabilities Va ⊆ V that the
attacker exploits in order to conduct a certain attack, I(A(Va),S(Va)) represents
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the impact that occurs in that scenario, and π(Va) represents the complexity of the
scenario.

The impact function I(A(Va),S(Va)) should reflect how dangerous it is if the
vulnerabilities Va are exploited. As we saw in Chapter 3 and Chapter 4, the attack
impact can be estimated based on a physical model of the system. We assume that
the attacks conducted with more components are more severe then those conducted
with less.

Assumption 6. Let I : 2A × 2S → R+ be the impact set function. For any
Aa ⊆ Ab ⊆ A and Sa ⊆ Sb ⊆ S, it holds I(Aa,Sa) ≤ I(Ab,Sb).

The complexity function π(Va) models how hard it is for the attacker to exploit
all the vulnerabilities from Va simultaneously. The function is usually estimated
based on a security expert knowledge [18–20]. We assume that more vulnerabilities
the attacker exploits, the more complex the attack scenario becomes.

Assumption 7. The complexity function π : 2V → R+ is a non-decreasing set
function, that is, π(Va) ≤ π(Vb) for any Va ⊆ Vb.

In the next section, Assumption 6 and Assumption 7 are used to construct algo-
rithm that systematically searches for the most critical attack scenarios. Naturally,
the most critical attack scenarios are not complex to conduct, and can lead to large
impact. We formally define these scenarios as follows.

Definition 2. A scenario Va ⊆ V is said to be critical if I(Va) ≥ Ī and π(Va) ≤ π̄,
where Ī ∈ R+ and π̄ ∈ R+ are some predefined thresholds.

5.2.3 Problem Formulation

Let the set of all critical scenarios be VC . Our goal is then to find the least expensive
set of security measuresMd ⊆M that prevents all the critical scenarios from VC .
This problem can be formulated as an integer linear program, as explained next.

The set of deployed security measures Md can be represented as an integer-
valued decision vector xm ∈ {0, 1}nm . In case that we chose to deploy security
measure mi, then xm(i) is set to 1. Otherwise, xm(i) equals 0. The objective
function we want to minimize can then be modeled as cTxm, where c = [c1 . . . cnm ]T
is a vector containing individual costs of security measures.

The constraints for the problem are that the deployed set of security measures
xm should prevent all of the critical scenarios. Thus, we introduce the matrix R ∈
Rnv×nm , which is the incidence matrix modeling which vulnerabilities are prevented
by the deployed security measures xm. The vector of prevented vulnerabilities is
denoted with xv, and equality xv = Rxm must hold. In case that xv(i) > 0, we
know that vulnerability vi is prevented.

61



We then join a vector fVa
∈ Rnv with each of the critical scenarios Va ∈ VC ,

defined as

fVa(i) =
{

1 if vi ∈ Va
0 otherwise

.

The condition fTVa
xv ≥ 1 is then equivalent to perfect prevention of the scenario

Va. The problem of selecting a subset of security measures to deploy can then be
defined as the following integer linear program.

Problem 10. (The security measure allocation problem as an integer
linear program)

minimize
xm

cTxm

subject to xv = Rxm

fTVa
xv ≥ 1 for every Va ∈ VC

xm(i) ∈ {0, 1} i = 1, . . . , nm

The two main difficulties with solving this problem are the following. Firstly,
constructing Problem 10 represents an issue. In order to form constraints for this
problem, we need to find the set of critical scenarios VC . The number of possible
attack scenarios is equal to the number of subsets of the set V. Thus, simply going
through all the subsets of V and deciding whether they are critical or not is not
feasible when the cardinality of the set V is large. Secondly, even if the set VC is
found, Problem 10 is NP hard in general. Thus, polynomial time algorithms that
return the optimal or suboptimal solution are in general unknown, unless some
special structure of the problem is identified.

In the next two sections, we tackle these two issues. In Section 5.3, we present an
algorithm that systematically generates so-called sufficient representation of mini-
mal cardinality ṼC of the set VC . In general, the set ṼC is the subset of VC , with
the property that if ṼC is prevented, then we know that VC is prevented as well.
We show that by using the properties of ṼC and complexity function π(Va), we can
potentially significantly reduce the search space. To resolve the second issue, we
use the fact that Problem 10 can be reduced to the problem of minimizing a linear
function under a submodular constraint. In that case, a polynomial-time greedy
algorithm can be used to find a suboptimal solution of the problem with known
performance, as shown in Section 5.4.

5.3 Constructing the Security Measure Allocation Problem

In this section, we address the issue of constructing a set of critical scenarios VC .
As we mentioned, the number of possible attack scenarios in our model is equal
to the number of subsets of the set V, that is 2|V|. Thus, simply going through
all the scenarios and deciding whether it is critical or not is not feasible for large
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cardinalities of V. In this section, we propose an algorithm that systematically
searches for critical scenarios. Before we move to the design of the algorithm, we
first explain the rules that this algorithm uses to reduce the execution time of the
search.

The first way of reducing the execution time is by reducing the number of
scenarios we explore. For this purpose, we use the property of complexity function
π introduced in Assumption 7, and we also show that it suffices to find a suitable
subset ṼC of the set of critical scenarios, instead of the whole set VC . In order
to further improve the total execution time, the algorithm avoids executing time
consuming impact function I for every scenario. In particular, we show how the
property of I introduced in Assumption 6 can be exploited to reuse the information
from the previously explored scenarios. We then formulate the algorithm that
systematically constructs ṼC .

5.3.1 Reducing Number of Explored Scenarios
The first way to reduce the number of scenarios to explore is by using the properties
of the complexity function. Since the complexity function is non-decreasing, we
conclude that if we find a scenario Va that has complexity π(Va) greater than the
threshold π̄, we do not need to investigate any other scenario Vb that contains this
scenario. The reason is that these scenarios have complexity that is greater or equal
to π(Va), hence they do not belong to critical scenarios.

Lemma 8. Assume that a scenario Va satisfies π(Va) > π̄. Then any scenario Vb,
that satisfies Va ⊆ Vb is not a critical scenario.

Proof. From Assumption 7, π(Vb) ≥ π(Va) for Va ⊆ Vb. Thus, π(Vb) > π̄, which
implies that scenario Vb does not satisfy Definition 2. �

The second way to reduce the number of explored scenarios is by observing that
we do not need to find the whole set VC . Instead, it is sufficient to find a suitable
subset of this set. We use an example to explain the idea.

Example 5. Assume that we have a set of vulnerabilities V = {v1, v2, v3}, and let
the set of critical scenarios be given by

VC =
{
{v1}, {v1, v3}, {v1, v2}, {v2, v3}

}
.

Consider now the subset ṼC =
{
{v1}, {v2, v3}

}
. This subset is prevented if the set

of prevented vulnerabilities is one of the following

V(Md) = {v1, v2} V(Md) = {v1, v3} V(Md) = {v1, v2, v3}.

What is important to realize is that every choice of V(Md) that prevents ṼC ,
prevents VC as well. Thus, instead of constructing the complete set of critical
scenario VC , it is suffices to find a subset of smaller cardinality ṼC . The motivation
for this is that every time we prevent ṼC , we also know that VC is prevented.
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Motivated by the previous example, we introduce a notion of sufficient repre-
sentation of the set of critical scenarios VC . In general, the sufficient representation
ṼC is a subset of VC with the property that once we prevent all the scenarios in
ṼC , all the critical scenarios VC are prevented, as stated in the following definition.

Definition 3. A set ṼC ⊆ 2V is a sufficient representation of a set VC ⊆ 2V if the
following two conditions are satisfied

1. ṼC ⊆ VC ;

2. for every set of prevented vulnerabilities V(Md) ⊆ V it holds that V(Md)
prevents ṼC if and only if V(Md) prevents VC .

Remark 7. Note that a sufficient representation is not unique in general. Fur-
thermore, from the definition it follows that if the set of security measures prevents
one sufficient representation of the set ṼC , then it also prevents any other sufficient
representation Ṽ ′C . We use this property in some of the proofs in this section.

Naturally, we are interested in finding a sufficient representation that has min-
imal cardinality. Besides helping us to reduce the number of scenarios to explore,
in the next section we show that a sufficient representation of minimal cardinal-
ity is also beneficial for the problem of preventing the critical scenarios using the
minimal budget. In the following lemma, we introduce the condition that sufficient
representation of minimal cardinality needs to satisfy. In particular, we show that
none of the scenarios in this representation should contain any other scenario from
the representation. We then prove that the sufficient representation of minimal
cardinality is unique.

Lemma 9. Assume that a set ṼC ⊆ 2V is a sufficient representation of the set
of critical scenarios VC . Then the set ṼC is the sufficient representations of VC of
minimal cardinality if and only if for any two non empty sets Va,Vb ∈ ṼC , Va 6= Vb,
it holds Va * Vb.

Proof. (⇒) We prove that necessity holds by using a contradiction argument.
Let ṼC be a sufficient representation of the set VC with minimal cardinality, and
assume that there exists Va ∈ ṼC and Vb ∈ ṼC , Va 6= Vb, such that Va ⊆ Vb. In
what follows, we prove that the set Ṽ ′C = ṼC \ Vb is a sufficient representation of
VC , with cardinality smaller than ṼC .

Let VP be the set of prevented vulnerabilities, and assume that Ṽ ′C is prevented
by this set. Given that Ṽ ′C = ṼC \ Vb, this implies that VP prevents any scenario
from ṼC , except perhaps Vb. However, since Va ∈ Ṽ ′C we know that Va ∩ VP 6= ∅,
which implies Vb ∩ VP 6= ∅. Hence, we proved that any set VP that prevents Ṽ ′C
automatically prevents ṼC .

Given that Ṽ ′C ⊂ ṼC , any set VP that prevents ṼC prevents Ṽ ′C as well. Thus,
VP prevents ṼC if and only if VP prevents Ṽ ′C . We then conclude that Ṽ ′C represents
a sufficient representation of VC . Since |Ṽ ′C | = |ṼC | − 1, it follows that ṼC is not a
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sufficient representation of VC with minimal cardinality, which is in contradiction
with the initial assumption.

(⇐) Same as in the case of necessity, we use contradiction argument to prove
sufficiency. Let the set ṼC = {V1,V2, . . . ,Vl} be a sufficient representation of the
set VC , which satisfies Va * Vb for any Va ∈ ṼC and Vb ∈ ṼC excepts when Va = Vb.
Assume now there exists a sufficient representation Ṽ ′C = {V ′1,V ′2, . . . ,V ′m} of VC
with |Ṽ ′C | < |ṼC |. In that case, there has to be at least one scenario Vn that satisfies
Vn ∈ ṼC and Vn /∈ Ṽ ′C . In what follows, we prove that Vn does not exists.

Assume first that for any V ′i ∈ Ṽ ′C we have V ′i \ Vn 6= ∅. If we choose prevented
vulnerabilities to be VP = {vp1 , . . . , vpm

}, where vpi
∈ V ′i \ Vn, we see that VP

prevents Ṽ ′C . However, this set does not prevent ṼC since it does not prevent Vn.
This is inconsistent with the fact that both ṼC and Ṽ ′C are sufficient representations
of VC , since any VP that prevents one sufficient representation, needs to prevent
any other as well.

Therefore, there has to be at least one set V ′n ∈ Ṽ ′C such that V ′n ⊂ Vn. Let the set
of prevented vulnerabilities be now VP = {vp1 , . . . , vpl

}, where vpi
∈ Vi\Vn for Vi ∈

ṼC ,Vi 6= Vn and vpn
∈ Vn\V ′n. Note that Vi\Vn is always non-empty, since Vi * Vn

by the assumption. This set prevents ṼC . However, this set does not prevent Ṽ ′C
since it does not prevent V ′n, which is again in contradiction with the fact that both
ṼC and Ṽ ′C are sufficient representations of VC . Thus, we conclude that the set Vn
does not exist, which contradicts the assumption |Ṽ ′C | < |ṼC |. �

Lemma 10. The sufficient representation of the minimal cardinality of the set VC
is unique.

Proof. Assume that the statement is not true, and that ṼC = {V1,V2, . . . ,Vl} and
Ṽ ′C = {V ′1,V ′2, . . . ,V ′l} are the two different sufficient representations of minimal
cardinality. Then there exists Vj that satisfies Vj ∈ ṼC and Vj /∈ Ṽ ′C . The first
possibility is that for all V ′i ∈ Ṽ ′C we have V ′i\Vj 6= ∅. If we select Vp = {vp1 , . . . , vpl

},
where vpi ∈ V ′i \Vj , then VP prevents Ṽ ′C . However, VP does not prevent Vj , so ṼC
is not prevented. This contradicts the fact that both ṼC and Ṽ ′C are the sufficient
representations. The remaining possibility is that there exists V ′t ∈ Ṽ ′C such that
V ′t ⊂ Vj . Let vpi

∈ Vi \ Vj for i 6= j and vpj
∈ Vj \ V ′t. The set VP = {vp1 , . . . , vpl

}
prevents ṼC , but not Ṽ ′C since it does not prevent V ′t. This is again in contradiction
with the fact that both ṼC and Ṽ ′C are sufficient representations of VC . Thus, Vj
does not exist. �

5.3.2 Reducing Number of Executions of Impact Set Function
As we stated, impact set function is estimated based on a physical model of the
system. Thus, this function can become expensive to calculate for models of large
dimension. Therefore, it is desirable to reduce the number of executions of impact
function as much as possible. One way to do this would be to store the combinations
of sensors and actuators for which we have already evaluated the impact function.
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These combinations can then be further divided into two lists, which we denote
with C+ and C−. These lists could be updated on-line, but also in a preprocessing
step based on some priori knowledge.

The list C+ contains combinations of sensors and actuators that lead to the
impact greater or equal to Ī. For instance, say that the list contains combination
(Sa,Aa), and we need to check if the impact I(S(Va),A(Va)) for some scenario
Va is greater than Ī. In case that Sa ⊆ S(Va) and Aa ⊆ A(Va), then we know
from Assumption 6 that I(S(Va),A(Va)) ≥ Ī. In other words, if the combination
(S(Va),A(Va)) for which we need to calculate impact contains any of the scenarios
from C+, we know that it leads to impact greater than Ī.

The list C− contains those combinations that lead to impact less than Ī. Let
the combination (Sa,Aa) be the element of C−. In case that S(Va) ⊆ Sa and
A(Va) ⊆ Aa, then it follows from Assumption 6 that I(S(Va),A(Va)) ≤ Ī. Thus, if
a combination for which we need to calculate impact is the subset of a combination
from C−, then it follows that this combination has impact less than Ī.

Remark 8. Since the number of combinations of sensors and actuators investigated
rapidly grows, we can store in C+ only those combinations that contain relatively
small number of sensors and actuators and lead to impact equal or greater than
Ī. Similarly, in C−, only those combinations with a large number of sensors and
actuators that lead to the impact less than Ī can be stored.

5.3.3 Algorithm for Constructing the Sufficient Representation
of Minimal Cardinality

In the following, we introduce a systematic way to find the sufficient representation
of minimal cardinality ṼC . We begin with introducing a set enumeration tree of
the power set 2V shown in Figure 5.1. This representation was introduced in [115]
for the purposes of systematically searching through the power set.

In our case, each node of the tree represents one attack scenario. The tree has
|V|+ 1 layers enumerated with p = 0, 1, . . . , |V|, where each layer p of the tree only
contains subsets of V with the cardinality p. Another important property of the
tree is that the connections are based on the following two principles. Firstly, the
node Va in layer p can be connected only to nodes Va ∪ vj , vj /∈ Va in layer p+ 1.
Secondly, the node Va is connected to node Va∪vj , only if there exists vi ∈ Va such
that j < i. For instance, in the case of the graph shown Figure 5.1, the node {2}
is connected to {1, 2}, but not to {2, 3}.

In order to explore the tree for the set ṼC , we adapt a Breadth first search
algorithm [119]. This algorithm explores the tree by layers, that is, it does not
move to the next layer before all the scenarios from the current layer are explored.
For each scenario in the current layer, the algorithm performs classification of
that scenario. Once all the scenarios are classified, the algorithm generates new
scenarios that will be searched in the next layer. Once there is no more scenarios
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Figure 5.1: Tree representation of the power set of the set V = {v1, v2, v3}.

to be explored, the algorithm terminates. In the following, we explain how the
classification and generation actions are performed.

Classification of Scenarios

The algorithm keeps the list of scenarios to be explored in the current layer, which
is denoted with VL. For every scenario from the list VL, the algorithm first checks
if the scenarios has complexity greater than π̄. If it has, the algorithm moves to
the next scenario. Otherwise, the algorithm checks if the impact of the scenario
is greater than Ī. For this purpose, the algorithm first checks the lists C+ and
C− that were introduced in Subsection 5.3.2. In case that it is not possible to
determine whether or not impact of the scenario is greater than Ī based on the
lists, we calculate the impact. We also indicate that the impact was calculated for
this combination, in order to update the lists C+ and C− later on.

Based on the result of impact calculation, the scenario is classified in one of the
following two categories. The first category are critical scenarios that we want to
find, and these scenarios are stored in the list ṼC . In the case that scenario is not
critical, it is stored in the set that we denote with VO. By adding an additional
vulnerability to the scenarios from VO in the next layer, we can obtain the critical
scenarios. Once the classification of scenarios is finished, the algorithm empties the
list VL.

The important observation here is that classification of scenarios within a layer
can be performed independently for each scenario. Thus if we have N cores avail-
able, classification step can be executed in parallel, and in that way reduce the
execution time of this step N times. Since the classification step involves evaluat-
ing impact and complexity function large number of times, which is expected to be
the most time consuming action in the algorithm, significant reduction in execution
time can be made with parallelization.

Once the classification step is finished, the lists C+ and C− are then updated with
newly checked combination of sensors and actuators, and the algorithm moves to
the generation step. The reason why we do not update the lists within classification
step is in order to be able to execute this step in parallel.
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Generating New Scenarios

Once the classification of the scenarios in the current layer is performed, the algo-
rithm generates scenarios that are searched in the next layer. In order to reduce the
number of scenarios to check, the algorithm relies on the property of the complexity
function π(Va) introduced in Lemma 8, and the property of the sufficient represen-
tation of the minimal cardinality introduced in Lemma 9. Mainly, if the algorithm
classifies some scenario Va as a critical scenario, it does not need to generate any
other scenarios that contain Va, since the sufficient representation of minimal car-
dinality does not contain these. Similarly, when some scenario Va has complexity
greater than π̄, the algorithm does not need to generate any other new scenarios
that contain Va, since these scenarios have complexity greater than π̄. In other
words, every time we find a critical scenario or a scenario with complexity greater
than π̄, we eliminate the branch of the tree starting from this scenario. Therefore,
we should only generate new scenarios from the set VO. In this way, we potentially
achieve significant reduction in the number of scenarios we need to search through
in the next layer, and the layers that follow.

The generation of scenarios is performed according to the following rules. Firstly,
for each scenario Va from the list VO, the algorithm adds a scenario vi ∪ Va to the
list VL, only if there does not exists vj ∈ Va, such that i < j. This rule follows from
the specific tree structure. However, from the tree structure, it also follows that a
scenario in the layer p + 1 can contain a critical scenario from the previous layer,
although the branch starting from that critical scenario was eliminated. Thus, in
order to obtain a sufficient representation of minimal cardinality, the second rule is
to add vi ∪ Va to the list VL only if there does not exist a critical scenario in the
list ṼC that is contained in vi ∪ Va. Once the new scenarios are generated for each
of the elements in VO, VO is reset to ∅.

Algorithm

Based on the previous discussion, we formulate Algorithm 1 for constructing the
sufficient representation of minimal cardinality.

It is important to realize that in general, the algorithm may end up searching
every subset of the set V. Thus, based on the available time, the search can be
restricted to only the first p̄ layers. In that case,the algorithm searches for all the
scenarios up to cardinality p̄, which is O(np̄v). However, it is expected that this num-
ber would be significantly reduced, since we do not need to generate new scenarios
for every scenario with complexity greater than π̄ and every critical scenario.

We conclude this section by formally proving that the algorithm returns suf-
ficient representation of the minimal cardinality. In case that the algorithm is
restricted to search the first p̄ layers, the algorithm returns the sufficient repre-
sentation of the minimal cardinality for the set V p̄C , which contains all the critical
scenarios with cardinality less or equal to p̄.
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Algorithm 1 Finding the Sufficient Representation of Minimal Cardinality
1: Input: V, π̄, Ī, π, I
2: Output: ṼC
3: ṼC ← ∅; % The sufficient representation of minimal cardinality
4: VL ← ∅; % The list of scenarios to be searched in the current layer
5: VO ← ∅; % The list of scenarios that are used for generating new scenarios
6: C+, C− ← ∅; % The lists in which we store explored combinations of sensors

and actuators
7: % Initialize the list VL with scenarios containing one vulnerability
8: for i = 1 : 1 : nv do
9: Add scenario {vi} to the bottom of the list VL;

10: end for
11: while VL 6= ∅ do
12: % Classification of scenarios that is executed in parallel on N cores
13: for every scenario Va in VL do
14: if π(Va) ≤ π̄ then
15: determine if I(S(Va),A(Va)) is greater than Ī, either using lists C+/ C−

or by evaluating I
16: indicate if impact was calculated by evaluating impact function I
17: if I(S(Va),A(Va)) ≥ Ī then
18: add the scenario to the bottom of the list ṼC ;
19: else
20: add the scenario to the bottom of the list VO;
21: end if
22: end if
23: end for
24: empty VL
25: update lists C+ and C− with combinations (S(Va),A(Va)) for which the im-

pact was evaluated
26: % Generation of new scenarios
27: for every scenario Va in VO do
28: find a vulnerability with minimal index j in Va
29: for i = 1 : 1 : j do
30: if there is no scenario from ṼC contained in {Va ∪ vi} then
31: add scenario {Va ∪ vi} to the bottom of the list VL;
32: end if
33: end for
34: end for
35: empty VO
36: end while
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Theorem 3. The Algorithm 1 finds the sufficient representation of minimal car-
dinality ṼC .

Proof. We first show that the algorithm forms the list ṼC that contains the suffi-
cient representation of minimal cardinality using an induction argument. We start
by proving that the claim holds for all the scenarios of cardinality p = 1. Since
the list VL is initialized with all the scenarios of the first layer, all of the critical
scenarios among these are for sure found, and added to the list ṼC , so the claim
holds for the first layer.

Suppose now that the algorithm reaches the layer p with a given list ṼC . Assume
that the list contains all the scenarios with the cardinality less or equal then p that
are contained in the sufficient representation. In the layer p + 1, all the critical
scenarios among generated scenarios are added to the ṼC . The scenarios from the
layer p + 1 that are not generated fall in one of the two categories. Either they
are the scenarios that contain some of the critical scenarios that are added to the
list ṼC , or they contain the scenarios with complexity greater than π̄. Based on
Lemma 8 and Lemma 9, we know these scenarios do not belong to the sufficient
representation of minimal cardinality. Thus, the claim holds for the layer p+ 1 as
well, so the list ṼC contains all the scenarios from the sufficient representation of
minimal cardinality.

It remains to be proven that the list ṼC that was obtained does not contain any
two scenarios Va 6= Vb such that Va * Vb. Firstly, for the two scenarios Va 6= Vb
from the same layer, the condition Va * Vb cannot be satisfied. On the other hand,
once we generate scenarios to be explored in the layer p, we always check if these
contain any other scenarios from the lower layers previously added to ṼC (Line 30).
Thus, the overlaps are not possible either for scenarios from different layers, so we
conclude that ṼC represents a sufficient representation of minimal cardinality. �

Corollary 1. If we restrict Algorithm 1 to search the first p̄ layers, the sufficient
representation of the set V p̄C is returned.

Proof. To prove the claim, we introduce the complexity function that is defined
as

π′(Va) =
{
π(Va) if |Va| ≤ p̄
max{π(Va), π̄′} if |Va| > p̄

where π̄′ > π̄. This function satisfies Assumption 7 and represents a possible can-
didate for the complexity function. For a scenario with the cardinality less than p̄,
the function π′(Va) equals to π(Va). Thus, the sets of critical scenarios with the
cardinalities less or equal to p̄ are the same for both π′(Va) and π(Va). However,
the scenarios with the cardinality greater than p̄ are with complexity larger than
π̄ if the function π′(Va) is used. In that case, scenarios with cardinality greater
than p̄ cannot be critical based on Lemma 8, which implies that the set of critical
scenarios is equal to V p̄C . Therefore, if we apply Algorithm 1 with π′(Va) as a com-
plexity function, then it follows from Theorem 3 that the sufficient representation
of minimal cardinality for the set V p̄C is returned. �
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5.4 Solving the Security Measure Allocation Problem

In this section, we address the problem of finding the subset of security measures
Md ⊆ M of minimal cost that prevents all the critical scenarios from ṼC . The
first important result of this section is to show that this problem can be casted as
a minimization of linear function under a submodular constraint. In that case, a
polynomial time greedy algorithm can be used to find a suboptimal solution with
a guaranteed performance bounds. The second important result of this section
is to show that the greedy algorithm gives the best performance guarantees on
the solution once the sufficient representation of minimal cardinality ṼC is used to
represent the set of critical scenarios VC . In case that the algorithm was stopped
due to time constraints after p̄ layers, the same results hold, but for V p̄C and Ṽ p̄C .
We first introduce necessary theoretical background.

5.4.1 Submodular Optimization Problems
In this section, we revisit some results concerning the submodularity property. Sub-
modularity is often refereed to as a diminishing returns property of a set function.
In other words, if some set function is submodular, adding an element to a smaller
set will result in a larger gain than adding one to a larger set containing that set.

Definition 4. Let V = {v1, ..., vn} be a finite non-empty set. A set function

F : 2V → R

is said to be submodular if for all Va ⊆ Vb ⊆ V and v /∈ Vb, we have

F (Va ∪ v)− F (Va) ≥ F (Vb ∪ v)− F (Vb).

We also recall the definition of non-decreasing set function.

Definition 5. Let V = {v1, ..., vn} be a finite non-empty set. A set function

F : 2V → R

is said to be nondecreasing if for all Va ⊆ Vb ⊆ V, we have F (Va) ≤ F (Vb).

The submodularity property is preserved under many operations. In particular,
we will use the following one.

Lemma 11. Let F1, F2, ..., FN be submodular set functions defined on a finite set
V and let c1, ..., cN ∈ R+. The function

F (Va) =
N∑
i=1

ciFi(Va)

is submodular.
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Proof. We refer the reader to [120, Proposition 2.7]. �

Similar to convexity in continuous optimization problems, the submodularity
property plays an important role in combinatorial optimization. Mainly, certain
classes of combinatorial optimization problems that have a submodular structure
can be approximately solved with off-line performance guarantees using polynomial
time greedy algorithms. The problem relevant for our investigation is minimizations
of a linear function subject to a submodular constraint, that can be defined as
follows.

Problem 11. (Minimization of linear function under a submodular con-
straint)

minimize
Va⊆V

b(Va) =
∑
v∈Va

bv

subject to F (Va) ≥ F̄

where bv ∈ R+ are costs, function F : 2V → Z is submodular nondecreasing set
function that takes only integer values, and F̄ ∈ R.

It is known that this problem can be approximately solved by Algorithm 2, with
the performance guarantees given in Lemma 12.

Algorithm 2 A greedy heuristics for Problem 11 [116]
Input: Set V, set function F , costs bi;
Output: Subset VG ⊆ V.
VG ← ∅;
while F (VG) < F̄ do
v∗ ← argmin{ bv

F (VG∪{v})−F (VG) : v ∈ V \ VG};
VG ← VG ∪ v∗;

end while

Lemma 12. Let F be a nondecreasing, submodular, and integer valued set func-
tion with F (∅) = 0. Consider Problem 11, and denote by b(VO) the optimal value,
and by b(VG) the value found by Algorithm 2. Then

b(VG) ≤ b(VO)H
(
max
v∈V

F ({v})− F (∅)
)

(5.2)

where H(d) =
∑d
i=1

1
i .

Proof. We refer the reader to [116, Theorem 1]. �
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Remark 9. Note that the bound (5.2) is dependent on the function G. In particu-
lar, the bound grows logarithmically in the value of max

m∈M
G(m), so the performance

guarantees remain relatively good even for large values of G(m). Furthermore, this
bound represents the worst case performance guarantees. Algorithm 2 can perform
much better in practice.

5.4.2 Submodular Structure of the Security Measure Allocation
Problem

In what follows, we prove that the security measure allocation problem is an in-
stance of Problem 11. In that case, we can use polynomial time Algorithm 2 for
finding an approximate solution with guaranteed performance.

We begin with introducing mathematical formulation for the process of scenario
prevention. Recall that Md represents the set of security measures we want to
choose, and that V(Md) is the subset of vulnerabilities prevented by the security
measures Md. From Assumption 4, it follows that all the attack scenarios that
exploit vulnerabilities from the set V(Md) becomes prevented. In order to model
this relation, with each scenario Va ∈ ṼC , we define a gain function

ga(Md) = min{|V(Md) ∩ Va|, 1}.

In other words, in case that scenario Va requires any of the vulnerabilities from
the set of prevented vulnerabilities V(Md) to be conducted, it is prevented, and
ga(Md) returns 1. Otherwise, we do not prevent Va, so ga(Md) returns 0. The
global gain function can then be defined as

G(Md) =
∑
Va∈ṼC

ga(Md) =
∑
Va∈ṼC

min{|V(Md) ∩ Va|, 1}.

The problem of finding the least expensive Md such as to prevent all the critical
scenarios can then be formulated as follows.

Problem 12. (Security Measure Allocation)

minimize
Md⊆M

c(Md) =
∑

m∈Md

cm

subject to G(Md) = |ṼC |.

The objective function c(Md) we are trying to minimize represents the total
cost of deployed security measures Md. The constraint G(Md) = |ṼC | comes
from the fact that G(Md) equals to |ṼC | once all of the scenarios from ṼC are
prevented. Recall that this automatically implies that all the critical scenarios VC
are prevented, since ṼC represents the sufficient representation of VC . We now prove
the first important result of this section, which is that Problem 10 has the same
submodular structure as Problem 11. That implies that we can use Algorithm 2 to
find the solution with the performance guarantees given in Lemma 12.
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Theorem 4. Problem 12 is an instance of Problem 11.

Proof. In order to show that this claim holds, we prove that the function G(Md)
satisfies the conditions stated in Lemma 12.

Submodularity. It suffices to show that ga(Md) is submodular, since submodu-
larity is preserved under a nonnegative sum (Lemma 11). We prove that ga(Md) is
submodular by using the definition of submodularity, and contradiction argument.
Let

∆m(Md) = ga(Md ∪m)− ga(Md)

be the gain we achieve by adding the security measure m ∈M to the set of already
deployed security measuresMd. We first show that this gain could be either 0 or
1. The gain equals zero in two situations. The first situation is when the scenario
Va is already prevented by the deployed security measuresMd. We then have

ga(Md) = ga(Md ∪m) = 1.

Thus ∆m(Md) = 0. The second situation occurs when Md ∪ m do not prevent
the scenario Va from happening. We then have ga(Md) = ga(Md ∪m) = 0, hence
∆m(Md) = 0.

The second value ∆m(Md) = 1 is achieved when scenario Va is prevented by
security measure m, but not the security measuresMd. In that case, ga(Md) = 0
and ga(Md∪m) = 1, so ∆m(Md) = 1. Based on the previous discussion, it follows

∆m(Md) =
{

1 Vm ∩ Va 6= ∅ and V(Md) ∩ Va = ∅
0 otherwise

. (5.3)

Assume now that ga(Md) is not submodular. In that case, there existsMa ⊆
Mb and m /∈Mb such that ∆m(Ma) = 0 and ∆m(Mb) = 1. From (5.3), it follows
that V(Mb) ∩ Va = ∅ and Vm ∩ Va 6= ∅. However, since V(Ma) ⊆ V(Mb), we have
V(Ma)∩Va = ∅. But then it follows from (5.3) that ∆m(Ma) has to be equal to 1.
This contradicts the initial assumption, so it follows that ga(Md) is submodular.

Nondecreasing property. LetMa ⊆Mb ⊆M. From (5.1), we have |V(Ma) ∩
Va| ≤ |V(Mb) ∩ Va| for any Va, which implies that ga(Md) is non-decreasing.
Thus, G(Md) is non-decreasing as well, as a non-negative sum of non-decreasing
set functions.

Integer valued. Since each of the functions ga(Md) can take only values 0 or
1, G(Md) is integer valued set function. �

Remark 10. In the case when each security measure prevents exactly one vulner-
ability, Problem 12 becomes a hitting set problem. In case that only the vulnera-
bilities from the first layer are included in the sufficient representation of minimal
cardinality, the problem becomes a set cover problem. Both of the aforementioned
problems are known to be NP complete [121].
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We now introduce the second important result of this section, which is to show
the benefit of using ṼC compared with other sufficient representations of the set
VC . Note that the function G is dependent on the set ṼC , and note that guarantees
on performance stated in Lemma 12 are dependent on the set function used in the
constraint. We now prove that sufficient representation of the minimal cardinal-
ity ṼC provides the tightest guarantees on performance among all the sufficient
representations.

Theorem 5. Let ṼC be the sufficient representation of minimal cardinality of the
set of critical scenarios VC , and let Ṽ ′C be any other sufficient representation. Then
the set ṼC guarantees the best performance in terms of the bound (5.2), that is,

H
(
max
m∈M

G(m)
)
≤ H

(
max
m∈M

G′(m)
)

where

G(Md) =
∑
Va∈ṼC

min{|V(Md) ∩ Va|, 1} G′(Md) =
∑
Va∈Ṽ′

C

min{|V(Md) ∩ Va|, 1}.

Proof. In order to prove the claim of the theorem, we first prove that any sufficient
representation Ṽ ′C = {V ′1,V ′2, . . . ,V ′l} contains the sufficient representation of min-
imal cardinality ṼC . Assume that ṼC = {V1,V2, . . . ,Vm}, Ṽ ′C = {V ′1,V ′2, . . . ,V ′l},
and let Vj be an arbitrary selected scenario from ṼC . We prove this scenario belongs
to Ṽ ′C as well.

Assume first that this is not the case. The first option is that for any V ′i ∈ Ṽ ′C we
have V ′i \Vj 6= ∅. If we choose a set of prevented scenarios to be VP = {vp1 , . . . , vpl

},
where vpi

∈ V ′i \ Vj , we see that VP prevents Ṽ ′C . However, ṼC is not prevented by
VP , since Vj is not prevented. This is inconsistent with the fact that both ṼC and
Ṽ ′C are sufficient representations of the set VC .

Therefore, there has to be at least one scenario V ′t ∈ Ṽ ′C such that V ′t ⊆ Vj . As-
sume that Vt ⊂ Vj , and define the set of prevented scenarios as VP = {vp1 , . . . , vpm

},
where vpi

∈ Vi \ Vj for i 6= j and vpj
∈ Vj \ V ′t. This set prevents ṼC , but does

not prevent Ṽ ′C since it does not prevent V ′t. This is again in contradiction with
the fact that both ṼC and Ṽ ′C are sufficient representations of VC . Thus the only
option that remains is that Vj = V ′t. Since Vj was arbitrarily selected, we conclude
that any scenario contained in ṼC has to be contained in Ṽ ′C as well.

Let m ∈M be an arbitrary security measure. We then have

G′(m) =
∑
Va∈Ṽ′

C

min{|Vm ∩ Va|, 1}

=
∑
Va∈ṼC

min{|Vm ∩ Va|, 1}+
∑

Va∈Ṽ′
C
\VC

min{|Vm ∩ Va|, 1}

= G(m) +
∑

Va∈Ṽ′
C
\VC

min{|Vm ∩ Va|, 1} ≥ G(m)
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Thus, for any m, we have G(m) ≤ G′(m). This implies

H
(
max
m∈M

G(m)
)
≤ H

(
max
m∈M

G′(m)
)

which concludes the proof. �

5.5 Illustrative Example

In this section, we illustrate the applicability of our framework. We consider an
ICS that regulates temperature within a building. The assumption is that multiple
security vulnerabilities are present in the system. The goal is to identify the most
critical scenarios that have to be prevented, and then to select the security measures
such as to prevent these scenarios at the minimal cost.

5.5.1 System Model
The variable-refrigerant-flow system consists of a compressor, a condenser, N evap-
orators, and N electronic expansion valves (EEV), as shown in Figure 5.2. Each
EEV and evaporator pair corresponds to an area of the building. The objective of
the system is to maintain desirable temperature within the areas. We now briefly
introduce the state space model of the system, and we refer the reader to [117] for
more detailed treatment of the model.

Each area of the building is modeled with three state space variables xi =[
Tai Twi Pi

]T , where Tai is the temperature of the corresponding area, Twi is the
temperature of the evaporator’s lumped coil wall, and Pi is the refrigerant pressure
after leaving the evaporator. These variables are controlled using the control signal
ui =

[
ωfi avi

]T , where ωfi is the speed of evaporator’s fan that is used to cool
down the evaporator coil, and avi is the control signal that is used to change the
fluid resistance of EEV.

Other dynamical states of the system are xc =
[
PC Pq Twc

]T , where PC
represents the refrigerant pressure after leaving the compressor, Twc is the tem-
perature of compressor’s lumped coil wall, and Pq is the junction pressure. These
variables are controlled using the control inputs uc =

[
ωk ωfc

]T , where ωk repre-
sents the compressor speed, and ωfc represents the speed of the compressor’s fan.
All of the states in the system are assumed to be measurable. Thus, the state,
the control, and the measurement vectors are given by x =

[
xT1 . . . xTN xTc

]T ,
u =

[
uT1 . . . uTN uTc

]T , and y =
[
xT1 . . . xTN xTc

]T
.

For illustration purposes, we assume the cyber-part of the system to be as shown
in Figure 5.3. In this configuration, the equipment in each of the N areas is con-
trolled using the two PLCs – the master PLC, and the slave PLC. The master PLC
is used to control the evaporator. It collects the temperature of the evaporator’s
lumped coil wall Twi, and controls the speed of the evaporator’s fan ωfi. It is
also assumed that master PLCs receive and execute commands from the control
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Figure 5.2: Schematic of variable-refrigerant-flow system used for air conditioning
in the buildings.
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Figure 5.3: Cyber infrastructure of the variable refrigerant flow control system.

center. The tasks of slave PLCs include collecting the measurements Pi and Tai,
and controlling the actuator avi. It is assumed that slave PLCs communicate with
the control center through their corresponding master PLCs. The compressor is
controlled using a single PLC. This device collects the measurements PC , Pq and
Twc and controls the actuators ωk and ωfc. It also exchanges the measurements
and executes the commands from the control center.

5.5.2 Security Vulnerabilities and Security Measures
To model the sets of security vulnerabilities V and security measuresM, we used
the list of common security vulnerabilities provided in [7]. In particular, we as-
sumed the vulnerabilities listed in Table 5.1 are present in the system. Table 5.1
also contains the list of sensors and actuators that the attacker gains control over
if the vulnerability v is exploited. The security measures are listed in Table 5.2.
The vulnerabilities Vm prevented by the security measure m, and price cm of im-
plementing m are also provided in Table 5.2. The way of selecting cm is explained
in further sections.
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Table 5.1: Vulnerabilities identified within the system, sensors and actuators the
attacker gains control over if the vulnerability is exploited.

Vulnerability v Sensors Sv and actuators Av
controlled by attacker

The control center computers connected
to other networks without protection All sensors and actuators

Unsecured physical ports in the control
center All sensors and actuators

Insecure connection between sensor
or actuator i and a PLC Sensor or actuator i

Insecure connection between slave i
and master i

Sensors and actuators attached
to slave i

Insecure connection between master i
and the control center

Sensors and actuators attached
to master i and slave i

Insecure connection between the
compressor PLC and the control center

Sensors and actuators attached to
the compressor PLC

Lack of physical protection of slave i Sensors and actuators attached
to slave i

Lack of physical protection of master i Sensors and actuators attached
to master i and slave i

Lack of physical protection of the
compressor PLC

Sensors and actuators attached to
the compressor PLC

Lack of physical protection of sensor
or actuator i Sensor or actuator i

Firstly, computers within the control center are connected to other IT networks
without adequate protection, and physical ports on the computers are not secured.
These vulnerabilities open the space for the attacker to spread malware within
the system, either through the other networks or by USB sticks. In both of the
cases, the attacker gains absolute control over all the sensors and actuators within
the system. The first vulnerability can be prevented by deploying and properly
adjusting firewalls, and the second one by locking or removing the ports.

Secondly, it was identified that the communication links between master and
slave PLC controllers, master PLC controllers and the control center, and sen-
sors/actuators and all the PLCs are unsecured. This opens a space for the attacker
to intercept the communication and conduct man-in-the-middle attacks. The sen-
sors and actuators that the attacker gains control over are dependent on a commu-
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Table 5.2: Security measures, vulnerabilities prevented by these measures, and cost
of deployment.

Security measure m Vulnerabilities Vm
prevented by m Cost cm

Installing and adjusting
firewalls

The attacker cannot gain access to
the computers in the control center
from other networks

3–5

Locking and removing
the physical ports

The attacker cannot inject malware
through the physical ports within
the control center

1–2

Protecting an unsecured
communication link

The attacker cannot intercept and
modify messages going through the
corresponding link

1–4

Physical protection of
an individual component
(a sensor, an actuator, or
a PLC controller)

The attacker cannot gain physical
access to the component 1–2

Physical protection of a
group of components (PLC
controller and sensors and
actuators attached to it)

The attacker cannot physically access
the group of components, and cannot
exploit unprotected communication
between PLC and sensors/actuators

5–10

nication link attacked. If a link between a sensor/actuator and PLC is attacked, the
attacker gains control over that sensor/actuator. If the attacker intercepts the com-
munication between master and slave PLC, it gains control over all the sensors and
actuators attached to the slave PLC. If the attacker compromises a link between a
master PLC and the control center, it gains control over the sensors and actuators
attached to both the master PLC and to the slave PLC. The vulnerabilities of this
type can be prevented by implementing encryption and authentication schemes.

Finally, lack of physical protection is identified within the system. If the attacker
has physical access to a sensor/actuator, we assume that the attacker can gain
control over that sensor/actuator. If the attacker gains unauthorized access to a
slave PLC, it gains control over all the sensors and actuators attached to that PLC.
In case of unauthorized access to a master PLC, the attacker gains control over all
the sensors and actuators attached to both the master and the slave PLC.

The unauthorized access can be prevented by introducing additional physical
protection. The first alternative is to protect the group of components at the same
time. The assumption is that physical protection prevents the attacker from gaining
unauthorized access to the PLC and all the sensors and the actuators attached to
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that PLC. In addition, it also prevents the attacker from exploiting unsecured
connections between the corresponding PLC and sensors/actuators, since these
components are usually connected with wires, and lie in proximity of each other.
The second alternative is to protect components individually.

By counting the total number of vulnerabilities, it can be verified that the total
number of vulnerabilities is equal to 14N + 14, where N represents the number of
areas. The number of possible security measures is equal to 16N + 15.

5.5.3 Attack Impact
One model of attacks introduced in control literature are so called zero dynamics
attacks [34, 38]. These attacks are serious, since from the sensor data, the attacks
are indistinguishable from the normal system operation. In that way, the attacker
is able to potentially make some of the system states arbitrarily large, while staying
undetected by the system operator at the same time.

To determine if it is possible for the attacker to conduct a zero dynamic attack,
we first introduce the physical model of the system

P :
{
x(k + 1) = Ax(k) +Bũ(k)

y(k) = Cx(k)
(5.4)

where x(k) ∈ Rnx is the state of the system, ũ(k) ∈ Rnu is the control signal applied
to the process, and y(k) ∈ Rny is the vector of sensor measurements collected from
the process. Due to attacks, the signal ũ(k) is different from the control signals
calculated by the controllers, which we denote with u(k). Similarly, due to attacks
against sensors, the operators receive false measurements ỹ(k) instead of the original
ones y(k).

Let Va be an attack scenario, and S(Va) and A(Va) be the sensors and actuators
controlled by the attacker in that scenario. The signals ỹ(k) and ũ(k) can then be
modeled as

ỹ(k) = y(k) +Dy(Va)ay(k) ũ(k) = u(k) +Du(Va)au(k)

where ay(k) ∈ R|S(Va)| is the additive attack signal added to the measurements
from sensors S(Va), and au(k) ∈ R|A(Va)| be the additive attack signal sent to the
actuators A(Va). It is important to note that the matrices Du(Va) ∈ Rnu×|A(Va)|

andDy(Va) ∈ Rny×|S(Va)| are dependent on the attack scenario Va. If the attacker is
able to manipulate the sensors S(Va) = {sj1 , sj2 , . . . , sjp

} by exploiting vulnerability
Va, then the elements (j1, 1), (j2, 2), . . . , (jp, p) of the matrix Dy(Va) are equal to
one, and the remaining elements are equal to zero. The matrix Du(Va) is defined
in an analogous way, but this time based on the set of exploited actuators A(Va).
We also assume that the matrix BDu(Va) has a full column rank, which is an
assumption adopted to exclude the attack signals that cancel each other and do
not lead to any impact. Undetectable attacks can then be defined as follows.
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Definition 6. The attack signals au(k) and ay(k) are undetectable, if there exists
an initial state x(0) such that ỹ(k) = 0 for k ≥ 0.

In order to check if the attacker can conduct undetectable attack using the
components S(Va) and A(Va), the Rosenbrock matrix [29] of the system

P (z) =
[
A− zI BDu(Va) 0nx×|S(Va)|
C 0ny×|A(Va)| Dy(Va)

]
can be used [34, 38]. In particular, the attack is undetectable if and only if there
exists z0 ∈ C, x0 ∈ Cnx , au ∈ C|A(Va)|, and ay ∈ C|S(Va)| such that

P (z0)

x0
au
ay

 = 0.

The attack signals are then of the form au(k) = auz
k
0 and ay(k) = ayz

k
0 . Two

special cases of undetectable attacks are particularly important. If the condition

P (z0)

x0
au
ay

 = 0 for some |z0| > 1 (5.5)

is satisfied, the attacker can make some of the system states arbitrarily large while
staying undetected at the same time. An even more dangerous scenario occurs
when

normalrank
(
P (z)

)
= max

z
rank

(
P (z)

)
< nx + |S(Va)|+ |A(Va)|. (5.6)

In that case, the attacker can drive some of the system states to infinity for any
complex frequency |z0| > 1 while remaining undetected. Due to the importance of
the Rosenbrock matrix in control theory, both the condition (5.5) and (5.6) can be
checked efficiently for a given scenario Va using well established algorithms.

Based on the previously introduced attack strategy, one way to define the attack
impact function would be as shown in Table 5.3. Note that this impact metric
satisfies Assumption 6. Mainly, if the attacker is able to conduct the zero dynamic
attack using the components Sa and Aa, then it can always conduct this same
attack with the larger set of components Sb ⊇ Sa and Ab ⊇ Aa. It just needs to
send the same signals to sensors Sa and actuators Aa, while keeping the attack
signals that corresponds to sensors Sb \ Sa and actuators Ab \ Aa equal to zero.

We are interested in finding the scenarios that can lead to impact greater than
Ī = 2. To check if the attack impact is above or below the threshold, we use the
Matlab function tzero which returns both the normal rank of the system and the
list of transmission zeros.
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Table 5.3: Impact metric I(A(Va),S(Va)).

Impact I Description
0 The attacker cannot conduct undetectable attack
1 The attacker can conduct undetectable attack for some |z0| < 1
2 The attacker can conduct undetectable attack for some |z0| ≥ 1
3 The attacker can conduct undetectable attack for any z0

Table 5.4: Assigning complexity πv of exploiting individual vulnerabilities v ∈ V .

Complexity Very Low Low Medium Difficult Very Difficult
πv 1 2 3 4 5

5.5.4 Attack Complexity
The attack complexity is modeled as follows. The first step is to assign complexity
πv > 0 to each of the vulnerabilities v ∈ V according to Table 5.4. These costs can
be obtained based on a security expert knowledge, taking into consideration several
factors [19]. For simplicity, we assumed that the security vulnerabilities related to
the equipment in areas:

• 1 to N
5 are of very low complexity;

• N
5 + 1 to 2N

5 are of low complexity;

• 2N
5 + 1 to 3N

5 are of medium complexity;

• 3N
5 + 1 to 4N

5 are difficult to exploit;

• 4N
5 + 1 to N are very difficult to exploit.

The vulnerabilities related to the control center and the equipment controlling
compressor were assumed to be of very low complexity. In this way, we achieved
approximately the equal number of vulnerabilities belonging to each of the five
groups from the Table 5.4.

In the second step, we define complexity of scenarios consisting of multiple
vulnerabilities Va ⊆ V as

π(Va) =
∑
v∈Va

πv. (5.7)

Although simple, this function captures the essence of the problem. Scenarios
containing vulnerabilities with higher values of πv have a larger total complexity
then those with equal number of exploited vulnerabilities, but with lower values
of πv. This complexity function is also non-decreasing since it represents a non-
negative sum. Thus, it satisfies Assumption 7.
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Table 5.5: Execution times of Algorithm 1.

No. of
areas N

No. of
vulnerabilities nv

Execution time
Algorithm 1 [s]

5 84 4.2301
10 154 13.954
15 224 80.285
20 294 366.030
25 364 1292.560

We set the threshold to be π̄ = 5. This choice of the threshold π̄ implies that all
the scenarios with 6 or more vulnerabilities are with the complexity greater than
π̄. Thus, we need to explore only the first five layers of the power set 2V in order
to find the critical scenarios.

5.5.5 Searching for Critical Scenarios
To find the sufficient representation of minimal cardinality, we used a computer
cluster consisting of 4 Intel(R) Core(TM) i7-4470s computers with 16 cores in total.
In order to increase or decrease the number of vulnerabilities, we varied the number
of areas in the range N=5 to N=25.

For the aforementioned specifications, we measured the execution time of Al-
gorithm 1. The results are shown in Table 5.5. The execution time was highest
for the case of 364 vulnerabilities, where it reached 21.54 minutes. For the sake
of comparison, the brute force search through the first five layers of the power set
when vulnerability set consisted of 84 measures already took more then 8 minutes,
while the estimated time of the brute force search for the vulnerability set consist-
ing of 364 elements is more then 20 days. This demonstrates that systematic search
enables exploring large sets of vulnerabilities in reasonable time.

The number of scenarios in the sufficient representation of minimal cardinality
is reported in Table 5.6, together with the number of scenarios in each of the layers.
As it can be seen, the attacker can conduct undetectable attack by exploiting only
a single vulnerability. Naturally, if the attacker exploits vulnerabilities within the
control center, it is able to conduct an undetectable attack, since it controls all of
the sensors and actuators. It also turned out that attacking any of the master PLCs
leads to undetectable attacks as well. For instance, if the attacker exploits lack of
physical protection of a master PLC i, it can increase or decrease the temperature
of the room Tai and the temperature of the evaporator’s coil Twi by an arbitrary
value. This is possible since changes in temperatures Tai and Twi influence neither
pressures nor temperatures in other areas. The number of scenarios in the second
layer was equal to four for all the values of N . The reason is that these scenarios
involved only the vulnerabilities of equipment related to the compressor, which
does not change by increasing or decreasing the number of areas. We also observe
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Table 5.6: The number of critical scenarios within the sufficient representation of
minimal cardinality ṼC in total, and in each of the layers.

No. of
areas N

Total
|ṼC |

Layer 1 Layer 2 Layer 3 Layer 4 Layer 5

5 226 14 4 16 0 192
10 508 24 4 32 64 384
15 854 34 4 48 192 576
20 1264 44 4 64 384 768
25 1738 54 4 80 640 960

that scenarios from the layer 5 involved exploiting vulnerabilities of the equipment
related to the compressor. For example, in order to increase or decrease pressure
of the refrigerant Pi, the attacker needs to control the measurements of pressures
Pc and Pq. This is to be expected, since the pressures Pc and Pq are coupled with
all the pressures P1, . . . , PN .

5.5.6 Allocating Security Measures
Once the sufficient representation of minimal cardinality was found, we moved to
solving the security measure allocation problem. We used both the greedy algorithm
introduced in the previous section, but also specialized integer linear program solver
included in the Gurobi package. For each case of N , we performed simulations 500
times for different values of costs cm of security measures. The values of cm were
randomly selected from the intervals given in Table 5.2.

We first compare the algorithms in terms of execution time. The plot of the
worst case execution times of the algorithms is shown in Figure 5.4. The maximal
execution time was reached for 415 security measures, and it was approximately
8.4075 seconds for the Gurobi solver, and 0.0873 seconds for Algorithm 2. The
explanation for short execution times lies in the fact that sufficient representation
of minimal cardinality contained relatively small number of scenarios, and all of
the scenarios were with cardinality not greater than 5. However, it can also be
observed from Figure 5.4 that the worst case execution time increased much faster
for the Gurobi solver than for Algorithm 2. This may indicate the restriction of
using Gurobi solver once the number of scenarios to be prevented is very large. In
that case, we can rely on Algorithm 2 to solve the problem with known performance
guarantees. However, in this particular case, we conclude that the execution time
did not represent an issue for any of the approaches.

Next, we compare the algorithms in terms of the solution obtained. We first
remark that the Gurobi solver managed to find the optimal objective value of the
problem b(MO) in all the five cases, for all the realizations of costs. Again, we
find the reason for this to be relatively small number of scenarios contained in the
sufficient representation of minimal cardinality, and sparsity of the scenarios. Thus,
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Figure 5.4: Comparison of Algorithm 2 and the Gurobi solver in terms of execution
time.

Table 5.7: The comparison of the solutions b(MG) obtained by Algorithm 2 and
b(M0) obtained by the Gurobi solver. The values of the bound introduced in
Lemma 12 are also provided.

No. of
areas N

No. of security
measures nm

Max. quotient
b(MG)/b(MO)

Bound
Lemma 12

5 95 1.22 5.86
10 175 1.19 6.54
15 255 1.16 6.94
20 335 1.11 7.23
25 415 1.10 7.45

although integer linear programs are NP hard in general, in this case we managed
to find the optimal solution for the problem in a matter of seconds. To compare the
solution b(MG) returned by Algorithm 2 with the solution b(MO) returned by the
Gurobi solver, we recorded the worst case values of the quotient b(MG)/b(MO) in
Table 5.7. We also calculated bound from Lemma 12. From Table 5.7, we see that
the solution b(MG) returned by Algorithm 2 was close to the optimal. In particular,
it was at most 1.22 times greater than the one returned by the Gurobi solver, which
demonstrates that the bound stated in Lemma 12 may be quite conservative.

In Table 5.8, we recorded the maximal percentages of security measures deployed
(number of deployed security measures divided by the total number of security mea-
sures). The number of deployed security measures varied from 18.31% to 21.05%
for the Gurobi solver. For Algorithm 2, percentage of deployed security measures
varied from 20.00% to 25.26%. This illustrates that by preselecting the most dan-
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Table 5.8: The largest percentages of deployed security measures obtained in sim-
ulations.

No. of
areas N

Max. percentage of
deployed measures

Gurobi [%]

Max. percentage of
deployed measures
Algorithm 2 [%]

5 21.05 25.26
10 19.43 22.29
15 18.82 21.20
20 18.51 20.60
25 18.31 20.00

gerous vulnerabilities and then allocating security measures in a systematic way, we
can protect the system with relatively low number of deployed security measures.
The security measures that were selected by the algorithm were mostly protecting
the major components in the system. For instance, implementing protection within
the control center, communication links between master PLCs and the control cen-
ter, and physical protection of master PLCs. As expected, security measures that
have not been implemented were mostly those preventing vulnerabilities of slave
PLCs and individual sensors/actuators with the high values of complexity πv.

5.6 Summary

In this chapter, we proposed a modeling framework for allocating security measures
in a cost efficient way. The security measure allocation problem reduces to an inte-
ger linear program, which is difficult to construct, and NP hard to solve in general.
To construct the security measure allocation problem, high risk combinations of vul-
nerabilities have to be found. For this purpose, an algorithm that systematically
searches for these combinations was proposed. To approximately solve the prob-
lem, it was shown that the problem has submodular structure. Thus, a polynomial
time greedy algorithm can be used to obtain a suboptimal solution with guaran-
teed performance bounds. The applicability of the framework was illustrated in a
simulation study.
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Chapter 6

Conclusions and Future Work

In this chapter, we summarize the results of this thesis, and outline possible direc-
tions for future work.

6.1 Conclusions

In Chapter 3, we proposed a modeling framework that can be used for estimating
the impact of cyber-attacks against ICSs with control tasks. The framework can be
used to estimate the impact of both simple and more complex attack strategies. In
particular, denial of service, sign alternation, rerouting, replay, false data injection,
and bias injection attack strategies were considered. The framework is applicable for
stateless, moving window, cumulative sum, and multivariate exponentially weighted
moving average detectors. The problem of estimating the impact was reduced to
solving multiple convex minimization problems. Thus, the exact value of the attack
impact can be obtained using standardized convex optimization solvers. It was also
demonstrated how our modeling framework can be used for risk assessment on a
model of chemical process.

In Chapter 4, we considered the problem of estimating the impact of bias injec-
tion attacks against an ICS used for monitoring task. The system used a Kalman
filter to estimate the state of the physical process, and it was equipped with the
chi-squared anomaly detector. We proved that the problem of finding the worst-
case bias injection attack can be reduced to a quadratically constrained quadratic
program, for which the optimal value can be obtained using well known algorithms.
A lower bound of the attack impact was also derived. The theoretical results of
Chapter 4 were illustrated on a model of quadruple-tank system.

In Chapter 5, we proposed a modeling framework for allocating security mea-
sures in dynamical control systems. Prior to solving the security measure allocation
problem, high risk combinations of vulnerabilities have to be found. For this pur-
pose, we proposed an algorithm that systematically searches for these combinations.
Once the high risk combinations of vulnerabilities are found, security measures
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should be selected to prevent them. This problem reduces to solving an integer
linear program. Given that these programs are NP hard in general, the submodu-
lar structure of the problem was outlined, and a polynomial time greedy algorithm
was suggested to solve the problem with guaranteed performance bounds. The ap-
plicability of the framework was illustrated on an ICS used for air conditioning in
buildings.

6.2 Future work

In this section, we discuss possible directions for future work.

6.2.1 System Models

In Chapter 3, the attack strategies were developed for noiseless, linear time invariant
systems. As we saw in Chapter 4, the analysis becomes more complex once the sys-
tem and measurement noises are present in the system. Thus, a possible extension
of the work will be to include process and measurement noises into the framework
considered in Chapter 3. System models different than linear time invariant, such
as nonlinear and hybrid, may also be considered.

6.2.2 Anomaly Detectors

In the thesis, we considered the problem of estimating the attack impact against
anomaly detectors that are developed to detect faults. As discussed in Section 2.5,
novel types of anomaly detectors have been developed to detect attacks. Estimating
the attack impact against these novel types of anomaly detectors is still unexplored.
This would be interesting for both risk assessment purposes and for checking the
limitations of novel detectors.

Another improvement of the framework from Chapter 3 would be to conduct
an impact analysis independent of the model of the anomaly detector. One way
to do this would be to use a stealthiness constraint that is independent of the
anomaly detector used. For instance, the Kullback–Leibler divergence was proposed
to measure the stealthiness of attacks [92].

6.2.3 Experimental Verification

The issue with the model based impact analysis is that it is dependent on the
system model. If the model is not a good approximation of the real system, the
attack impact estimate may be imprecise. Therefore, experiments to check the
accuracy of the estimated attack impact are important to consider.
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6.2.4 Security Measure Allocation Framework
Improvements of the framework for allocating security measures are also planned.
One future research direction is to make Algorithm 1, used for finding the critical
attack scenarios, faster. In particular, the goal is to investigate how to exploit
prior information about the structure and symmetry of the physical model for this
purpose.

6.2.5 Security Index
As we mentioned in the Section 2.5, another way of analyzing the security of a
control system is by using a security index. Moreover, this index also proved to be
useful for deploying security measures. Unfortunately, finding the security index is
an NP hard combinatorial optimization problem in general. However, in the case
of static models of power grids, it was shown that the security index can in some
cases be efficiently found [47]. No such extension is known for dynamical models of
control systems, which is an interesting topic to explore.
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