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Abstract

To tackle the ever-growing demands on high-quality and cost-e�ective in-
dustrial production, recent developments in embedded sensing, wireless com-
munication, and cloud computing o�er great opportunities. Resource-aware
reliable wireless communication and real-time control are needed to lever-
age these technologies. The thesis develops a new design framework for such
wireless process control systems.

In the �rst part, an energy-aware multi-hop network scheduler for remote
estimation and control is developed. Multiple sensors transmit their data to
a remote estimator or controller through a shared multi-hop network. We
develop scheduling algorithms determining which links of the network that
should be activated and when to convey sensor data. For remote estimation,
an optimization problem minimizing a linear combination of the averaged es-
timation error and network energy is formulated. We solve the problem by
splitting it into tree planning and sensor selection subproblems, and show that
an optimal periodic schedule can be obtained. The setting is then extended to
an optimal control formulation, where an optimal solution minimizes the com-
bination of the averaged linear quadratic Gaussian control cost and network
energy consumption. Algorithms to recon�gure schedules and routes when
network link outages are present are also introduced. The applicability of the
proposed scheduler is demonstrated in numerical examples.

In the second part, event-triggered sensing, actuation, and control re-
con�guration algorithms are developed. We derive stability conditions un-
der event-triggered actuation for PID, cascade, decoupling, and delay-
compensating control systems. Sensors sample and transmit their measure-
ments periodically, while control commands are updated only when a certain
event threshold is crossed. A tuning method for the threshold is proposed.
We show that the approach yields setpoint tracking and disturbance rejection.
Event-triggered sensing together with control recon�guration is then consid-
ered for feedforward and cascade control, illustrating how wireless sensing
can e�ciently attenuate disturbances. Numerical examples demonstrate how
the methods reduce information exchange without closed-loop performance
degradation.





Sammanfattning

För att möta den ständigt växande efterfrågan på högkvalitativ och kostnads-
e�ektiv industriell produktion så erbjuder utvecklingen av inbyggda system,
trådlös kommunikation och molntjänster stora möjligheter. Resursmedveten
och pålitlig trådlös kommunikation tillsammans med realtidsreglering är nöd-
vändigt för att fullt ut använda dessa teknologier. Den här avhandlingen ut-
vecklar ett nytt ramverk för att designa sådana trådlösa processregleringssy-
stem.

I den första delen av avhandlingen utvecklas en energimedveten sche-
maläggare för trådlös estimering och reglering. Flera sensorer sänder data till
en trådlös estimator eller regulator genom ett delat multihoppnätverk. Sche-
maläggaren bestämmer vilka länkar i nätverket som ska vara aktiverade och
när sensordata ska överföras. För trådlös estimering formuleras ett optime-
ringsproblem där målfunktionen är en linjärkombination av det genomsnitt-
liga estimeringsfelet och den förbrukade energin i nätverket. Vi löser proble-
met genom att dela upp det i trädplanering och sensorval, och vi visar att
ett optimalt periodiskt schema kan erhållas. Sedan formuleras ett optimalt
styrproblem där målfunktionen är en kombination av den genomsnittliga lin-
järkvadratiska Gaussiska reglerkostnaden och den förbrukade energin i nät-
verket. Algoritmer för omkon�gurering av scheman och rutter när länkavbrott
kan hända presenteras också. Tillämpningar av den föreslagna schemalägga-
ren demonstreras i numeriska exempel.

I den andra delen av avhandlingen utvecklas händelsestyrd mätning, ak-
tuering och omkon�gurering av styrsystemet. Vi härleder stabilitetsvillkor för
händelsestyrd aktuering för PID-reglerade, kaskadreglerade, frikopplade och
fördröjningskompenserande styrsystem. Sensorer samlar in och sänder data
periodiskt medan styrkommandon uppdateras när en särskild händelsestyrd
tröskelvärde överskrids. En metod för att ställa in tröskeln föreslås. Vi visar
att tillvägagångssättet ger referensföljning och störningsdämpning. Händelse-
styrd mätning tillsammans med omkon�gurering av regulatorn används se-
dan för framkoppling och kaskadreglering för att illustrera att trådlös mät-
ning e�ektivt kan dämpa störningar. Numeriska exempel demonstrerar hur
metoderna reducerar informationsutbyte utan att degradera prestandan hos
det slutna styrsystemet.
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Chapter 1

Introduction

The Industrial Revolution, which originated in the invention of the water
frame and steam engine in the 1770s, initiated the development of our tech-
nically advanced society. Since then, the society has witnessed amazing tech-
nological progress. Along with this, the process industry, producing essential
products for our daily life, such as oil, gas, chemicals, water, steel, and papers,
has increased its capacity to satisfy the increasing societal demand.

Recent advances in wireless communication, sensing, and computation
technologies have brought revolutionary changes to our life and society. Pro-
cess control also has become highly digitalized in the past decades. Attempts
are now made to integrate wireless communication into process control sys-
tems, as the usage of wireless communication enables more e�ective design,
deployment, operation, and maintenance. Such improvements could have an
enormous impact on our society, thanks to the critical importance of the pro-
cess industry and industrial automation.

Despite recent progress, some essential challenges remain to realize wire-
less process control. The communication capacity and battery limitation of to-
day’s wireless networks introduce non-negligible delays and transmission fail-
ures, hindering stable and continuous operation of the control systems. These
imperfections, if not suitably mitigated, may result in signi�cant economic
losses or may even threaten human safety. Wireless process control systems,
therefore, must be designed to reduce these e�ects. In this thesis, we focus on
two important problems of such resource-aware wireless process control sys-
tems. First, we investigate how to design scheduling and routing for multi-hop
networks, integrated with estimation and control applications. In other words,
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2 Introduction

we study when, where, and how the information of the systems should be used
and transmitted in process control systems. Second, we research applications
of resource-aware communication to speci�c process control loops, which are
often introduced to compensate for disturbances and time delays.

The rest of this chapter is organized as follows. In Section 1.1, we motivate
resource-aware process control systems. We discuss why replacing conven-
tional communication with wireless is pro�table but challenging. The motiva-
tion is exempli�ed by the Iggesund paper mill case study in Section 1.2. Sec-
tion 1.3 formulates the two problems considered in this thesis, important for
realizing resource-aware wireless process control systems. Lastly, the struc-
ture of the thesis is presented in Section 1.4, together with a summary of the
contributions.

1.1 Motivation

Our daily life cannot be maintained without stable supplies of a wide variety
of industrial products. The process industry provides those products through
a series of chemical and mechanical operations, involving oil, gas, chemicals,
steel, paper, water, medicine, and food, etc. Examples of production facilities,
called process plants, are shown in Figure 1.1. Figure 1.1a illustrates an oil
re�nery, which transforms crude oil into petrochemical products. Figure 1.1b
is a water treatment facility, performing various treatments to increase water
quality. Figure 1.1c is a paper mill, producing paper from raw materials such
as wood pulp, old rags, and other ingredients.

These plants can usually be broken down into several subunits. Raw mate-
rials are transformed into �nal products through chemical processing carried
out in subunits, and such transformations are managed by process control
systems. The control systems manage the processes to satisfy the following
requirements:

• Safety: Process states, such as �ow rate, pressure, temperature, and con-
centration, must be maintained in given ranges to keep safe operation.

• Speci�cation: A required amount of �nal product must be obtained, and
it should satisfy the predetermined speci�cations.

• Economy: Plants must be operated with as little material, labor force,
and energy as possible to maximize pro�t.
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(a)

(b)

(c)

Figure 1.1: Three examples of process plants. (a) An oil re�nery.
Source: Ministry of Economy, Trade and Industry, Japan (https:
//www.meti.go.jp/policy/safety_security/industrial_safety/sangyo/hipregas/
sp-nintei/nintei/interview/jxtg_sakai.html). (b) A water treatment facility.
Source: Ministry of Land, Infrastructure, Transport and Tourism, Japan
(https://www.mlit.go.jp/mizukokudo/sewerage/index.html). (c) A paper
mill [1].

https://www.meti.go.jp/policy/safety_security/industrial_safety/sangyo/hipregas/sp-nintei/nintei/interview/jxtg_sakai.html
https://www.meti.go.jp/policy/safety_security/industrial_safety/sangyo/hipregas/sp-nintei/nintei/interview/jxtg_sakai.html
https://www.meti.go.jp/policy/safety_security/industrial_safety/sangyo/hipregas/sp-nintei/nintei/interview/jxtg_sakai.html
https://www.mlit.go.jp/mizukokudo/sewerage/index.html
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Various technical innovations have been made to increase the e�ciency
and �exibility of process control systems. When process plants were �rst con-
structed at the end of the 19th century, operators manually opened and closed
control valves to operate the plant. Control of process plants was performed
automatically only after mechanical and pneumatic PID regulators were in-
troduced. Digital controllers replaced electronic analog PID controllers in the
1970s [2].

The revolutionary development of wireless communication and compu-
tation technologies, known as the Internet of Things and Industry 4.0, has
further challenged process control systems [3, 4]. Wireless technologies and
cloud computing allow removing cables and increasing accessibility from re-
mote locations, resulting in cost-e�cient and �exible con�gurations [2, 5, 6].
The bene�ts of introducing wireless process control systems can be summa-
rized as follows:

• Cost e�ciency: Using wireless communication reduces cable and instal-
lation costs. It is estimated that the reduction ranges from 300 to 6000
US dollars per meter [2].

• Installation and maintenance �exibility: Wireless devices can be de-
ployed where the cabled devices cannot be located. For example, a wire-
less sensor can be installed on rotating machinery. This enables the con-
trol of processes more precisely. Furthermore, wireless devices can eas-
ily be added, replaced, and modi�ed even after the plant is under opera-
tion. Wireless process control systems can, therefore, be easily installed,
maintained, and expanded.

• Resiliency: Wireless process control systems can be more resilient
against disasters. On March 11, 2011, a Japanese oil re�nery plant was
severely damaged by an earthquake and succeeding tsunami. While
many cabled instruments were destroyed, wireless sensors could con-
tinue their operation. Even if damaged, a wireless network can be recov-
ered faster without extensive replacements and installation crews [7].

With the increasing attention to wireless process control systems, two ma-
jor wireless communication protocols, WirelessHART [8] and ISA100.11a [9],
have been proposed. Despite their availability, only monitoring applications
have mainly been deployed so far. Feedback control applications are more crit-
ical than monitoring and therefore require reliable communication and closed-
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loop guarantees. Control over wireless communication is concerned with the
following aspects:

• Limited channel capacity: Capacity limitation of wireless communica-
tion leads to packet dropout and delay. Since network nodes usually
share network channels, data transmission may fail due to packet col-
lisions or interference. Multiple channel access methods such as time-
division multiple access (TDMA) and carrier-sense multiple access with
collision avoidance (CSMA/CA) are available to handle data collision,
but non-negligible delays may be introduced. Network-induced packet
dropout and delay degrade control performance, sometimes resulting in
serious performance losses [10].

• Channel characteristic variation: The channel characteristic of a wire-
less network varies over time [11]. In indoor factory environments, the
characteristic varies over both short and long time horizons [12–14].
The required transmission power to send data consequently changes
and some links between wireless nodes might even become unavailable.
Transmission power must be adjusted according to the current channel
characteristic, and network routing needs to be recon�gured to coun-
teract any lost links.

• Battery energy limitation: Many wireless networks are battery-powered
or have unreliable energy sources. Batteries of wireless nodes must
be replaced periodically, resulting in increased maintenance costs. If a
wireless node becomes unavailable because of a power shortage, the
control system’s performance is critically a�ected. Thus, energy con-
sumption must be minimized. It is especially important to reduce data
transmission and reception since they consume much energy of typical
wireless sensors, see Figure 1.2 [15].

As discussed so far, while introducing wireless communication into pro-
cess control systems may have tremendous merits, there remain important
problems to be solved, particularly regarding reliability. As stated in [10], re-
liability has a signi�cant impact on control system performance. This thesis
seeks to develop the theoretical foundation of wireless process control sys-
tems to overcome the reliability challenge and to meet the required control
performance.
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Figure 1.2: Typical energy consumption of a wireless sensor [15].

1.2 Starch cooker process example

This section discusses the starch cooker process of the Iggesund paper mill [1],
to motivate wireless process control systems with a particular industrial ex-
ample. In the Iggesund paper mill, there are two parallel paper machines (Fig-
ure 1.1c) to produce high-quality cardboard, which is mainly used for packing
and graphic purposes. There is also a coating kitchen in the mill, delivering
layers on the cardboard to make it smoother. The starch paste, produced by
mixing starch powders with water at the starch cooker, is used as an ingre-
dient for the cardboard coating. In this section, we �rst describe the starch
cooker process and its current control system, followed by a proposal for a
wireless control architecture. Some experimental data are presented together
with a discussion on potential future improvements.

1.2.1 Starch cooker process

Figure 1.3 shows the process �ow and control system architecture of the starch
cooker process. The architecture consists of multiple feedback loops involv-
ing sensors (Si) and actuators (Ai). First, the dry starch powder stored in the
starch powder bu�er (Figure 1.4a) is mixed with water at the mix funnel (Fig-
ure 1.4b). The water is stored at the mix water tank, in which the water tank
level is regulated by the level control loop (S1, A1). Two control loops (S2, A2)
and (S3, A3) regulate the starch–water mixture concentration. The mixture is
heated up at the steam ejector (Figure 1.4c), in which temperature is regu-
lated by the temperature control loop (S4, A4). The concentration is further
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Mix
water
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Mix
funnel

Steam
ejector

Dilution
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Mixing
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tank

Cooking

Pump Screen

Level
controller

Conc.
controller

Flow
controller

Conc.
controller

Temp.
controller

Level
controller

Pressure
controller

Remote control station

Water

Starch
powder

Steam
Water

Operator interfaces Servers

Figure 1.3: The starch cooker process �ow and its control system architecture.
The starch powder is mixed with water at �rst to the left. Then the mixture
is heated up. The heated mixture is stored at the storage tank after a �ne ad-
justment of its concentration. Seven feedback control loops are implemented
and utilize pairs of sensors (Si) and actuators (Ai). The corresponding control
algorithms run at the remote control station.
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(a) Starch powder bu�er (b) Mix funnel

(c) Steam ejector (d) Storage tank

Figure 1.4: Pictures of the starch cooker process at the Iggesund paper mill [1].

Figure 1.5: An operator interface panel of the starch cooker process. A sketch
of the process �ow is indicated. Operators can monitor the process and change
its parameters.
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water
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Mix
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Steam

ejector

Dilution

water

tank

Mixing
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Cooking
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Figure 1.6: Wireless process control system for the starch cooker process, cf.
wired architecture in Figure 1.3. Controllers are co-located with the actuators.
Sensors and actuators communicate through a shared multi-hop network. The
information from the sensors and actuators are sent to operators via gateways
for monitoring and other applications. Note that compared to the architecture
in Figure 1.3, a new sensor (S8) has been added to the steam line to monitor
the steam �ow variation.

adjusted by the concentration control loop (S5, A5) by adding water from the
dilution water tank. The level is governed by the level control loop (S6, A6).
The mixture is stored at the storage tank (Figure 1.4d) after its pressure is
regulated by the pressure control loop (S7, A7).

Plant operators at the remote control station monitor and control the pro-
cess through the operator interface. The interface panel shows a sketch of the
process �ow, indicating the sensor measurements and actuator statuses (Fig-
ure 1.5). The controllers are located at the remote control station, and the sen-
sors and actuators communicate with the corresponding controllers through
point-to-point hard-wired cables.
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1.2.2 Wireless control system of starch cooker process

Communication cables and buses can be replaced by one or more wireless net-
works. Inspired by the ExxonMobil automation vision [5], a possible wireless
process control system architecture for the starch cooker process is shown in
Figure 1.6 [1, 4, 16]. In Figure 1.6, wireless sensors, actuators, and gateways (G)
are deployed as network nodes. The sensors communicate to the correspond-
ing controllers, co-located with actuators, through a mesh-structured multi-
hop network. This setup follows the available industrial wireless communica-
tion protocols such as WirelessHART and ISA100.11a, all of which have a mesh
topology [17]. The information of the network nodes (sensors, controllers, and
actuators) are sent through gateways and a real-time service bus to operator
interfaces and other applications.

A real-time routing protocol [18] and time synchronization protocol [19]
have been proposed and evaluated for the starch cooker process [1]. The pro-
tocols introduce �ooding-based routing and precise TDMA to achieve reli-
able end-to-end communication. Five-days evaluation indicates that wireless
starch cooker process control has no issues due to these protocols. Figure 1.7
shows a step response of the steam ejector temperature control. When the
output reached the desired temperature of 138 ◦C shortly after 21:00, the con-
troller could maintain the temperature. The evaluation indicates that wireless
networks have the potential for process control. However, much longer and
more thorough studies are needed. For example, the in�uence of energy limi-
tation of wireless network nodes should be considered.

Topology recon�guration is an important property of industrial network
protocols since channel characteristics in industrial environments change over
time. Radio variations can be observed in the Iggesund paper mill caused by
moving objects such as cranes and persons in the vicinity of the network
nodes. The characteristics vary in the order of minutes or hours [20, 21]. Fig-
ure 1.8a shows the variation caused by a crane in the ceiling of the building.
The crane moves over the �oor to carry the �nished paper to long-term stor-
age, resulting in the channel gain variation in the order of hours. Figure 1.8b
shows the shorter variations in the starch cooker process unit caused by per-
sonnel moving in narrow aisles around the unit.

The reliability of multi-hop networks despite energy limitations and chan-
nel characteristic changes needs to be guaranteed. New energy-e�cient com-
munication strategies and network recon�gurations are of practical impor-
tance.



Starch cooker process example 11

140

120

100

80

60

40

20

0

20
:5

0

21
:0

0

21
:1

0

21
:2

0

21
:3

0

21
:4

0

21
:5

0

22
:0

0

22
:2

0

22
:3

0

Time (2 June)

Te
m

p
er

at
u
re

 [
 

]

Ejector temp.

Setpoint
Valve opening

Figure 1.7: A step response of wireless steam ejector temperature control.
The output temperature S4 (blue) increases to the setpoint temperature
of 138 ◦C (red) at the beginning of the batch operation. After that, the temper-
ature can be maintained around the setpoint. The red line indicates the valve
opening A4 (percentage). Experimental data from [1].
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ployed at the Iggesund paper mill [1]. (a) Channel gain variation between two
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tion (red) and horizontal polarization (blue). (b) Channel gain variation be-
tween two nodes (node 14 and node 2) in the starch cooker process unit.
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(a) Feedforward–PID con�guration for starch concentration control. Steam �ow vari-
ation is measured by the additional wireless sensor, S8, which is used for feedforward
control. The feedforward controller adjusts the control signal to the plant to take cor-
rective action before the variation a�ects the starch concentration.
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(b) Cascade con�guration for steam ejector temperature control. The steam �ow sen-
sor and actuator introduce a tighter steam �ow rate control. It reduces the e�ect of
the steam �ow variation.

Figure 1.9: Block diagrams of feedforward and cascade control loops. In both
cases, a wireless steam �ow sensor is added to the original feedback control
loop.

1.2.3 Performance improvement using enhanced process con-
trol loops

Wireless communication enables the deployment of new sensors easily into
control systems. For example, a new wireless sensor S8 is deployed to measure
the steam �ow rate in Figure 1.6. The �nal starch concentration, controlled by
sensor S5 and actuator A5, is possibly disturbed by the steam �ow rate vari-
ation into the steam ejector. Since such a disturbance only slowly a�ects the
�nal product, it is di�cult to mitigate the in�uence e�ectively by feedback
control. The feedforward controller adjusts the �ne water �ow rate as soon
as the disturbance is detected by directly monitoring the steam �ow rate us-
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ing S8, as illustrated in Figure 1.9a.
The sensor can also be used to improve the steam ejector temperature con-

trol by a cascade control con�guration. Introducing a feedback control loop
with the sensor–actuator pair (S8, A4) achieves a tighter steam �ow rate con-
trol, which reduces the e�ects of the �ow variation to the ejector temperature,
see Figure 1.9b. These examples motivate us to consider feedforward, cascade,
and other control architectures over a wireless network.

1.2.4 Summary

We see from the starch cooker process example that wireless control can be
cost-e�ective since it can remove cables between the �eld devices and con-
trollers. Moreover, a new sensor can be �exibly deployed. We can realize more
accurate concentration control by introducing feedforward–PID con�gura-
tion or temperature control by cascade con�guration with an additional sen-
sor. While there are many reasons to use wireless control, some problems re-
main to be solved. One is how to cope with energy limitations of the network
nodes and channel characteristic variation in the environment. Since wireless
network nodes usually have no reliable energy sources, energy consumption
must be carefully considered. Existing protocols are robust to communication-
induced delay, packet dropout, and topology change due to channel gain vari-
ation, but how to reduce the energy consumption of the network nodes still
needs to be investigated.

1.3 Problem formulation

This thesis proposes a design framework for resource-aware wireless com-
munication and control, relevant to the realization of wireless process con-
trol systems. The idea is to introduce network communication strategies to
reduce communication while maintaining system performance. In particular,
we discuss two problems. The �rst problem is on the scheduling of control
systems over multi-hop networks. A systematic way to obtain an energy-
e�ective network schedule is considered to minimize the number of trans-
missions and thereby reduce energy consumption. The second problem is on
resource-aware communication dedicated to enhanced process control loops.
In what follows, we introduce the problems in detail.
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interface
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Figure 1.10: Illustration of a multi-hop wireless networked control system con-
sidered in Problem 1 with N = 3 control loops. Sensors, actuators, and con-
trollers communicate through a mesh-structured network. Controllers are co-
located with actuators.

Problem 1: Designing scheduler for wireless process control

In the �rst problem, we investigate a co-design framework of scheduling, rout-
ing, and control over a multi-hop network. Figure 1.10 depicts the system con-
sidered. Sensors Si and actuatorsAi, i = 1, . . . , N, are distributed over a �eld,
and form a multi-hop network. The controllers are co-located with the corre-
sponding actuators. Sensor Si transmits its measurements or its local plant
state estimate to the corresponding controller Ci. The measurements are also
sent to the operator for a monitoring purpose.

Consider the multi-hop network graph G = (V, E) where V is the node set
consisting of Si, Ai, i = 1, . . . , N , and E ⊆ V×V the network link set. The in-
formation from each sensor is transmitted over the network G. We need to �nd
a scheduler that decides when and how the information is transmitted, i.e., at
each time instance, which sensor data is transmitted through which link in E ,
under the objective to reduce the energy consumption of the network nodes,
while maintaining the control or estimation performances. In particular, we
consider two scenarios: sensor data is transmitted to a remote estimator for
monitoring and to the corresponding actuators for feedback control.

In summary, we address the following questions:

Q1: How to design a scheduler for remote estimation to reduce the energy
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consumption of wireless sensors while maintaining the estimation per-
formance?

Q2: How to design a scheduler for feedback control to reduce the energy
consumption of wireless sensors and actuators while maintaining the
control performance?

As the radio environment changes over time, the scheduler needs to recon-
�gure when a link in the network is disconnected due to channel variation.
We address the following question:

Q3: How to recon�gure a schedule when a link in a multi-hop network be-
comes unavailable?

Problem 2: Resource-aware wireless communication for process
control

The application of wireless communication to feedforward, cascade, decou-
pling, and other traditional control architectures is investigated in the second
problem. In particular, we study a way to limit sensor and actuator communi-
cations applied to such control loops. We address the following question:

Q4: How to reduce communications of wireless feedforward–PID, cascade,
and decoupling control while maintaining control performance?

The Smith predictor is often introduced to compensate for a non-negligible
time delays. Wireless control for time-delay systems is, therefore, to be inves-
tigated:

Q5: How to reduce communications of wireless time-delay control systems
while maintaining control performance?

The questions above focus on fully wireless control systems. A reasonable
and e�ective way to improve the control performance of an existing system is
to retro�t a wireless sensor to a control loop and introduce feedforward or cas-
cade control. We consider a feedback control loop with a potential disturbance
that degrades the control performance. We introduce feedforward or cascade
control by adding a wireless sensor. We address the following question:

Q6: How to reduce communications of a wireless sensor while keeping the
e�ectiveness of feedforward or cascade control?
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Chapter 1

Part I: Scheduler design 

Chapter 2

Chapter 3 Chapter 4
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Chapter 7
Part II: Application to process control

Figure 1.11: Illustration of the thesis structure.

1.4 Thesis outline and contributions

This section explains how the thesis is organized. The main results of this the-
sis are presented in Chapters 3–7 and are divided into two parts according
to the problems considered. Part I addresses Problem 1, i.e., network sched-
uler designs for monitoring and distributed feedback control. Part II focuses
on Problem 2, i.e., we discuss the applications of wireless communication to
speci�c process control loops. The overall structure of the thesis is illustrated
in Figure 1.11.

Chapter 1: Introduction

This chapter motivates the thesis and states the problem illustrated using the
starch cooker process of the Iggesund paper mill. The discussion is partially
based on the following contribution:

• A. Ahlén, J. Åkerberg, M. Eriksson, A. J. Isaksson, T. Iwaki, K. H. Johans-
son, S. Knorn, T. Lindh, and H. Sandberg, “Towards wireless control in
industrial process automation: A case study at a paper mill,” IEEE Control
System Magazine, vol. 20, no. 2, pp. 36–57, 2019.

Chapter 2: Background

Chapter 2 gives the background for this thesis. First, we brie�y overview pro-
cess control systems. Second, we go through wireless communication proto-
cols for industrial control systems. Third, we give a literature review on wire-
less process control.
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Chapter 3: Multi-hop network scheduling for remote estimation

Chapter 3 addresses Q1. We consider process state monitoring, in which sen-
sors transmit their measurements to a remote estimator through a multi-hop
network. We propose a design framework of a multi-hop sensor network
scheduler for remote estimation. An optimization problem is formulated, and
the optimal network schedule is searched to minimize estimation error under
sensor energy considerations. It is shown that the optimal network schedule
forms a tree with a root at the gateway node. From this observation, we man-
age to separate the optimization problem into two subproblems: tree planning
and sensor selection. We solve the sensor selection subproblem by a Markov
decision process, and show that the optimal solution admits a periodic struc-
ture when the transmission cost is su�ciently low. E�cient algorithms are
proposed, and they are shown to reduce the computational complexity of the
original optimization problem. Numerical studies illustrate the e�ectiveness
of the proposed algorithms and show that they are scalable to large networks.

The covered material is based on the following contributions:

• T. Iwaki, Y. Wu, J. Wu, H. Sandberg, and K. H. Johansson, “Wireless
sensor network scheduling for remote estimation under energy con-
straints,” in Proceedings of IEEE Conference on Decision and Control, pp.
3362–3367, 2017.

• T. Iwaki, Y. Wu, J. Wu, H. Sandberg, and K. H. Johansson, “Multi-hop
sensor network scheduling for optimal remote estimation,” Automatica,
To appear.

Chapter 4:Multi-hop network scheduling for distributed control

Chapter 4 addresses Q2 and Q3. We consider multiple feedback control loops,
where each controller is co-located with the corresponding actuator. The sen-
sors transmit their local estimates to the controllers through a multi-hop net-
work. We propose a co-design framework of linear quadratic Gaussian (LQG)
control, scheduling, and routing. An optimization problem is formulated, mini-
mizing a linear combination of the averaged LQG control performance and the
averaged transmission energy consumption. Optimal solutions are derived,
and their performance is illustrated in a numerical example. In this chapter,
algorithms to recon�gure routing between sensors and actuators in case of
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link outage are also provided. The results are illustrated in a numerical exam-
ple.

The covered material is based on the following contribution:

• T. Iwaki, and K. H. Johansson, “LQG control and scheduling co-design
for wireless sensor and actuator networks,” in Proceedings of IEEE Inter-
national Workshop on Signal Processing Advances in Wireless Communi-
cations, 2018.

Chapter 5: Event-triggered actuation for multi-loop control sys-
tems

Chapter 5 tackles Q4. Particularly, we study periodic event-triggered actua-
tion applied to PID, cascade, and decoupling control. We introduce an event-
triggered output feedback controller, in which the control command is actu-
ated only when it exceeds its previous value by a certain threshold. An expo-
nential stability condition is derived in the form of linear matrix inequalities
(LMIs) using a Lyapunov–Krasovskii functional based on Wirtinger’s inequal-
ity. It is shown that an observer-based controller can reject an unknown step
disturbance. Using this result, we propose how to tune the event threshold
subject to a given stability margin. We apply the proposed framework to PID,
cascade, and decoupling control to illustrate how the event thresholds can be
tuned in practice. Numerical examples show for these three control loops how
communication can be reduced without performance degradation.

The covered material is based on the following contributions:

• T. Iwaki, and K. H. Johansson, “On setpoint tracking and disturbance
rejection of event-triggered PI control,” in Proceedings of SICE Interna-
tional Symposium on Control Systems, 2020.

• T. Iwaki, E. Fridman, and K. H. Johansson, “Multi-loop periodic event-
triggered actuation: Applications to PID, cascade, and decoupling con-
trol,” International Journal of Control, Submitted.

Chapter 6: Event-triggered control for time-delay systems

Chapter 6 addresses Q5. We focus on event-triggered PI control for time-delay
systems with parametric uncertainties. The systems are given by continuous-
time linear systems with parameter uncertainty polytopes. We propose an
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event-triggered PI controller, in which the controller transmits its signal to the
actuator when its value goes beyond a threshold. A state-space formulation of
the Smith predictor is used to compensate for the time delay. An asymptotic
stability condition is derived in LMIs using a Lyapunov–Krasovskii functional.
Numerical examples illustrate that our proposed controller reduces the com-
munication load without performance degradation and despite plant uncer-
tainties.

The covered material is based on the following contribution:
• T. Iwaki, E. Fridman, and K. H. Johansson, “Event-triggered PI control

of time-delay systems with parametric uncertainties,” in Proceedings of
IFAC World Congress, 2020.

Chapter 7: Event-triggered controller switching

Chapter 7 addresses Q6. In this chapter, an event-triggered controller switch-
ing framework is proposed when the process state is monitored by multiple
sensors. Asymptotic stability conditions for given sensor sampling intervals
are derived. Based on these results, we propose an event-triggered controller
switching, in which one sensor transmits its measurement to the controller
with a �xed sampling rate while another sensor transmits with a send-on delta
strategy. The proposed framework is applied to cascade and feedforward con-
trol. Numerical examples illustrate how our framework reduces the e�ect of
disturbances for both cascade and feedforward control systems.

The covered material is based on the following contribution:
• T. Iwaki, E. Fridman, and K. H. Johansson, “Event-based switching

for sampled-data output feedback control: Applications to cascade and
feedforward control,” in Proceedings of IEEE Conference on Decision and
Control, pp. 2592–2597, 2019.

Related publications are:
• T. Iwaki, J. Wu, and K. H. Johansson, “Event-triggered feedforward con-

trol subject to actuator saturation for disturbance compensation,” in Pro-
ceedings of European Control Conference, pp. 501–506, 2018.

• A. Ahlén, J. Åkerberg, M. Eriksson, A. J. Isaksson, T. Iwaki, K. H. Johans-
son, S. Knorn, T. Lindh, and H. Sandberg, “Towards wireless control in
industrial process automation: A case study at a paper mill,” IEEE Control
Systems Magazine, vol. 20, no. 2, pp. 36–57, 2019.
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Chapter 8: Conclusions and future research

In Chapter 8, we present a summary of the results and discuss directions for
future research.

The author’s contribution and other publications

In the aforementioned contributions, the author of the thesis had the most
signi�cant role in formulating the problems, solving them, and writing the
articles. The order of the authors listed above indicates the relative contribu-
tions, except for the paper in Chapter 1. In this paper, the authors are ordered
alphabetically.

The following publication by the author is not covered in the thesis, but
contains related material:

• Y. Wu, T. Iwaki, J. Wu, K. H. Johansson, and L. Shi, “Sensor selection
and routing design for state estimation over wireless sensor networks,”
in Proceedings of Chinese Control Conference, pp. 8008–8013, 2017.

We also remark that parts of Chapter 3–4 appear in the licentiate thesis:

• T. Iwaki, “Wireless sensor network scheduling and event-based control
for industrial processes,” KTH Royal Institute of Technology, 2018.



Chapter 2

Background

In this chapter, we establish the background concepts and literature for the
thesis. We �rst brie�y overview process control systems in Section 2.1. We
introduce architectures of the current process control systems and some spe-
ci�c control loops. Section 2.2 presents the technologies that enable wireless
process control systems. In this section, we survey industrial wireless com-
munication protocols, particularly the literature on energy-e�ective wireless
communication protocols. Finally, we review wireless process control systems
in Section 2.3.

2.1 Process control systems

Process control was �rst performed manually by operating valves based on
measured values by local sensors. Manual operation was harsh labor that re-
quired a large number of operators, and the operation was not accurate. Since
the creation of the pneumatic PID controller in the 1930s, process control has
been automated [22]. Eventually, controllers were located at a remote control
station. However, since pneumatic signals were used as a signal transmission
medium, there were restrictions on transmission distance and space. As the
size of process plants increased and technology developed, there was a shift
to electrical signals, resulting in more complex but intelligent control systems.
In this section, we �rst brie�y overview current process control system archi-
tectures. Next, we describe some common and speci�c control loops.

21
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2.1.1 Process control system architectures

Process control systems based on microprocessors were introduced in the
1970s [2]. Each microprocessor serves input/output (I/O) processing and con-
trol computation for 8 to 32 control loops and forms the so-called distributed
control system (DCS) [2]. Communications among controllers and �eld sen-
sors and actuators were carried out through an analog electric current be-
tween 4 and 20 mA. While some digital communication technologies such as
Foundation Fieldbus [23] and Pro�bus [24] are available now, the basic archi-
tecture of process control systems, as shown in Figure 2.1 [5], are �xed until
now. Process control systems today have a hierarchical structure with �ve
levels, see Figure 2.1. At Level 0, i.e., in the �eld level, sensors and actuators
are distributed. At Level 1, basic controllers are located. Each controller col-
lects sensor measurements and computes control commands. The commands
are transmitted to the corresponding actuators. Operators can check the plant
status and change setpoints and controller parameters through user interfaces.
At Level 2, some other applications are located to monitor the �eld device con-
ditions. At Level 3, advanced logic and applications such as model predictive
control are implemented. Servers for business use are located at Level 4. This
thesis focuses on control and communication at Level 0 and 1. In the next
subsection, we describe control loops that appear at these levels.

2.1.2 Process control loops

PID control plays a central role in process control. Next, we give an overview
of typical ways to modify the standard PID control loop to improve the overall
control performance. In particular, we discuss feedforward control, cascade
control, decoupling control, and the Smith predictor. These approaches are
extended to wireless implementation in Part II of the thesis.

Feedforward control

Feedforward control is used together with PID control to attenuate external
disturbances when the disturbances can be measured. Using the information
from the disturbance sensor, the controller takes corrective action to avoid that
the controlled variable deviates from its setpoint. Figure 2.2 shows the block
diagram of a typical feedforward–PID control architecture. The disturbance
a�ects the main plant (Plant 1) through a disturbance plant (Plant 2), which
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Figure 2.1: Architecture of industrial process control systems [5]. The overall
system has a hierarchical structure divided into �ve levels, from �eld devices
to business planning.
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Figure 2.2: Block diagram of feedforward control.
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Figure 2.3: Comparison of feedforward–PI control (blue) and PI control (red).

can be an uncontrolled stable plant or even a closed-loop system. The distur-
bance sensor sends its measurement to the feedforward controller, adjusting
the control signal.

This con�guration is feasible only if the disturbance can be measured or
estimated. We consider the case that the disturbance cannot be measured in
Chapter 5 but introduce a disturbance observer. We consider that the distur-
bance can be measured in Chapter 7. In both chapters, we focus on wireless
feedforward control. Let us illustrate the basic idea with an example.

Example 2.1. Consider a blending process with two chemical compounds [25].
The control objective is to ensure the desired mass fraction between the com-
pounds. Themain PI controller regulates the �ow rate of one chemical. The distur-
bance sensor monitors the �ow rate of another and sends its value for feedforward
compensation. Plants 1 and 2 are given by

P1(s) =
0.0065

0.392s2 + 4.79s+ 1
, P2(s) = 1,

respectively. We apply PI control and static feedforward control given by

K(s) = 21.9 +
6.577

s
, KFF(s) = −4.17.

Figure 2.3 shows the responses of feedforward–PI control and PI control, both with
the setpoint r = 0.34. We see that the feedforward control reduces the deviation
of the mass fraction. That is, feedforward–PI control has better disturbance rejec-
tion.
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Figure 2.5: Comparison of cascade control (blue) and PI control (red). Left:
Disturbance rejection. Right: Setpoint tracking.

Cascade control

Feedforward control improves disturbance rejection, but the usage is limited
to when the disturbance can be measured or estimated reliably. If this is not
the case, cascade control should sometimes be considered, see Figure 2.4. Cas-
cade control employs an inner control loop, which is meant to compensate for
the disturbance before it appears in the main controlled variable. In cascade
control, the outer PID controller computes its control signal as a setpoint for
the inner controller. We illustrate again with an example.

Example 2.2. Consider the exothermic reactor in [25]. Its temperature is reg-
ulated by an outer PI control loop. However, the temperature is a�ected by the
reactor’s jacket temperature. The inner control loop regulates it so that its varia-
tion can be reduced before it a�ects the reactor’s temperature. Plants 1 and 2 are
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Figure 2.6: Block diagram of decoupling control.

given by

P1(s) =
1

8s2 + 6s+ 1
, P2(s) =

1

s+ 1
,

respectively. We apply cascade control with

K1(s) = 0.76 +
0.22

s
, K2(s) = 1.23 +

3.73

s
,

and compare this to a simple PI controller

KPI(s) = 0.94 +
0.21

s
.

Figure 2.5 shows the responses of cascade control and together PI control. From
the plots, we can conclude that cascade control responds to the input disturbance
promptly and much better than the PI control, while the setpoint tracking perfor-
mance is almost the same.

Decoupling control

Control signal variation of a feedback control loop may interact with other
loops. In this case, introducing decouplers can be bene�cial. Figure 2.6 shows
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Figure 2.7: Comparison of decoupling control (blue) and PI control (red). Top
left: Responses of the top production composition y1 to the setpint change
r1 = 1. Top right: those of the top production composition y1 to r2 = 1.
Bottom left: those of y2 to r1 = 1. Bottom right: those of y2 to r2 = 1.

the block diagram of decoupling control, where the plant dynamics is given
by [

Y1(s)
Y2(s)

]
=

[
P11(s) P12(s)
P21(s) P22(s)

] [
U1(s)
U2(s)

]
.

In decoupling control, decouplers adjust the corresponding control signals in
a feedforward fashion so that the interactions are mitigated proactively, as
illustrated in the following example.

Example 2.3. Consider a pilot-scale distillation column [26], given by

P (s) =


12.8e−s

16.7s+ 1

−18.9e−3s

21s+ 1

6.6e−7s

10.9s+ 1

−19.4e−3s

14.4s+ 1

 .
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Figure 2.8: Block diagram of the Smith predictor.

We apply decoupling with PI control given by[
U1(s)
U2(s)

]
=

[
K1(s) D1K2(s)
D2K1(s) K2(s)

] [
R1(s)− Y1(s)
R2(s)− Y2(s)

]
where PI controllersK1(s),K2(s) and decouplers D1, D2 are given by

K1(s) = 0.096 +
0.014

s
, K2(s) = −0.083− 0.008

s
,

D1 = −1.477, D2 = 0.34.

Figure 2.7 shows decoupling control and PI control responses with the setpoints
r1 = 1 and r2 = 1. The left �gures illustrate the responses to the setpoint change
from r1 = 0 to 1 (the top shows y1 and bottom y2). The right shows those of r2.
We see that decoupling control reduces the deviation due to the setpoint changes
for both setpoint changes.

The Smith predictor

Process plants usually have time delays that are associated with physical
movements of material or energy. The time delay may deteriorate the control
performance or even make the system unstable. The Smith predictor is often
introduced to compensate for time delays in process control applications. It
was introduced in [27]. Since then, modi�cations were proposed to apply the
predictor to integrator [28] and unstable systems [29, 30]. Figure 2.8 shows
the block diagram of the Smith predictor. The Smith predictor introduces the
plant model P̃ (s), which predicts the plant output. By subtracting the pre-
dicted output from the actual output, the predictor can mitigate the e�ect of
time delays on the closed loop, as illustrated next.
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Figure 2.9: Comparison of the Smith predictor (blue) and PI control (red),
where Kp and Ki is the proportional and integral gains, respectively.

Example 2.4. Consider the lab tank process introduced in [31] given by

P (s) =
5.6

40.2s+ 1
e−93.9.

We introduce the Smith predictor with PI controller

K(s) = 0.138 +
0.0014

s
, P̃ (s) =

5.6

40.2s+ 1
.

A comparison between PI control with and without the Smith predictor is shown
in Figure 2.9. We see that the Smith predictor yields no overshoot and almost the
same rise time.

2.2 Wireless networks for industrial control sys-
tems

5G communication, cloud computing, and networked embedded devices are
technologies supporting a wide range of applications, including mission-
critical industrial control systems. WirelessHART [8] and ISA100.11a [9] have
been explicitly proposed for the process industry. Both protocols employ the
open systems interconnection (OSI) reference model [32], in which the phys-
ical layer (PHY) and the media access control (MAC) sublayer of the data link
layer are speci�ed by the low-rate wireless personal area network standard,
IEEE 802.15.4 [33]. Wireless network behaviors, determined by such protocols,
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a�ect control system performance. Any network protocol introduces packet
dropout and delays. The network behaviors should, in some cases, be modeled
and considered together with a control problem. In this section, we present a
brief overview of 5G network communication and IEEE 802.15.4. Then we re-
view work on communication protocols for industrial control systems.

2.2.1 5G network communication for industrial applications

5G network communication introduces wireless access to information and
data “anywhere and anytime for anyone and anything” [34]. Its potential can
meet the reliability and low-latency requirements of mission-critical industrial
applications.

Two features of 5G are essential to industrial applications [35]:

• Device-to-device communication: Device-to-device communication
refers to the technology that allows devices to communicate directly
with each other, without involving network infrastructure such as
access points and base stations [36]. Such direct communication re-
duces latency and increases data rate, resulting in reliable and e�cient
communication between sending and receiving devices.

• Network slicing: Network slicing is the technology that slices a physical
network into several logical networks. A customized service becomes
available for each application scenario while using the same physical
network [37, 38]. This o�ers �exibility and scalability of the network.
Industrial plants can be operated from a remote place and even from
mobile devices. Information can be exchanged between plant sites and
other parties.

5G network communication suggests the new architecture of industrial
control systems shown in Figure 2.10 [4]. The current hierarchical structure
for industrial control systems is dissolved and becomes seamless using 5G
communication. In the right �gure in Figure 2.10, any device can communi-
cate with other devices regardless of the level. Thus, operators can monitor
and control plants from remote places, and the management can easily access
plant states and operation data, enabling rapid and �exible decision-making.
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Figure 2.10: Dissolution of automation pyramid using 5G communication [4].

2.2.2 IEEE 802.15.4

IEEE 802.15.4 is the de-facto standard, specifying the physical layer and MAC
sublayer for low-rate wireless personal area networks. Its application is widely
expanding recently in many industries. The physical layer, the bottom layer
in the OSI reference model, is responsible for transmitting and receiving a
PHY protocol data unit (PPDU) and selecting operating channels. The PPDU
consists of three parts: synchronization header (SHR), PHY header (PHR), and
PHY payload, which is called MAC protocol data unit (MPDU), as depicted
in Figure 2.11. The SHR is introduced for a receiving node to synchronize a
stream of framed data, where the PHY includes the frame information. Three
frequency bands, consisting of 27 channels in total, can be used for the data
transmission. In particular, the frequency band 2400–2483.5 MHz, providing 16
channels, is available.

The MAC sublayer is responsible for transmitting and receiving the MPDU
through the interaction with the physical layer. It also provides beacon man-
agement, channel access, and packet delivery mechanisms. The MPDU in-
cludes the main information (MAC payload) appended by the MAC layer be-
tween the MAC header (MHR) and MAC footer (MFR), as in Figure 2.11. The
IEEE 802.15.4 MAC protocol introduces two channel access mechanisms: con-
tention access period (CAP) and contention-free period (CFP) [15]. A super-
frame is an interval between two beacons, which is divided into usually 16
equally sized timeslots. The beacons are sent in the �rst timeslot to synchro-
nize the network nodes. Timeslots in a superframe can be classi�ed into two
periods, as shown in Figure 2.12. The �rst period is CAP, where all network
nodes are allowed to access the channel. Hence, collisions may occur. Carrier
sense multiple access with collision avoidance (CSMA/CA) is introduced to
handle possible collisions. The second period is the CFP. In the CFP, times-
lots are allocated to devices that want to transmit data. This scheme is called



32 Background

Synchronization header
(SHR)

PHY header
(PHR)

PHY payload
(MPDU)

MAC header
(MHR)

MAC payload MAC footer
(MFR)

PPDU

Figure 2.11: Frame structure of IEEE 802.15.4 PHY protocol. A packet consists
of three parts: SHR, PHY, and PHY payload [33].
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Figure 2.12: Superframe structure of IEEE 802.15.4 MAC protocol. Beacon in-
terval between k and k + 1 consists of three periods: CAP, CFP and inactive
period.

time division multiple access (TDMA). At the end of all the transmissions, the
network becomes inactive to save the batteries.

2.2.3 WirelessHART and ISA100.11a

Two major standards for wireless process control systems, WirelessHART and
ISA100.11a, are available. In accordance with the IEEE 802.15.4, both Wire-
lessHART and ISA100.11a have some common features, but there are also
some di�erences [39, 40]. Both WirelessHART and ISA100.11a support star
and mesh topologies. In WirelessHART, sensors and actuators can be used as
relay nodes, while those in ISA100.11a are connected to routing devices in a
star topology.

For the physical layer, both WirelessHART and ISA100.11a use the fre-
quency band 2400–2483.5 MHz. Within this band, 15 channels with 2 MHz
bandwidth spaced 5 MHz apart are available. Channel hopping is used in both
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standards to decrease the e�ect of interference and noise. ISA100.11a applies
more complicated channel hopping, such as slow hopping, slotted hoping, and
a combination of them. In the MAC layer, WirelessHART uses TDMA for chan-
nel access, while ISA100.11a combines TDMA with CSMA. The duration of
each time slot is 10 ms for both standards. Within the allocated time slot, the
sending node can transmit a data packet to the receiving node. After the suc-
cessful reception of a packet, the receiving node transmits an acknowledgment
packet to the sending node.

Some researchers focus on developing, implementing, and validating con-
trol systems using WirelessHART [41, 42]. The authors of [43] discuss how to
implement a WirelessHART mesh-structured network to satisfy a prespeci�ed
control performance. Scheduling of superframes is investigated in [44].

2.2.4 Resource-aware communication protocols

Much research has been devoted to wireless communication protocols based
on the IEEE 802.15.4 standard to improve reliability and energy e�ciency. Reli-
able and resource-aware wireless communication protocols for industrial con-
trol systems have been investigated in the communication community [10, 11,
17, 40, 45–50].

How to route data through a multi-hop network is an essential issue to reli-
able communication [51, 52]. A reliable real-time routing protocol and achieve
synchronization TDMA protocol are proposed in [18] and [19], respectively.
Both are evaluated in a paper mill [1]. Synchronization of a wireless sensor
network using the Zigbee protocol [53] has been experimentally validated in
a factory environment [54]. Several researchers investigate energy-e�cient
protocols. Routing algorithms for static wireless sensor networks are proposed
in [55–57]. In [58], the Breath protocol, which minimizes the energy consump-
tion subject to packet reliability and delay constraints, is developed. The proto-
col is experimentally evaluated and compared with the IEEE 802.15.4 protocol.
An experimental testbed is built, and the evaluation of WirelessHART rout-
ing protocols is performed in [59]. Using the testbed, a reliable and energy-
e�ective channel hopping algorithm is proposed. Time delay due to wireless
communication de�ned by the IEEE 802.15.4 is modeled using a worst-case
approach [60]. In [61], some adaptive sampling strategies for a wireless sen-
sor network in a building environment are evaluated. Sensor scheduling for
smart home applications is discussed in [62].
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Data aggregation is an e�ective technique to reduce the energy consump-
tion of wireless sensor networks [63]. The energy-e�ective protocol called the
low energy adaptive clustering hierarchy (LEACH) protocol developed in [64]
supports a data aggregation technique, where an energy consumption model
of data sending and receiving is introduced. When a network node transmits
data to another node, it consumes energy

Es(p, d) = Eelecp+ Eampd
2p

where p bits is the amount of transmitted data and d the distance to the re-
ceiving node. The energy coe�cient Eelec is determined by the electronics,
coding, and other implementation aspects, and Eamp by the ampli�er. While
the consumption for sending is a function of the data amount and the distance,
the energy consumption to receive data is given by

Es(p) = Eelecp.

If a node collects multiple sensor data and sends them together in the same
timeslot, the headers of the packet (Figure 2.11) can be shared. Assume that
data from any sensors have c bits. Then the bits of information after aggrega-
tion is given by

p(q) = c[1 + (q − 1)(r − 1)]

where q ∈ N is the number of sensor data and r ∈ [0, 1] is the data aggregation
rate [65]. If r = 1, the data is aggregated perfectly, and the bits after aggrega-
tion is independent of the number of measurements. If r = 0, no packet aggre-
gation is used. This model indicates that data aggregation, which reduces the
size of a packet for each transmission, can reduce the amount of energy con-
sumption. Many variations of the LEACH protocol have been proposed [66].
Data aggregation also has been considered in WirelessHART in [44].

2.3 Wireless process control systems

The ExxonMobil automation vision proposes a future process control archi-
tecture [5]. In this vision, control systems are expected to communicate more
wirelessly and seamlessly. A simpli�ed version of this architecture is illus-
trated in Figure 2.13. Operation and business platforms are implemented in the
cloud, collecting data through a real-time service bus. By utilizing the power-
ful computation capacity of the cloud, various applications are available such
as remote operation, data storage and analysis, and predictive maintenance.
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Figure 2.13: Future process control system architechture proposed in [5].

Basic control is carried out in the distributed control nodes (DCNs). Only
a single control loop is assigned to each DCN, making the system more robust
against controller failures. As DCNs only require simple control computation
and I/O processing, they can be located closer to the �eld or even co-located at
the sensors and actuators [4]. Sensors, controllers, and actuators are connected
to their neighbor nodes, resulting in a multi-hop network. Various kinds of
information from the nodes are exchanged through the network. Sensor data
are sent to the corresponding controllers for feedback control and to operators
for monitoring. Control signals are transmitted to the operators as well as to
the corresponding actuators.

Although many protocols have been developed for wireless control sys-
tems, they are not yet widely adopted, mainly due to the strict performance
and safety requirements of industrial control applications. Control over wire-
less networks is studied in the context of networked control theory, which in
general focuses on control problems under network-induced constraints such
as time-varying sampling intervals, delay, packet dropout, and channel access
limitation [67, 68]. In networked control theory, various dynamical system
models are introduced to express such network-induced phenomena. Time-
varying sampling intervals and communication delays are modeled as hybrid
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Plant 1 Plant 2 Plant N...

Network

Estimator

Figure 2.14: Block diagram of a monitoring system with remote estimation
consisting of N plants and sensors. Each sensor monitors the corresponding
plant and transmits its data (measurement or local estimate) to a remote esti-
mator through a shared network.

systems in [69–71] and time-delay systems in [72, 73]. Estimation and control
of noisy processes over a lossy communication channel are considered in the
context of stochastic optimal control problems [74].

In this section, we go through an overview of this �eld of study. We �rst
survey research on remote estimation. Second, studies on control over a net-
work are summarized. Third, we discuss control over industrial wireless pro-
tocols. Finally, we overview the literature on event-triggered control.

2.3.1 Remote estimation for monitoring systems

In wireless process control systems, sensor data are transmitted to high-
level services for monitoring, data storage, and analysis purposes, see Fig-
ure 2.14. Several research groups have investigated the remote estimation
problem. Kalman �ltering over unreliable communication channels is con-
sidered in [75]. It is shown that there exists a critical value for the failure
probability, beyond which the error covariance becomes unbounded. Another
performance metric is introduced in [76], where the proposed Kalman �lter is
given with the probability that the error covariance is bounded by a speci�c
constant.

In [77], the stability of a scheduler under the trade-o� between estimation
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performance and communication cost is discussed. Random delay, as well as
packet loss, is considered in [78]. A scheduling policy for multiples sensors
measuring each independent plant is proposed in [79]. A stochastic sensor
scheduling algorithm is proposed in [80], where multiple sensors monitor a
plant, but the only one can access the estimator at every time instance.

Optimal estimation with a multiple time-step cost is introduced in [81, 82].
The authors consider a �nite-time horizon and obtain a suboptimal schedule
by introducing a relaxed convex optimization problem. The in�nite horizon
problem is considered in [83–85]. The authors of [86] derive conditions for the
cost functions to be submodular to guarantee estimation performance. Sched-
ules designed by greedy algorithms are studied in [87]. A minimum mean
square error (MMSE) estimation schedule can be obtained in some special
cases, for example, for two sensors in [88, 89] and more sensors in [90–92].
In [91, 92], optimal schedules are obtained by formulating Markov decision
processes (MDPs). Remote estimation with variance-based triggering is pro-
posed in [93], which yields a periodic transmission schedule. In this setup,
sensors can directly communicate with the remote estimator through a com-
mon bus.

The studies above consider remote estimation under network constraints.
Sensor energy consumption and packet dropout are explicitly considered for
covariance-based state estimation in [94]. A threshold scheduling policy is
obtained by formulating the optimal estimation problem as an MDP. Event-
triggered estimator where a local sensor determines when to transmit its mea-
surement is proposed in [95]. Deterministic online MMSE schedulers using
feedback information from the remote estimator are proposed in [96, 97]. The
scheduler in [98] introduces a time-out condition but uses only local informa-
tion at each sensor. An MMSE stochastic event-trigger is proposed in [99]. An
event-triggered estimators over shared communication channels with mul-
tiple sensors are considered in [100, 101]. Event-triggered estimation under
unknown external disturbances is considered in [102]. A scheduler that de-
termines transmission data based on the so-called Value of Information is
proposed in [103]. Learning techniques are introduced to obtain a scheduler
in [104, 105].

Sensor energy allocation problems are investigated in some studies. The
energy consumption is then a control variable, which determines the probabil-
ity of packet loss. Energy allocation for state estimation is discussed in [106–
110]. In [111–113], energy harvesting sensors are considered for remote esti-
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mation.
While the results above mainly consider single-hop networks, many in-

dustrial control systems need to be supported by multi-hop networks. Remote
estimation over a multi-hop network is investigated in [114, 115]. The authors
of [115] consider how to manage the remote estimator when the multi-hop
network environment is changing. Then they propose a way to recon�gure
the network under time-varying channel states.

In Chapter 3, we focus on a remote estimation problem over a multi-hop
network. Motivated by the starch cooker example in Section 1.2, we consider
remote estimation of a multiple-sensor system over a shared multi-hop net-
work. The results di�er from the literature in many ways. For instance, we
introduce a superframe structure model to capture the features of many in-
dustrial communication protocols.

2.3.2 Control over wireless networks

Recently many results have been developed on control over wireless networks.
Networked control systems are spatially distributed systems that use a shared
communication network to exchange information from sensors to controllers
and from controllers to actuators, see Figure 2.15. The results can be catego-
rized into which types of networked-induced imperfections are considered.

Control under variable sampling, delayed communication, and
scheduling protocols

Conventional control systems assume periodic sensing and actuation [116]. In
networked control systems, however, this assumption cannot be preserved due
to network-induced imperfections. Networks may impose variable sampling
intervals and delayed communication. In [117–120], stability conditions for
networked control systems with sampling interval smaller than the maximum
allowable transmission interval (MATI) are derived. Communication delays
are also considered in [69, 70]. Therein, stability conditions where the delays
are smaller than the maximum allowable delay (MAD) are derived by intro-
ducing either a hybrid system [69] or a discrete-time system [70]. The authors
of [121] consider channel access limitations, resulting in variable sensor sam-
pling. The authors propose the try-once-discard (TOD) protocol as a way to
decide the channel access schedule. The studies [69, 70, 117, 118, 120] discuss
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Plant 1 Plant 2 Plant N...
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Controller 1 Controller 2 Controller N...

Figure 2.15: Block diagram of general networked control systems consist-
ing of N control loops. In each loop, a sensor monitors the corresponding
plant and transmits its data (measurement or local estimate) to the controller
through a shared network. The controller sends the control command to the
corresponding actuator.

the TOD protocols and the round-robin (RR) protocols. The TOD protocol is
considered for systems with randomized sampling intervals and delays in [71]
and with random process noise in [122].

Time-delay approaches are considered to model networked control sys-
tems with large communication delays, see [72, 73]. Time-varying sampling
is discussed using a Lyapunov–Krasovskii functional in [123, 124]. The re-
sults are extended in [125, 126] based on Wirtinger’s inequality. Control sys-
tems with scheduling protocols have been investigated using time-delay ap-
proaches. In [127, 128], stability conditions are derived for systems under RR
protocols. Both RR and TOD protocols are considered in [129].

In contrast to the results above, which focus on the way to handle time-
varying intervals and delays induced by network communication, event-
triggered control aims at reducing communication by intentionally varying
the sampling interval. A signi�cant number of results on event-triggered con-
trol have been obtained until now [130]. The details of these results are sum-
marized in Subsection 2.3.4 below. In Part II, we introduce event-triggered
control for process control loops. Stability analyses are given using the time-
delay approach introduced in [125, 131].
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Design of networked controllers and schedulers

Designing controllers for networked control systems is investigated in many
studies. Linear quadratic Gaussian (LQG) control through a lossy channel be-
tween sensor and controller is considered in [132]. The problem is divided into
the standard linear quadratic regulator and the optimal encoder and decoder
design problems. This result is extended to more general networks in [133]
and to the case when the network between controller and actuator in [134].
LQG control with network-induced delays and access constraints is investi-
gated in [135]. Network capacity is explicitly considered in [136–139], where
the fundamental trade-o�s between control performance and communication
data-rate are investigated. LQG control subject to power constraints is studied
in [140].

Scheduling data transmission for networked control systems has attracted
attention. In [141], a joint optimization problem is presented where the prob-
lem can be separated into an optimal estimation, optimal control, and optimal
scheduling problem. An event-triggering algorithm for control under packet
dropout is considered in [142]. LQG control with packet dropouts and en-
ergy limitation is considered in [143], where the covariance-base sampling
proposed in [94] is introduced. The authors of [144] investigate LQG con-
trol using multiple sensors. A co-design framework is proposed to minimize
the number of sensors utilized. Inspired by the Wi� protocol, LQG control
with adjustable bit-rate based on the signal-to-noise ratio is studied in [145].
Co-design of an LQG controller and scheduler, where the information is ex-
changed over a latency-varying network is studied in [146].

Scheduling among multiple control loops with a shared communica-
tion network is proposed in [147–149]. Scheduling under limited channel
slots [147] and under a MAC-like protocol [148] are developed. Decentral-
ized controllers are considered in [150] for an LQG problem, where a remote
controller is introduced to cooperatively minimize a quadratic performance
cost, while the uplinks from the controllers and the remote controller are un-
reliable. A latency-varying network shared by multiple control loops is con-
sidered in [151]. Learning techniques are introduced to obtain a scheduler for
networked control systems with lossy communication channels in [152, 153].

Design of control systems over a multi-hop network is considered in some
studies [154–156]. In [154], a mathematical model for representing and ana-
lyzing multi-hop networked control systems is proposed. Using the model, the
authors of [157] investigate a co-design framework of the controller, schedul-



Wireless process control systems 41

ing, and routing of multi-hop networked control systems. The result is ex-
tended to a robust design framework that is able to handle to permanent link
failures [158] and resilient to malicious attacks [159]. Random packet dropout
is considered in [160]. A co-design framework of multi-hop network schedul-
ing and an optimal controller for a single process is proposed in [155]. A �ex-
ible control design framework is considered in [161], where control function-
ality can be allocated to any network node in a multi-hop network. A way to
adaptively locate the controller over a lossy multi-hop network is proposed.

In Chapter 4, we focus on LQG control over a multi-hop network. This
chapter di�ers from the previous work on LQG control over networks in that
we consider sensor–actuator pairs and that the communication within each
pair is carried out through a multi-hop network. Besides, we provide network
recon�guration algorithms handling when a link in the network is discon-
nected. Network recon�guration needs to be investigated since factory envi-
ronments are often exposed to variable channel characteristics.

2.3.3 Control over industrial wireless networks

Control over industrial wireless communication protocols, such as the IEEE
802.15.4 protocol, has been investigated by many researchers [10]. The authors
of [162] propose a hybrid MAC protocol that switches between two modes: a
Contention access MAC (CA-MAC) mode and a Contention-free MAC (CF-
MAC) mode. The modes transit from CA-MAC to CF-MAC when a large dis-
turbance occurs in the process. In [163], an aperiodic sampling algorithm and
a MAC protocol with a scheduling algorithm are jointly designed. An exper-
imental evaluation with water tanks is also conducted. A formal method is
introduced to analyze control systems with IEEE 802.15.4 protocol in [164].
While these studies deal with both CSMA/CA and TDMA, the authors of [165–
167] focus on CSMA/CA protocols.

The authors of [168–170] develop a network model that captures the Wire-
lessHART protocol, and stability conditions are derived. In [171], co-design of
the controller, scheduling, and routing algorithms with WirelessHART proto-
cols is provided. The authors of [172] consider a multi-hop network protocol
with faster sampling, together with a design of a stabilizing controller. The
novelty of this work is to demonstrate fast sampling control over a multi-hop
network by introducing a testbed consisting of synchronized multiple inverted
pendulums. In [173], self-triggered communication is introduced for the multi-
hop network with fast sampling.
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In Chapters 3 and 4, we introduce a communication model that captures
the features of WirelessHART. Sensors and actuators are also used as relay
nodes, and the communications among them are carried out with a TDMA pro-
tocol. In particular, we focus on communication over a mesh-structured net-
work. We employ the energy consumption model of [64], and energy-aware
estimation and control over a TDMA network are developed.

2.3.4 Event-triggered control

Dealing with network-induced imperfections is an essential part of the stud-
ies of wireless control systems. One approach to such a problem is event-
triggering sampling and actuation, so-called event-triggered control. In event-
trigged control, sensors and/or controllers transmit their data only when a
certain condition is satis�ed. By doing so, communications among the system
components can be reduced without sacri�cing performance [174, 175]. This
has motivated many researchers to study event-triggered control into a large
variety of control applications [130, 176].

In [177], it is shown that the event trigger using an absolute value of the
output generates an oscillatory behavior. The authors of [178] introduce a
send-on-delta strategy, i.e., an event is generated when the output goes beyond
a certain threshold from the last transmitted value. The strategy is considered
under unknown constant disturbances in [179]. Relative threshold triggering
for event-triggered actuation is introduced in [180]. In this strategy, the control
signal is updated when a ratio between the absolute value of the measurement
error and the actual measurement value deviates from the given threshold. The
result is extended to output feedback control in [181]. The system consists of
multiple sensors and actuators, and the events are generated by each individ-
ual component.

Periodic event-triggered control

The above work requires continuous-time monitoring of the plants. To bet-
ter suit practical implementation to such digitalized systems, self-triggered
control is proposed in [182]. In self-triggered control, the event generator de-
termines the next event time in advance already when the previous event was
generated. The system does not need to monitor the plant continuously. An-
other approach is to check the event condition periodically, which is termed
periodic event-triggered control, proposed in [183] for state feedback and



Wireless process control systems 43

in [184] for output feedback control. Periodic event-triggered control is intro-
duced for time-delay systems [185]. The authors of [186] consider time-delay
systems, where time delays are arti�cially introduced to stabilize the plant.
In [187], continuous monitoring is considered, but a minimum waiting time
for two consecutive events is introduced to avoid the Zeno phenomenon.

Setpoint tracking and disturbance rejection

Event-triggered control for setpoint tracking and disturbance rejection has
been considered. In contrast to [179], which introduces a model-based ap-
proach to estimate the external disturbance, observer-based event-triggered
control is introduced in [188, 189]. In [190], the authors introduce an observer-
based event-triggered controller for constant reference signals. A co-design
framework for the event trigger and controller is provided. The work [191]
considers observer-based event-triggered control under parameter uncertain-
ties as well as external disturbances. In [192], bounded slope nonlinearities are
included.

Event-triggered PID control

Event-triggered PID control has attracted the attention of many researchers
since the early work [175]. In [193], a modi�ed event-triggered PID controller
is proposed and compared with the original setup in [175]. Some practical
problems when introducing event-triggered PI control are discussed in [194,
195]. In [194], it is shown that event-triggered sampling may result in a stick-
ing e�ect or large stationary oscillations. To overcome these problems, [194]
proposes PIDPLUS [196–198]. Furthermore, [195, 199–203] focus on actua-
tor saturation [204] for event-triggered control. Actuator saturation cannot
be avoided since valves and pumps always have such a limitation. In [195],
it is shown that an anti-windup technique can signi�cantly improve the per-
formance of event-triggered control systems under actuator saturation. The
authors of [200] introduce an event-triggered anti-windup scheme, where the
saturated control signal is fed back to the controller in an event-triggered
fashion. While the works [195, 199] use a send-on-delta sampling strategy,
and therefore only boundedness of the states are guaranteed, the authors
of [201] derive asymptotic stability conditions by introducing a relative thresh-
old strategy, as was proposed in [190]. External disturbances are included
in [203]. In [205], a self-triggered control strategy is introduced for which the
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event trigger is located at the controller. While both the setpoint tracking and
disturbance rejection properties are investigated in this work, the application
is limited to �rst-order systems. PI controller design problems are considered
in [206, 207]. In [206], the authors introduce an LQ control design problem
with event-triggered sampling. PI control synthesis with a relative threshold
strategy is proposed in [207]. Event-triggered PID control is investigated for
output feedback control with arti�cial delays in [186].

Some researchers focus on the validation of event-triggered control from
both academic and industrial perspectives [208]. The event-triggered control
proposed in [179] is evaluated using a chemical pilot plant in [209]. Event-
triggered PI control with a send-on-delta strategy is validated on a double-tank
system in [210], and with anti-windup compensation in [195]. Event-triggered
PI control applied to DC-motors is considered in [207, 211]. In [212, 213],
event-triggered PID control is evaluated on the industrial paper mill plant at
Iggesund. To quantitatively evaluate event-triggered PID control, the authors
of [214, 215] introduce benchmark problems.

In Chapter 5, we develop the event-triggered actuation for PID, cascade,
and decoupling control. Event-trigged actuation is considered for setpoint
tracking and disturbance rejection of multi-loop control systems. Chapter 6
extends this framework to time-delay systems. To compensate for time delays,
we also consider the Smith predictor. Event-triggered sampling is considered
in Chapter 7. We propose an event-triggered controller switching, in which
one sensor transmits its measurements to the controller with a �xed sampling
rate while another sensor transmits with a send-on-delta strategy. The switch-
ing framework can be applied to multi-sensor process control loops such as
cascade and feedforward control and reduces sensor transmission while guar-
anteeing asymptotic stability.
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Chapter 3

Multi-hop Network
Scheduling for Remote
Estimation

In process control systems, sensors transmit their measurements or estimates
of the process states to the remote estimator at the control station for a moni-
toring purpose. Wireless process control systems employ multi-hop networks
for communication among sensors and an estimator. Since battery limitation is
imposed on the sensors, a systematic way to schedule communications among
the elements must be considered. In other words, a scheduler that determines
when and how to transmit the sensor information to the estimator under sen-
sor energy considerations is desired.

This chapter considers a design framework of a scheduler for process state
monitoring. We provide a framework of how to select and schedule a set of
sensors to transmit their measurements e�ciently over a time-synchronized
multi-hop network. Our framework de�nes the links to be activated to trans-
mit the sensor measurement for optimal remote estimation under sensor en-
ergy constraints when the sensors observe independent discrete-time linear
time-invariant (LTI) systems. It is important to investigate estimation and
control of multiple processes over a shared multi-hop network since previ-
ous works mainly deal with a single process. Di�erent from the related work
discussed in Chapter 2, the measurements are not directly sent to the esti-
mator but through some intermediate nodes and a gateway. We consider a
periodic superframe structure common to many existing wireless sensor net-
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works for a medium access control (MAC) protocol. A superframe repeated
every sampling interval is divided into timeslots. We assume only one point-
to-point link is activated at a time. Then, by activating links in a certain order,
the measurements of selected sensors can be e�ciently conveyed to the esti-
mator. The link activation is jointly determined with the sensor selection by
considering data aggregation techniques and constrained by the energy con-
sumption of the sensors.

The main contributions of this chapter are outlined as follows:

• We �rst �nd some structures of the multi-hop network schedule so that
the problem can be decomposed into two subproblems. Then it is shown
that this multi-hop network scheduling problem can be solved by for-
mulating a Markov Decision Process (MDP).

• We exploit the MDP formulation to obtain a su�cient condition on the
existence of a periodic optimal sensor network schedule.

• We provide algorithms to realize the periodic optimal schedule.

• We present algorithms to obtain suboptimal schedules to make our ap-
proach scalable for larger networks.

• The performance of the optimal and suboptimal algorithms are illus-
trated and evaluated in numerical examples. It is shown that the subop-
timal algorithms e�ectively generate suboptimal schedules with slight
performance degradation in small networks and is scalable to large net-
works.

The remainder of this chapter is organized as follows. Section 3.1 describes
the system, including wireless network, process, communication, and energy
consumption models, together with the remote estimator. The problem for-
mulation is also presented. Section 3.2 presents the main result. Suboptimal
schedules are obtained in Section 3.3. Numerical examples are provided in
Section 3.4. Section 3.5 concludes this chapter.

3.1 Problem formulation

In this chapter, we discuss an optimal remote estimation problem, where the
estimator generates state estimates based on the received information from
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sensors. The objective is to choose the network scheduler to minimize the
estimation error subject to energy considerations. We elaborate on the main
components of the system in the following subsections.

3.1.1 Wireless sensor network

A set of sensors Vs , {1, 2, . . . , N} are deployed in an area, monitoring N
decoupled discrete-time LTI processes. The sensors are interconnected via a
wireless network and upload their measurements through the network to a
remote estimator via a gateway. We denote the gateway as node 0, so the whole
node set is given by V , Vs∪{0}. The network is modeled by a directed graph
G , (V, E), where E ⊆ V×V is the set of communication links. The link (i, j)
is included in E if there is a link from node i to node j. For a link e = (i, j) ∈ E ,
we introduce the maps to the sending node vout(e) = i and to the receiving
node vin(e) = j. LetN in

i andN out
i denote the in- and out-neighbors of node i,

respectively, i.e.,

N in
i , {j ∈ V | (j, i) ∈ E},

N out
i , {j ∈ V | (i, j) ∈ E}.

Furthermore, we denote d(e) as the distance between nodes i and j. By arrang-
ing an order for the links e1, . . . , e`, . . . , e|E|, the node–arc incidence matrix
of the graph G is de�ned as G ∈ {−1, 0, 1}(N+1)×|E|, where (i, `)-th element
of G is 1 if vout(e`) = i, and −1 if vin(e`) = i, otherwise 0.

Figure 3.1 illustrates a network G = (V, E) with V = {0, 1, 2, 3} and E =
{(1, 0), (1, 3), (2, 0), (2, 3), (3, 1), (3, 2)}. Assume that the links are arranged
in ascending order, G is then given by

G =


−1 0 −1 0 0 0
1 1 0 0 −1 0
0 0 1 1 0 −1
0 −1 0 −1 1 1

 .
For sensor 1, the distances to sensor 3 and to gateway 0 are expressed by
d((1, 3)) = d((3, 1)) and d((1, 0)), respectively. The in- and out-neighbors
are given by N in

1 = {3} and N out
1 = {0, 3}.
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Figure 3.1: In a multi-hop wilreless sensor network, each sensor transmits its
data to a remote estimator through intermediate sensors and a gateway.

3.1.2 Process model

We consider N discrete-time LTI processes

x
(i)
k+1 = Aix

(i)
k + w

(i)
k , i ∈ Vs, (3.1)

where x(i)
k ∈ Rn is the state of process i at time k, w(i)

k ∈ Rn is process noise
assumed to be Gaussian process with zero-mean independent and identically
distributed with covarianceWi , E[w

(i)
k (w

(i)
k )>] > 0. The initial state x(i)

0 , in-
dependent of w(i)

k , k ∈ N0, is also assumed to be Gaussian with mean E[x
(i)
0 ]

and covariance Σ
(i)
0 . Without loss of generality, we assume E[x

(i)
0 ] = 0, as

nonzero-mean can be translated into zero-mean by the coordinate change
x̃

(i)
k = x

(i)
k − E[x

(i)
0 ]. We assume that the state x(i)

k can be observed directly
by sensor i.

3.1.3 Communication model and network scheduling

The sensors communicate to the estimator through intermediate sensors and
a gateway which de�ne the underlying communication network. Time hori-
zons of the sensors are partitioned into strips of identical time intervals, see
Figure 3.2. Each time interval is divided into two phases: a sensing phase and
a communication phase, where the former is a time period for sensor i to ac-
quire the process state x(i)

k and the latter is a time period for message delivery.
The communication phase between time k and k + 1, which we call super-
frame at time instance k, is divided into L timeslots. Superframe structures
are used in many industrial wireless communication protocols [8, 9, 53], built
upon the IEEE 802.15.4 MAC layer [33]. These MAC schemes are characterized
by time-division multiple access (TDMA) protocols. In TDMA protocols, some
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Figure 3.2: Each time interval is divided into a sensing and communication
phase. The superframe duration is divided into timeslots. After the duration
ends, sensors are in idle period [163].

given frequency channels are shared by the network nodes. At each timeslot,
some links are allocated to the channels to transmit their data from a sending
node to a receiving node. By repeating this, the data will �nally arrive at the
gateway. To model the protocols, we make the following natural assumptions
for the communication.

Assumption 3.1. We assume the following properties:

(i). All sensors have the same sampling interval and are perfectly time-
synchronized.

(ii). Data can be transmitted among the nodes without failure, i.e., no packet
dropout occurs.

(iii). The number L of timeslots in a single superframe is su�ciently large for
accommodating all links in G.

The data packet generated by sensor i is a tuple (‘index’, ‘time’, ‘value’),
where ‘index’ indicates the sensor index, ‘time’ the timestamp when the data
is generated, ‘value’ the measurement value. Thus, formally we can describe
the data from sensor i generated at time k as

(
i, k, x

(i)
k

)
. In this chapter, for the

sake of presentation simplicity, we assume that only one frequency channel
is available1. Thus, at most one link is activated at each timeslot ` of super-
frame k, i.e., a link e is determined by a pair (k, `). To indicate this link, we

1Under Assumption 3.1, the results in this chapter can be straightforwardly extended to the
case of multiple frequency channels.
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denote the link activated at timeslot ` of superframe k as e(k, `). Let us denote
I(i)(k, `) as the data set that sensor i holds at timeslot ` ∈ L , {1, · · · , L}
in superframe k, and let D(k, `) ⊆ I(i)(k, `) with i = vout(e(k, `)) and
j = vin(e(k, `)) be the set of data transmitted by sensor i. That is,

D(k, `) , I(j)(k, `+ 1)\I(j)(k, `).

The set of the sensor indices (‘index’) of which the data is to be transmitted
through e(k, `) is expressed by

S(k, `) ,
{
i ∈ Vs : (i, k′, x

(i)
k′ ) ∈ D(k, `), k′ ≤ k

}
.

Then, given the initial data set I(i)(−1, L), I(i)(k, `) can be recursively writ-
ten as

I(i)(k, `) =


I(i)(k − 1, `)⊕

(
i, k, x

(i)
k

)
, if ` = 1,

I(i)(k, `− 1)⊕D(k, `), if ` ≥ 2, i = vin(e(k, `− 1)),

I(i)(k, `− 1), if ` ≥ 2, i 6= vin(e(k, `− 1)),

where the operation I ⊕D is union but only the data packet with large times-
tamp (‘time’) is preserved if I and D hold measurements from the same sen-
sor. When L timeslots terminate, the gateway transmits all the measurement
Dk , I(0)(k, L) to the estimator. We denote the elapsed time of the data from
sensor i in Dk as τ (i)

k which can be calculated from the current time and the
timestamp (‘time’). Assuming that the data of sensor i in Dk is generated at
time k′, and therefore described as

(
i, k′, x

(i)
k

)
, then we write τ (i)

k = k − k′.
The gateway is responsible for coordinating which sensors to be activated

at which timeslots and which communication links to be established. This
function is called network scheduling. That is, the gateway decides the net-
work schedule

Ck ,
(
(e(k, 1),S(k, 1), . . . , (e(k, L),S(k, L)

)
given the available information after superframe duration k (after timeslot
L) denoted K(0)

k , {C0:k,D0:k}. The network scheduler chooses the sched-
ule Ck+1 for the next superframe according to

Ck+1 = fk
(
K(0)
k

)
where fk is the map from the set of available information at the gateway to
the set of network schedules. We also de�ne f , (fk)k∈N0 as the network
scheduling strategy.
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3.1.4 Energy consumption

The sensors consume a certain amount of energy when they receive data from
and transmit data to other sensors. Here we introduce an energy consumption
model often employed in wireless communication protocols [64]. The energy
consumption for receiving a packet, which contains p bits information, is

Er(p) = Eelecp (3.2)

where the energy coe�cient Eelec is determined by the electronics, coding
and other implementation aspects. The energy consumption for sending p bits
information is

Es(p, d) = Eelecp+ Eampd
2p (3.3)

where Eamp is the energy coe�cient for the ampli�er and d is the distance to
the receiving sensor or gateway. When transmitting multiple measurements, a
sensor can aggregate them into a single packet in order to reduce the transmis-
sion overhead. This technology is called packet aggregation [63]. Assume that
a single measurement from any sensor has c bits. Then the bits of information
after aggregation is given by

p(q) = c[1 + (q − 1)(1− r)] (3.4)

where q ∈ N is the number of measurements and r ∈ [0, 1] is the data ag-
gregation rate [65]. If r = 1 the data is aggregated perfectly and the bits after
aggregation are independent of the number of measurements, which is, for
instance, the case for the LEACH protocol [64]. If r = 0, no packet aggrega-
tion is used. Notice that it is di�cult to aggregate collected data from di�erent
sensors perfectly, but some parts of the data such as header can be removed
when aggregating.

Let q(k, `) , |S(k, `)| be the number of measurements transmitted to
node vin(e(k, `)). Notice that q(k, `) is determined by the network sched-
ule Ck, so the total energy consumption for sensor i to receive and send packets
in the superframe at time k is given by

E
(i)
k (Ck) =

∑
`:vin(e(k,`))=i

Er
(
p(q(k, `))

)
+

∑
`:vout(e(k,`))=i

Es
(
p(q(k, `)), d(e(k, `))

)
. (3.5)
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3.1.5 Remote estimation

After superframe duration k, the remote estimator computes an estimate

X̂k ,
(
x̂

(1)
k , . . . , x̂

(N)
k

)
where x̂(i)

k denotes the estimate of x(i)
k . Let K(R)

k denote the information set
at the estimator. Notice that the sensor measurements sent by node 0 and the
estimation history are accessible to the remote estimator. In other words, the
information available to the remote estimator is

K(R)
k ,

{
X̂0:k−1,D0:k

}
.

In this chapter, as a metric of the estimator performance, we use the mean
square error E[(ε(i))>ε(i)] with ε(i) , x

(i)
k − x̂

(i)
k . Note that the optimal es-

timate for process i is computed recursively following the modi�ed Kalman
�lter [75, 76]:

x̂
(i)
k = E[x

(i)
k |K

(R)
k ]

= E[x
(i)
k |K

(R)
k−1, X̂k−1,Dk]

= Aτ
(i)
k x

(i)

k−τ (i)k

, (3.6)

with initial estimate x̂(i)
0 = 0. Correspondingly, the error covariance of x(i)

k is
denoted as

P
(i)
k , E

[
(x

(i)
k − x̂

(i)
k )(x

(i)
k − x̂

(i)
k )>|K(R)

k

]
.

Note that possible values of the error covariance are included in a set

P
(i)
k ∈ {0, hi(0), h2

i (0), . . .}, i ∈ Vs, ∀k ∈ N0, (3.7)

where hi : S+
n → S+

n is the operator hi(X) = AiXA
>
i + Wi, and hni (X)

is the n-hold composition of hi(·) with h0
i (X) = X since P (i)

k evolves with
hi(·) from 0 once the estimator receives the measurement [94]. Then the error

conariance is computed as P (i)
k = h

τ
(i)
k
i (0) and we have

E[(ε(i))>ε(i)] = tr
(
h
τ
(i)
k
i (0)

)
. (3.8)

With this, the estimation error (3.8) is determined only by τ (i)
k , which is in-

cluded in Dk.
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3.1.6 Problem formulation

The problem of interest is to �nd an optimal network scheduling strategy that
minimizes long-term estimation errors penalized by sensor transmission en-
ergy usage. We de�ne the cost at time k as

C(Ck,Dk) ,
∑
i∈Vs

tr
(
h
τ
(i)
k
i (0)

)
+ E(Ck)

where E(Ck) ,
∑

i∈Vs βiE
(i)
k (Ck) with βi > 0. We formulate the following

problem:

Problem 3.1.

min
f=(f0,f1,...)

J(f) , lim sup
T→∞

1

T

T−1∑
k=0

C(Ck,Dk). (3.9)

Remark 3.1. Problem 3.1 jointly optimizes a weighted average of the estimation
error and sensor energy consumption. Minimization of (3.9) with given values
of βi corresponds to a minimum-cost schedule with energy consumption con-
straint given by some αi > 0:

min
f

lim sup
T→∞

1

T

T−1∑
k=0

∑
i∈Vs

E
[
(ε(i))>ε(i)

]
,

s.t. lim sup
T→∞

1

T

T−1∑
k=0

E
(i)
k (Ck) ≤ αi, i ∈ Vs.

For Problem 3.1 to be well-posed, we make the following assumption.

Assumption 3.2. The graph G contains a spanning tree with the root being the
gateway node 0.

Assumption 3.2 guarantees that persistently exciting protocols [118] can
be con�gured over the network G. Therefore, Problem 3.1 is well-posed as long
as G contains a spanning tree.
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3.2 Structures of network scheduler

In this section, we discuss structural properties of the network scheduler solv-
ing Problem 3.1. First, we show that an optimal schedule requires the network
to carry sensor data within a superframe through a tree network formed by a
set of activated links, by which the search space for an optimal strategy can
be reduced. With this �nding, we manage to separate Problem 3.1 into two
subproblems: network routing and sensor selection.

3.2.1 Necessary conditions for network schedule optimality

We consider all communication links within a single superframe jointly
and analyze the resulting graph by treating these links as a whole, where
the notion of joint graph arises. Let us de�ne the joint graph for a super-
frame k under a network scheduling strategy f in the following way. Denote
Ek , (e(k, 1), . . . , e(k, L)) the sequence of communication links in the super-
frame k selected from E of the underlying graph G. Then we call Gk , (V, Ek)
the joint graph of the superframe k. Let us also denote Sk ⊆ Vs as the set
of sensor indices that the latest data

(
i, k, x

(i)
k

)
departs sensor i at the one of

timeslots in superframe k, i.e., i ∈ Sk if and only if there exists ` ∈ L such that
the sending node of e(k, `) is i and its data are included in this transmission.
That is,

Sk ,
{
i ∈ Vs : ∃` ∈ L s.t. i = vout(e(k, `)), i ∈ S(k, `)

}
.

For an optimal scheduling strategy f∗ = (f∗0 , . . . , f
∗
k , . . .), denote the op-

timal network schedule at time k as C∗k =
(
e∗(k, `),S∗(k, `)

)L
`=1

, and the
optimal set of the communication links and joint graph as E∗k and G∗k , respec-
tively. Furthermore, under a given optimal network schedule C∗k , we denote
the index set Sk and the data setDk as S∗k andD∗k, respectively. Then we have
the following lemma.

Lemma 3.1. Suppose that Problem 3.1 has an optimal solution f∗. Then the
followings hold:

(i). If i ∈ S∗k , then
(
i, k, x

(i)
k

)
∈ D∗k.

(ii). The joint graph G∗k is a tree with node 0 being its unique root.
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Proof. Suppose that there exists ` ∈ L such that i = vout(e
∗(k, `)) ∈ S∗(k, `).

Obviously, the data (i, k, x
(i)
k ) arrives at the gateway through a single path

without a circle path from sensor i to the gateway. Let the arrival time of
the data (i, k, x

(i)
k ) be k + m,m ∈ N0. We show that m = 0 for an optimal

network schedule. The proof is by contradiction. Suppose that m > 0. Con-
sider a sequence of graphs G̃k:k+m ,

(
G̃k, . . . , G̃k+m

)
which is the same as

G∗k:k+m ,
(
G∗k , . . . ,G∗k+m

)
except that links e ∈ G∗k:k+m that are used to trans-

mit x(i)
k and the measurements aggregated into x(i)

k are removed, but resched-
uled in G̃k+m with the latest data x(i)

k+m. Notice that G∗k:k+m and G̃k:k+m con-
sume the same or smaller amount of energy, but G̃k:k+m has smaller estimation
error due to the monotonicity of hi(·) starting from X = 0 [89]. This contra-
dicts the optimality of Gk:k+m. Thus, m = 0, hence

(
i, k, x

(i)
k

)
∈ Dk. The

second statement is obvious from m = 0. The proof is now completed.

Remark 3.2. Lemma 3.1 suggests that data (i, k, x
(i)
k ) will arrive at the remote

estimator within superframe k through tree graph G∗k if it departs from sensor i
in superframe k.

We give another lemma that indicates the order of link activations in an
optimal network schedule. Suppose that the network schedule satis�es (i)
and (ii) of Lemma 3.1. We introduce a partial order to the links in tree
graph Gk. That is, for any e, e′ ∈ Ek, we say e � e′ if there exists a directed
path from vin(e) to vout(e

′). It de�nes a partial order on Ek since we can readily
show that it is re�exive, antisymmetric, and transitive.

Lemma 3.2. (Upstream-�rst rule) Suppose that Problem 3.1 has an optimal so-
lution f∗. Then, `1 ≤ `2 if e∗(k, `1) � e∗(k, `2) for e∗(k, `1), e∗(k, `2) ∈ E∗k .

Proof. By letting each sensor i in G∗k send x(i)
k following upstream-�rst order,

all measurements sampled and sent within the superframe k reach node 0
free of delays. Otherwise, a part of measurements received by node 0 will
arrive with delays. In other words, any strategy f in this case can never be
optimal.

Remark 3.3. The upstream-�rst rule requires each sensor i inGk to wait until all
the scheduled upstream sensor data arrive. After their arrival, sensor i transmits
its data to its downstream neighbor node. It is immaterial in what order of the
upstream branches of node i are activated for transmission.
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Lemmas 3.1 and 3.2 jointly suggest that, to construct a network sched-
ule, it is essential to select which sensors need to transmit data to the remote
estimator and to plan communication paths. The sensor selection fully deter-
mines the estimation error while the communication paths fully determines
the communication cost. To investigate an optimal network scheduling strat-
egy, we only need to focus on the path planning of data communication and
the sensor selection. These two steps are separably studied in the sense that
given a selected sensor set, we only need to account for the communication
cost when we plan the communication paths. Therefore, in the sequel, we
will investigate two subproblems: tree planning and sensor selection. The tree
planning is studied with respect to sensor energy cost when a subset of sen-
sors is selected. Then the sensor selection is investigated given the optimal
communication paths.

3.2.2 Tree planning subproblem

In the previous subsection, we see that G∗k should be always a tree with the
unique root node 0 and the links are activated according to the upstream-�rst
rule. In this subsection, we introduce a necessary condition to satisfy the state-
ments (i) and (ii) of Lemma 3.1. Imposing this condition to Ek, we formulate an
integer linear problem called the tree planning problem, which gives a tree Gk
minimizing the energy consumption E(Ck).

Let z(i)
k (e) ∈ {0, 1} be an index function for any i ∈ Vs, denoting whether

(i, k, x
(i)
k ) is transmitted through link e ∈ E at time k. That is, z(i)

k ((j,m)) = 1
if there exists ` ∈ L such that e(k, `) = (j,m) and i ∈ S(k, `), otherwise 0.
To ful�ll conditions (i) and (ii) of Lemma 3.1, it is necessary to satisfy the
following constraints:

(i). Each node in Sk has outgoing �ow of its own measurement. That is,
for i ∈ Sk, ∑

m∈N out
i

z
(i)
k ((i,m))−

∑
m∈N in

i

z
(i)
k ((m, i)) = 1. (3.10)

(ii). The gateway has only incoming �ow. That is, for i ∈ Sk,∑
m∈N in

0

z
(i)
k ((m, 0)) = 1. (3.11)
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(iii). Intermediate nodes of a path obey the �ow balance. That is, for i ∈ Sk
with j 6= i, ∑

m∈N out
j

z
(i)
k ((j,m)−

∑
m∈N in

j

z
(i)
k ((m, j)) = 0. (3.12)

(iv). The nodes that are not in Sk obey the �ow balance. That is, for i 6∈ Sk,
the constraint (3.12) hold.

Let z(i)
k = [z

(i)
k (e1), . . . , z

(i)
k (e|E|)]

> ∈ {0, 1}|E| be the vector of index
functions for node i, where links are aligned in an appropriate order, and

zk = [z
(1)>
k , . . . , z

(N)>
k ]> ∈ {0, 1}|E|·N . (3.13)

Then, using the node–arc incidence matrixG, the constraints (3.10)–(3.12)
can be written in a compact form

Gz
(i)
k = b(i)(Sk), i ∈ Vs, (3.14)

where b(i)(Sk) ∈ RN+1 is a vector with elements taking one of the values
0,±1 according to the right terms of (3.10)–(3.12).

Example 3.1. As an example of the �ow constraint (3.14), consider the network
shown in Figure 3.1. For node 1, we denote

z
(1)
k =



z
(1)
k ((1, 0))

z
(1)
k ((1, 3))

z
(1)
k ((2, 0))

z
(1)
k ((2, 3))

z
(1)
k ((3, 1))

z
(1)
k ((3, 2))


.

Then, by (3.10)–(3.12), we obtain (3.14) when 1 ∈ Sk as
−1 0 −1 0 0 0
1 1 0 0 −1 0
0 0 1 1 0 −1
0 −1 0 −1 1 1

 z(1)
k =


−1
0
0
1


where the left term matrix corresponds the node–arc incidence matrixG and the
right term vector b(1)(Sk).
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Since E(Ck) is only a function of the network schedule at the current
time k, the variable zk that satis�es the constraints (3.10)–(3.12) can be pre-
calculated with �xed Sk. That is, at time k, given the set Sk, recalling the en-
ergy consumption model (3.2)–(3.5) and the de�nition (3.13) of zk, we obtain
a tree network graph Gk by solving the following problem:

Problem 3.2. (Tree planning subproblem)

Emin(Sk) ,min
zk

E(Ck) =
∑
e∈E

cη(e)
[
(1− r)

∑
i∈Vs

z
(i)
k (e) + rmax

i∈Vs
z

(i)
k (e)

]
s.t. Gz

(i)
k = b(i)(S), i ∈ Vs,

z
(i)
k (e) ∈ {0, 1}, i ∈ Vs, e ∈ E ,

where

η(e) ,

{
βvout(e)

(
Eelec + Eampd

2(e)
)

+ βvin(e)Eelec, if vin(e) ∈ Vs,
βvout(e)(Eelec + Eampd

2(e)), if vin(e) ∈ {0}.

Problem 3.2 is a binary integer problem, which is in general NP-hard. Nev-
ertheless, due to a special algebraic property of the constraints, we manage to
�nd the global minimizer of Problem 3.2 by solving a relaxed problem. The
result is formally presented as follows.

Theorem 3.1. A vector z∗ ∈ {0, 1}N |E| is a minimizer of Problem 3.2 if and
only if it is a minimizer of the following problem:

Problem 3.3.

min
zk,t

∑
e∈E

cη(e)
[
(1− r)

∑
i∈Vs

z
(i)
k (e) + rt(e)

]
s.t. Gz

(i)
k = b(i)(Sk), i ∈ Vs, (3.15)

0 ≤ z(i)
k (e) ≤ 1, i ∈ Vs, (3.16)

z
(i)
k (e) ≤ t(e), i ∈ Vs, e ∈ E , (3.17)
t(e) ∈ {0, 1}, e ∈ E .

Proof. See Appendix 3.A.
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[0,1]

[0,2]

[1,0]

[1,1]

[1,2]

[2,0]

[2,1]

[2,2]

Figure 3.3: MDPM states and their transitions for two sensors, where [u1, u2]
in a circle indicates the MDP state [τ [1], τ [2]]> = [u1, u2]>. The arrows indi-
cate state transitions.

Remark 3.4. In general, binary integer problems can be solved by a branch and
bound algorithm. Theorem 3.1 shows that an optimal solution can be obtained by
a relaxed problem without loss of performance. This extremely reduces the num-
ber of iterations in the algorithm—the number of possible branches are reduced
to 2|E| from 2N |E|.

3.2.3 Sensor selection subproblem

In the previous subsection, we saw that Ck is determined by solving Prob-
lem 3.3 with given Sk and applying the upstream-�rst rule to the resulted
graph. We can rewrite the immediate cost using τk , [τ

(1)
k , . . . , τ

(N)
k ]> and Sk

as
C(τk,Sk) =

∑
i∈Vs

tr
(
h
τ
(i)
k
i (0)

)
+ Emin(Sk).

Due to the necessary condition (i) of Lemma 3.1, τk is determined by Sk. To
obtain the network scheduler, we need to �nd a map from τk to Sk+1. This
problem is called the sensor selection problem formulated as an MDP.

De�ne the MDPM , (Q,A, F (·, ·), C(·, ·)) as follows:

(i). The state space is given by

Q ,
{
τ ∈ NN0 : τ [i] ∈ N0, i ∈ Vs

}
.
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(ii). The action space is given by

A ,
{
S : S ∈ 2Vs

}
.

(iii). The deterministic transition function from state τ to τ ′ with action S ∈
A is de�ned as F (τ,S) = τ ′ where

τ ′[i] =

{
0, if i ∈ S,
τ [i] + 1, otherwise.

(iv). The immediate cost for a transition from τ to τ ′ with action S ∈ A is
given by

C(τ,S) =
∑
i∈Vs

tr
(
h
τ ′[i]
i (0)

)
+ Emin(S).

Figure 3.3 illustrates the MDPM for a two-sensor case. A state [τ [1], τ [2]]> =
[u1, u2]> corresponds to sensors 1 and 2 transmitted u1 and u2 time units ago,
respectively.

With this setup, let us introduce a policy πk : Q → A for the MDPM
and π , (π0, π1, . . .). We are interested in a policy that minimizes the average
cost by choosing the sensor set to be transmitting:

Problem 3.4. (Sensor selection problem)

ρ∗ , min
π∈Π

ρπ(τ0,S0) = min
π∈Π

lim
T→∞

1

T

T−1∑
k=0

C(τk,Sk) (3.18)

where Sk = πk−1(τk−1) for k ∈ N given the initial state and action (τ0,S0),
and Π the set of all possible policies.

Now we will show that the MDPM has an optimal stationary determin-
istic policy π∗ ∈ Π. The idea is to check the su�cient conditions for the
existence of an optimal solution for countable in�nite-state MDPs [216] as
discussed in [92, 94].

Theorem 3.2. Consider the MDPM. There exists a constant ρ∗ and a relative-
value function H(·) satisfying the Bellman equation

ρ∗ +H(τ) = min
S∈A

{
C(τ,S) +H

(
F (τ,S)

)}
. (3.19)
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Proof. See Appendix 3.B.

Theorem 3.2 shows that there exists a stationary deterministic optimal
policy. To �nd such a policy, next we show that M can be restricted into a
�nite-state MDP without loss of performance under the assumption that the
estimation error is expensive compared to the communication cost. For the
�nite-state MDP, we can use classical algorithms such as value iteration. We
make the following assumption.

Assumption 3.3. Each process i ∈ Vs either satis�es:

(i). λmax(Ai) ≥ 1, or

(ii). λmax(Ai) < 1 and tr(Xi) > Emin({i}), where Xi ∈ Sn++ is the unique
solution to the Lyapunov equation A>i XiAi +Wi −Xi = 0.

Lemma 3.3. Suppose that Assumption 3.3 holds. Then there exists a constant

δi , min
κ

{
κ ∈ N0 : tr

(
hκi (0)

)
> Emin({i})

}
for all i ∈ Vs.

Proof. It is immediate from the monotonicity of hni (X) along n starting from
X = 0 [89] and Assumption 3.3.

Finally, we have the following theorem.

Theorem 3.3. Suppose that Assumption 3.3 holds. Consider the MDP M. If
τ [i] ≥ δi, then i ∈ π∗(τ).

Proof. See Appendix 3.C.

Let us de�ne the �nite-state MDP as

Mf , (Qf ,Af (·), F (·, ·), C(·, ·))

with
Qf ,

{
τ ∈ NN0 : τ [i] ≤ δi, i ∈ Vs

}
and Af (τ) , A\Āf (τ) where Āf (τ) , {S ∈ A : ∃i ∈ Vs, τ [i] = δi, i 6∈ S}.
That is, sensor i is always selected at state τ when τ [i] = δi. In the optimal
policy of the MDPM, the state will move intoQf in the next transition even if
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its initial state τ0 is outside ofQf . After that, the states never leaveQf . Thus,
the initial cost will be ignorable since its contribution to the average cost is
reduced to zero as T tends to in�nity [217]. Consequently, we can derive the
optimal policy of the MDP M by solving the �nite state MDP Mf without
loss of performance. We show that the optimal sensor selection is periodic.

Corollary 3.1. Suppose that Assumption 3.3 holds. Then there exists an optimal
periodic schedule generated by an optimal policy π∗.

Proof. Since the MDPMf is deterministic, we can �x an arbitrary action as
an optimal one at any state inQf . Furthermore, sinceQf is �nite, there exists
a recurrent state over π∗. Thus, if the system reaches the recurrent state again,
the state transition will repeat. Hence the result follows.

3.2.4 Two-step value iteration algorithm

Previously, we showed that the set of optimally selected sensors over time
is periodic under Assumption 3.3 and can be obtained by solving the �nite-
state MDPMf with pre-calculatedEmin(S). We present a two-step algorithm
based on relative value iteration [218]:

1. Calculate an optimal tree network for each candidate set of sensor se-
lection (Algorithm 3.1).

2. Calculate an optimal policy of the MDPMf (Algorithm 3.2).

Algorithm 3.1 Computation of an optimal tree network and energy cost
1: INPUT: η(e), r
2: OUTPUT: Emin(S)
3: for S ∈ A do
4: Compute Emin(S) in Problem 3.3
5: end for

Algorithm 3.2 has in general high computational complexity. The reasons
are twofold: �rst, the number of states ofMf depends on δi, which increases
exponentially by the number of sensors. Second, since we allow to pick any
sensor at every time instance, the size of action space is 2N at every iteration.
These issues motivate us to construct suboptimal schedules in the next section.
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Algorithm 3.2 Computation of an optimal schedule
1: INPUT:Mf , Emin(S), v0, ε > 0, τ̄
2: OUTPUT: π∗(τ)
3: v0 ← v0 − v0(τ̄) · 1|Qf | and k = 0
4: for τ ∈ Qf do
5: Compute

vk+1(τ) = min
S∈Af

{
C(τ,S) + vk(F (τ,S))

}
(3.20)

6: end for
7: vk+1 ← vk+1 − vk+1(τ̄) · 1|Qf |
8: if max(vk+1(τ)− vk(τ))−min(vk+1(τ)− vk(τ)) ≤ ε then
9: Go to Step 13

10: else
11: k ← k + 1 and return to Step 4
12: end if
13: For each τ ∈ Qf , set

π∗(τ) = arg min
S∈Af

{
C(τ,S) + vk(F (τ,S))

}
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3.3 Construction of suboptimal solutions

In this section, we introduce algorithms to compute a suboptimal solution in
an e�cient way.

3.3.1 Reduced MDP schedule

The �rst algorithm solves an approximate MDP by restricting the size of the
state and action spaces. To do this, we introduce some sets of sensors and
assume that the sensors in the same set are always scheduled to transmit to-
gether. The reduced MDP (R-MDP), M̃ , (Q̃,Af (·), F (·, ·), C̃(·, ·)), is ob-
tained as follows:

(i). Split Vs into M disjoint subsets Ṽ , {V1, . . . ,VM}.

(ii). De�ne the bounds δ̃j , min{δi : i ∈ Vj}, j = 1, . . . ,M .

(iii). De�ne the state space

Q̃ , {τ ∈ NM0 : τ [j] = 0, . . . , δj , j = 1, . . . ,M}

and the action space Af (τ).

(iv). De�ne the cost

C̃(τ,S) ,
N∑
i=1

tr
(
h
τ [j(i)]
i (0)

)
+ Emin(S)

where j(i) indicates the subset j in Ṽ to which sensor i belongs.

We compute the R-MDP schedule by calling Algorithms 3.1 and 3.2 withM
replaced by M̃.

3.3.2 Fixed-period algorithm

The idea of our second algorithm is to �x the transmission period of each
sensor obtained by solving smaller MDPs. Then the whole schedule is obtained
by combining all such schedules. The procedure is given by the �xed period
algorithm (FPA) in Algorithm 3.3.

Let us denote the sensor selection obtained by Algorithm 3.3 as SFPA,k. For
this algorithm, we have the following result.
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Algorithm 3.3 Fixed Period Algorithm
1: INPUT: η(e)
2: OUTPUT: {SFPA,k}Dk=0

3: for i ∈ Vs do
4: Compute Emin({i})
5: Set Mi = (Qi,Ai, F (·, ·), C(·, ·)) with Qi = {τi ∈ N0 : τi =

0, . . . , δi} and Ai = {∅, i}
6: SolveMi and compute a period Di

7: Set

S(i)
FPA,k =

{
{i}, if k ≡ 0 mod Di

∅, if k 6≡ 0 mod Di

8: end for
9: Compute D, the least common multiple of Di, i = 1, . . . , N

10: for k = 0, 1, . . . , D do
11: Set SFPA,k =

⋃
i∈Vs S

(i)
FPA,k

12: Compute Emin(SFPA,k)
13: end for

Proposition 3.1. Suppose that the data aggregation rate r = 0. Then the sched-
ule obtained by Algorithm 3.3 is optimal, i.e.,

lim
T→∞

1

T

T−1∑
k=0

C(τk,SFPA,k) = ρ∗.

Proof. We have E(Ck) =
∑

e∈E
∑

i∈Vs η(e)z
(i)
k (e), which means that the en-

ergy consumption E(Ck) is a linear combination of z(i)
k (e). That is, we have

Emin(SFPA,k) =
∑
i∈Vs

σi(S(i)
FPA,k)Emin({i})

where σi(S) = 1 if i ∈ S , otherwise 0. Then we have

C(τ,SFPA,k) =
∑
i∈Vs

tr
(
h
τ [i]
i (0)

)
+ Emin(SFPA,k)

=
∑
i∈Vs

[
tr
(
h
τ [i]
i (0)

)
+ σi(S(i)

FPA,k)Emin({i})
]
.
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Thus, minimization of

lim
T→∞

1

T

T−1∑
k=0

[
tr
(
h
τ [i]
i (0)

)
+ σi(S(i)

FPA,k)Emin({i})
]

for each i ∈ Vs yields the minimum cost. This completes the proof.

3.4 Numerical examples

In this section, we present three numerical examples to illustrate our results
in this chapter. In the �rst example, we evaluate the performance of the R-
MDP and FPA schedule by comparing them with the optimal one for the small
network depicted in Figure 3.1. In the second example, we provide a larger
network, and show that the two suboptimal algorithms can obtain the sched-
ules e�ciently even if the size of the original MDP is too large to e�ciently
compute the optimal schedule. The third example shows that these suboptimal
schedules are scalable to networks consisting of a hundred nodes.

3.4.1 Optimal and suboptimal schedules for a small net-
work (N = 3)

To see the performances of the proposed algorithms, we consider the small
network depicted in Figure 3.1. The system parameters of the three plants are

A1 =

[
1.3 1.2
0 1.4

]
, A2 =

[
1.5 0.8
0 1.2

]
, A3 =

[
3.5 2.0
0 3.1

]
,

with Wi = 0.1I2, for i = 1, 2, 3 where I2 is the 2 × 2 identity matrix. For
communication parameters, we assume that Eelec = Eamp = 1, c = 1, βi = 1
for i = 1, 2, 3, d((1, 0)) = d((2, 0)) = d((1, 3)) = d((2, 3)) = 1, and r = 0.5.
The action set consists of every possible subset of sensors selected to trans-
mit accompanied by all possible routes as shown in Table 3.1. Algorithm 3.1
yields the optimal paths and their energy costs for each sensor selection, see
Table 3.2.

Optimal schedule

First, we derive the optimal schedule. By the value of Emin({i}), i = 1, 2, 3,
we obtain the bounds of the MDP state space as δ1 = 3, δ2 = 4, δ3 = 3
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Action index Sensor selection Path
0 ∅ –
1 1 1→ 0
2 1 1→ 3→ 2→ 0
3 2 2→ 0
4 2 2→ 3→ 1→ 0
5 3 3→ 1→ 0
6 3 3→ 2→ 0
7 1,2 1→ 0, 2→ 0
8 1,2 1→ 3→ 2→ 0
9 1,2 2→ 3→ 1→ 0
10 2,3 3→ 2→ 0
11 2,3 3→ 1→ 0, 2→ 0
12 2,3 2→ 3→ 1→ 0
13 3,1 3→ 1→ 0
14 3,1 3→ 2→ 0, 1→ 0
15 3,1 1→ 3→ 2→ 0
16 1,2,3 3→ 1→ 0, 2→ 0
17 1,2,3 3→ 2→ 0, 1→ 0
18 1,2,3 1→ 3→ 2→ 0
19 1,2,3 2→ 3→ 1→ 0

Table 3.1: All possible sensor selections and their routes to the gateway for the
network in Figure 3.1.
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Sensor selection Optimal path Action Energy cost
∅ – 0 0
1 1→ 0 1 1
2 2→ 0 3 1
3 3→ 1→ 0 5 3

1,2 1→ 0, 2→ 0 7 2
2,3 3→ 2→ 0 10 3.5
1,3 3→ 1→ 0 13 3.5

1,2,3 3→ 1→ 0, 2→ 0 16 4.5

Table 3.2: The optimal paths for each sensor selection.

with Theorem 3.3. Then we can �nd the optimal schedule by Algorithm 3.2.
The result is shown in Figure 3.4 (top). The period of the optimal schedule
is 8 in which actions 0, 1, 3, 10, and 13 from Table 3.1 are taken. Figure 3.5
depicts the periodic optimal schedule with the corresponding paths. Timeslot
allocations are given according to the upstream-�rst rule, namely, a sensor
waits to transmit until all the scheduled sensor data from its upstream arrive.
For example, if action 13 is taken at time k, the timeslots are allocated into
e(k, 1) = (3, 1) and e(k, 2) = (1, 0). If action 10, we have e(k, 1) = (3, 2) and
e(k, 2) = (2, 0).

R-MDP schedule

Next, we formulate an R-MDP by setting V1 = {1} and V2 = {2, 3}. We then
have δ1 = 3 and δ2 = 3. The obtained schedule is shown in Figure 3.4 (middle)
and Figure 3.6. It has period 6 with actions 0, 1, 10, and 16. We can see that
sensors 2 and 3 are always selected together in actions 10 and 16. The timeslots
allocated for action 16 can be obtained by the upstream-�rst rule. For example,
e(k, 1) = (3, 1), e(k, 2) = (1, 0), and e(k, 3) = (2, 0).

FPA schedule

We derive an FPA schedule by Algorithm 3.3. Now we have Emin({1}) =
Emin({2}) = 2, and Emin({3}) = 5, with which we formulate MDP Mi

for i = 1, 2, 3. Then we obtain the �xed activation period for each sensor:
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Figure 3.4: Three schedules obtained by the proposed optimal and subopti-
mal algorithms. Top: Optimal schedule, middle: R-MDP schedule, bottom: FPA
schedule.
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Figure 3.5: The 8-period optimal schedule for the small network. In each action,
the timeslot allocation can be given based on the upstream-�rst rule.
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Figure 3.6: The 6-period R-MDP schedule for the small network. In this sched-
ule, sensors 2 and 3 are always selected together in actions 10 and 16.

Averaged cost |Q| |A|
Optimal 4.09 80 8
R-MDP 4.17 16 4

FPA 4.35 ≤5 ≤2

Table 3.3: Averaged costs and the sizes of MDP.

D1 = 3, D2 = 3, and D3 = 2, which yields the period 6 schedule as shown
in Figure 3.4 (bottom) and Figure 3.7. The drawback of this algorithm is that
it may result in ine�cient sensor selection. In fact, the obtained FPA schedule
includes action 5, in which only sensor 3 is selected even though the measure-
ment is transmitted through sensor 1. It results in missing an opportunity to
data aggregation with sensor 1’s data.

Performance evaluation

The averaged cost and the sizes of the MDPs for each schedule are summarized
in Table 3.3. We can see that the R-MDP and FPA schedule obtain similar per-
formances compared to the optimal one even though the sizes of the MDPs are
considerably reduced. The estimation performance

∑
i∈Vs ε

(i)>
k ε

(i)
k is plotted

in Figure 3.8. We can conclude that the proposed suboptimal schedules obtain
well-performing schedules.

We show the averaged cost of these three schedules with respect to the
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Figure 3.7: The 6-period FPA schedule for the small network. In this schedule,
sensor 3 is selected alone in action 7, resulting in an ine�cient schedule in
terms of energy consumption.
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Figure 3.9: The averaged cost J of the optimal, R-MDP and FPA schedules with
respect to the data aggregation rate r for the network with N = 3.

data aggregation rate r in Figure 3.9. It con�rms Proposition 3.1, i.e., the aver-
aged cost of the FPA schedule is optimal when r = 0 and this averaged cost is
the upper bound of the FPA averaged cost for any r. The di�erence of the aver-
aged costs of the optimal and FPA schedules increases with increasing r since
the optimal schedule receives bene�t of the data aggregation. In Figure 3.4, the
FPA schedule takes action 5 once in a period, i.e., sensor 3 is selected alone.
However, this is not e�ective in terms of the energy cost since the data cannot
be aggregated even though it passes through sensor 1. In the optimal schedule
in Figure 3.4, sensor 3 is always selected together with sensor 1 (action 13)
or with sensor 2 (action 10). The R-MDP schedule results in larger costs for
any r. However, the cost is close to that of the FPA schedule if r = 1 since the
R-MDP still tries to take advantage of the bene�t of the data aggregation.

3.4.2 Suboptimal schedules for a large network (N = 9)

To see the performances of the proposed suboptimal scheduling algorithms
in a more realistic situation, we consider the network shown in Figure 3.10.
The network consists of N = 9 sensors distributed over a square �eld and a
gateway at the origin. The sensors can communicate with the other sensors
when the distances are shorter than dmax = 4. The plants are given by

A1 =

[
2.3 1.2
0 1.9

]
, A2 =

[
2 0
0 1.6

]
, A3 =

[
3 2.4

2.2 3.5

]
,
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Figure 3.10: A sensor network with N = 9 sensors.

A4 =

[
1.4 0.2
0.5 1.5

]
, A5 =

[
2.3 0.5
0.2 1.4

]
, A6 =

[
2.2 0
0 2

]
,

A7 =

[
2.5 0.2
1.2 2.2

]
, A8 =

[
2.1 1.2
0 1.5

]
, A9 =

[
3.5 3.6
2.3 3.5

]
,

with Wi = 0.1I2, for i = 1, . . . , 9, Eelec = Eamp = 1, c = 4, βi = 1 for i =
1, . . . , 9, and r = 0.5. The bounds of the MDP states are obtained as δ1 = 4,
δ2 = 6, δ3 = 3, δ4 = 6 δ5 = 5, δ6 = 6, δ7 = 4, δ8 = 5, and δ9 = 3. This means
that the original MDP problem is computationally expensive to solve as the
size of its state space is of the order of

∏N
i=1 δi ∼ 106. The averaged cost and

size of the MDPs are summarized in Table 3.4. R-MDP1 uses R-MDP algorithm
with grouping sensors based on their locations in order to take advantage of
the data aggregation, i.e., we include sensors placed in the near distance into
the same set. We take V1 = {1, 2},V2 = {3, 5},V3 = {4, 7}, and V4 =
{6, 8, 9}. For R-MDP2, we make sensor sets based on the bound δi to avoid
too many or too few transmissions with respect to the divergence speed of
each error covariance, i.e., sensors with close bounds are included in the same
sets. We use V1 = {1, 7},V2 = {3, 9},V3 = {5, 8}, and V4 = {2, 4, 6}. The
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Averaged cost Period |Q| |A|
R-MDP1 180.63 12 400 16
R-MDP2 180.76 12 840 16

FPA 184.20 60 ≤6 ≤2

Table 3.4: Averaged costs, periods, sizes of MDP.
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Figure 3.11: The averaged cost of the two R-MDP schedules and the FPA sched-
ule with respect to the data aggregation rate r for the network with N = 9
sensors.

FPA schedule is obtained from small MDPs Mi, i = 1, . . . , 9. The obtained
FPA schedule generated by D1 = 4, D2 = 6, D3 = 3, D4 = 6, D5 = 5,
D6 = 6, D7 = 4, D8 = 5, and D9 = 3 has period 60.

Figure 3.11 shows the averaged costs of the three schedules with respect
to r. As in Proposition 3.1, the FPA schedule is optimal when r = 0. Thus, it
has a near optimal performance if r is small. The performance further degrades
compared to the R-MDPs when r is large. Both approaches for the R-MDP
schedules reduce cost when r is large. The R-MDP2 has a comparatively better
performance regardless of the value of r. It implies that a way group sensors
in�uences the performance.
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Figure 3.12: A sensor network with N = 99 sensors. Black dots represent
sensors and the red dot the gateway.

3.4.3 Suboptimal schedules for a large network (N = 99)

To see the scalability of the proposed suboptimal scheduling algorithms, we
consider the larger network shown in Figure 3.12. The network consists
of N = 99 sensors distributed over a square �eld (black dots) and a gate-
way at the center of the �eld (red dot). For the R-MDP algorithm, we divide
sensors into three subgroups, so that the number of states are reduced to 252
when r = 0.5 (Table 3.5). The FPA schedule can also be obtained by solving 99
small MDPs where the maximum number of the states is 10. The period of the
FPA schedule is 2520. However, the period may further increase in some cases
since it is derived by taking the least common multiple among Di, i ∈ Vs.
In this case, it is di�cult to obtain the actual performance J since we need
to recompute Emin(SFPA,k) in step 12 of Algorithm 3.3. Figure 3.13 shows the
averaged costs of the two schedules with respect to r. Similar to previous ex-
amples, the FPA algorithm results in better schedules when r is small while
the R-MDP does better when r is large.
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Averaged cost Period |Q| |A|
R-MDP 15300.9 5 252 8

FPA 15498.6 2520 ≤ 10 ≤ 2

Table 3.5: Averaged costs, periods, sizes of MDP.
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Figure 3.13: The averaged cost of the two R-MDP and the FPA schedules with
respect to the data aggregation rate r for the network with N = 99.
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3.5 Summary

In this chapter, we proposed a design framework of multi-hop network
scheduling for remote estimation. We formulated an optimization problem
minimizing an in�nite-time averaged estimation error covariance with sensor
energy consumption. We showed that the problem could be divided into two
subproblems by exploiting the necessary conditions for network scheduling
optimality. The �rst one was a tree planning subproblem, which gives routes
from sensors to the estimator. It was shown that the subproblem could be
solved e�ciently. The second one was a sensor selection subproblem. By for-
mulating an MDP, this subproblem can be solved by the value iteration, and
an existence condition for a periodic optimal schedule was derived. We pro-
posed two alternative algorithms to obtain suboptimal schedules to reduce
computational complexity. It was demonstrated how the proposed algorithms
are e�ective in numerical examples.

3.A Proof of Theorem 3.1

To prove Theorem 3.1, we need the following de�nition and supporting lem-
mas.

De�nition 3.1 (Total unimodular matrix [219]). A square integer matrix is
unimodular if it has determinant +1 or −1. A matrix is totally unimodular if
every square non-singular submatrix of it is unimodular.

Lemma 3.4. LetX be a totally unimodular matrix. Then the following matrices
are also totally unimodular:

(i). diag(X, . . . ,X),

(ii).

[
X
I

]
and

[
X
−I

]
,

(iii).
[
X −X

]
and

[
X
−X

]
.

Lemma 3.5 ([220]). If A is totally unimodular, then all the vertices of the poly-
hedron {x : Ax ≤ b} are integer for any integer vector b.
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Proof of Theorem 3.1. First, we transform Problem 3.2 into an integer linear
problem by introducing t(e) = maxi∈Vs z

(i)
k (e) and the constraint z(i)

k (e) ≤
t(e) for i ∈ Vs and e ∈ E . We show that relaxing 0 ≤ z(i)

k (e) ≤ 1 still obtains
a binary integer solution.

The constraints (3.15)–(3.17) can be written in a compact form

{zk : Gzk ≤ b}

where b = [b(Sk)>, . . . ,−b(Sk)>, 1, . . . , 1, 0, . . . , 0]> with b(Sk)> =
[b(1)(Sk)>, . . . , b(N)(Sk)>]> and

G ,


diag(G, . . . , G)
−diag(G, . . . , G)

I
−I

 .
The matrix G is the node–arc incidence matrix of G, therefore it is totally
unimodular. Then by Lemma 3.4, G is totally unimodular. Fixing t(e) to 0
or 1 for all e ∈ E , zk obtains the integer solution if the corresponding linear
problem is feasible (Lemma 3.5). Thus, a minimizer of Problem 3.2 is equal to
that of Problem 3.3. This completes the proof.

3.B Proof of Theorem 3.2

To prove Theorem 3.2, we de�ne a standard policy. Consider a Markov chain
with countable in�nite state space Q. Let us denote pnq1,q2 by the probability
that the state that is currently at q1 will be q2 for the �rst time exactly after
n ≥ 1 transitions. That is,

pnq1,q2 = Pr(τk 6= q2, k = 1, . . . , n− 1, τn = q2|τ0 = q1).

The expected �rst passage time [216], tτ,z , is denoted as

tq1,q2 =

∞∑
n=1

npnq1,q2 ,

and the corresponding averaged total cost, called the expected �rst passage
cost [216] is denoted by cq1,q2 .
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De�nition 3.2 ([216]). A randomized stationary policy π is a standard policy
if there exists a state z ∈ Q such that the expected �rst passage time tτ,z from τ
to z satis�es tτ,z < ∞ for all τ ∈ Q, and the expected �rst passage cost cτ,z
from τ to z satis�es cτ,z <∞ for all τ ∈ Q.

Lemma 3.6 ([216, Corollary 7.5.10]). Assume that the following conditions
hold:

(i). There exist a standard policy π such that the positive recurrent class in-
duced by π is equal to Q.

(ii). Given U > 0, the set QU = {τ : C(τ,S) ≤ U for some S} is �nite.

Then there exists a solution to the Bellman equation (3.19) for the average cost
problem with countable in�nite state space Q.

Proof of Theorem 3.2. The proof follows [94] by considering a randomized
policy π such that at any states sensor i transmits its measurement with prob-
ability θi and θ ,

∏
i∈Vs θi satis�es 1−1/λ2

max(Ai) < θ < 1 for all i ∈ Vs. Let
z = [0, . . . , 0] ∈ NN0 , then at any states it comes back to z with probability θ.
Thus,

tτ,z = θ + 2(1− θ)θ + 3(1− θ)2θ + · · · = 1

θ
<∞.

Notice that cτ1,z ≤ cτ2,z if τ1[i] ≤ τ2[i],∀i and Emin(S1 ∪ S2) ≤ Emin(S1) +
Emin(S2), the expected average cost is

cτ,z ≤
∑
i∈Vs

tr
(
h
τ [i]
i (0)

)
+ (1− θ)

[
cτ+1N ,z +

∑
i∈Vs

Emin({i})

]
+ θ

∑
i∈Vs

Emin({i})

=
∑
i∈Vs

tr
(
h
τ [i]
i (0)

)
+
∑
i∈Vs

Emin({i}) + (1− θ)cτ+1N ,z

=
∞∑
n=0

(1− θ)n
[∑
i∈Vs

tr
(
h
τ [i]+n
i (0)

)
+
∑
i∈Vs

Emin({i})

]

=

∞∑
n=0

(1− θ)n
∑
i∈Vs

tr
(
h
τ [i]+n
i (0)

)
+

1

θ

∑
i∈Vs

Emin({i})

<∞
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The boundedness of the last inequality holds from the assumption 1 −
1/λ2

max(Ai) < θ < 1 [74, 77, 78]. Hence, π is a standard policy.
Next, we show that the positive recurrent class is equal to Q. Consider

an arbitrary state τ ∈ Q. This state is reachable from state z after τmax ,
maxi{τ [i]} by letting sensor i transmit its data for the �rst τmax− τ [i] transi-
tions and not transmit τ [i] transitions after that. Let us denote the probability
of this realization as θ′. Then, for any state τ , one can return to this state with
probability equal to or higher than θ′′ , θ · θ′ after τmax transitions. Thus, the
probability that one returns to the state τ is

θ′′ + (1− θ′′)θ′′ + (1− θ′′)2θ′′ + · · · = 1,

which shows that the recurrent class is equal to Q, hence the �rst condition
is veri�ed.

The second condition is veri�ed as C(τ,S) is monotonically increasing
in τ .

3.C Proof of Theorem 3.3

To prove Theorem 3.3, we �rst present the following lemma.

Lemma 3.7. Suppose that Assumption 3.3 holds. Consider MDPM. Then, for
all i ∈ Vs, there exists a time instance k ∈ N0 such that i ∈ π∗(τk).

Proof. It is obvious since no transmission policy is never optimal if the process
is unstable or the process is stable but the transmission cost is lower than the
steady-state estimation error.

Next, we introduce a partial order over the state space Q. For the states
τ, τ ′ ∈ Q, we say τ � τ ′ if τ [i] > τ ′[i] for all i ∈ Vs.

Proof of Theorem 3.3. Proof is given by contradiction. Suppose that π∗ is an
optimal policy with i 6∈ π∗(τ) where τ [i] ≥ δi. Consider a policy π′ such
that i ∈ π′(τ), but all the other sensors are selected as same as π∗(τ). Let
τ∗1 , F (τ, π∗(τ)) and τ ′1 , F (τ, π′(τ)) be the next state of τ according to the
policy π∗ and π′, respectively. Obviously, τ∗1 � τ ′1 since τ∗1 [j] = τ ′1[j] for j 6= i,
and τ∗1 [i] = τ∗[i]+1, τ ′1[i] = 0. De�ne V (τ,S) , C(τ,S)+H(F (τ,S)), then
by the Bellman principle, the optimal policy π∗ needs to satisfy V (τ, π∗(τ))−
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V (τ, π′(τ)) < 0. We will show that π∗ contradicts this principle. Now, we
have

V (τ, π∗(τ))− V (τ, π′(τ))

= C(τ, π∗(τ)) +H(τ∗1 )− C(τ, π′(τ))−H(τ ′1)

=
∑
j∈Vs

tr
(
h
τ∗1 [j]
j (0)

)
−
∑
j∈Vs

tr
(
h
τ ′1[j]
j (0)

)
+ Emin(π∗(τ))− Emin(π′(τ)) +H(τ∗1 )−H(τ ′1)

= tr
(
h
τ [i]+1
i (0)

)
+ Emin(π∗(τ))− Emin(π∗(τ) ∪ {i}) +H(τ∗1 )−H(τ ′1)

≥ tr
(
hδii (0)

)
− Emin({i}) +H(τ∗1 )−H(τ ′1)

> H(τ∗1 )−H(τ ′1). (3.21)

The �rst inequality holds due to the subadditivity ofEmin(·). Let S∗1 , π∗(τ∗1 )
be the action given by the optimal policy at state τ∗1 . Consider a policy π′1 such
that π′1(τ ′1) = S∗1 . Also let τ∗2 , F (τ1, π

∗(τ∗1 )) and τ ′2 , F (τ ′1, π
′
1(τ ′1)) be the

next state of τ∗1 according to π∗ and that of π′1 according to π′1, respectively.
The inequality (3.21) continues

H(τ∗1 )−H(τ ′1)

= C(τ∗1 , π
∗(τ∗1 )) +H(F (τ∗1 , π

∗(τ∗1 )))− C(τ ′1, π
∗(τ ′1))−H(F (τ ′1, π

∗(τ ′1)))

≥ C(τ∗1 , π
∗(τ∗1 )) +H(F (τ∗1 , π

∗(τ∗1 )))− C(τ ′1, π
′
1(τ ′1))−H(F (τ ′1, π

′
1(τ ′1)))

≥ C(τ∗1 ,S∗1 )− C(τ ′1,S∗1 ) +H(τ∗2 )−H(τ ′2)

= tr
(
h
τ∗2 [i]
i (0)

)
− tr

(
h
τ ′2[i]
i (0)

)
+H(τ∗2 )−H(τ ′2)

> H(τ∗2 )−H(τ ′2). (3.22)

If i ∈ S∗1 , then we have τ∗2 [i] = τ ′2[i] = 0, i.e., τ∗2 = τ ′2. Then we obtain
V (τ, π∗(τ))− V (τ, π′(τ)) > 0. If i 6∈ S∗1 , repeating (3.22), we have

H(τ∗1 )−H(τ ′1) > · · · > H(τ∗n)−H(τ ′n) > · · · .

By Lemma 3.7, we have a time instance k such that i ∈ S∗k . Thus, we have
V (τ, π∗(τ))− V (τ, π′(τ)) > 0 and this contradicts the optimality of π∗.





Chapter 4

Multi-hop Network
Scheduling for Distributed
Control

Wireless communication makes process control systems more seamless and
distributed. In contrast to the current control systems in which controllers are
deployed at geometrically the same place, those of wireless control systems
can be located at the �eld level as multi-hop network nodes. Since the control
loops under such a con�guration share a network, its availability a�ects their
performances. Thus, how to use the network resources needs to be considered
together with the controller design problem.

This chapter addresses a co-design framework of controllers, scheduling,
and routing of a wireless multi-hop sensor and actuator network. The network
consists of sensors co-located with estimators and actuators with controllers,
see Figure 4.1. Sensors and actuators are distributed over a �eld and can com-
municate with their neighborhoods. Figure 4.1 shows a four-plant (red, yellow,
blue, and green) case, controlled by the corresponding local control loops con-
sisting of sensors and actuators. We assume that the sensors and actuators are
smart enough to carry out regular estimation and control. Sensors observe
multiple decoupled discrete-time linear systems and transmit their estimates
to the controllers co-located with the actuators. We formulate an optimiza-
tion problem consisting of control performance and transmission energy con-
sumption. By solving the problem, we obtain the communication schedules,
routings, and optimal controllers for each control loop. We also consider how
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Gateway

P1

P2
P3

P4

Sensor

Actuator

Operator 
interface

Figure 4.1: Process control over wireless sensor and actuator network dis-
cussed in Chapter 1. Four pairs of wireless sensors and actuators are control-
ling independent processes: P1 (red), P2 (yellow), P3 (blue), and P4 (green).
Sensors and actuators are connected with neighborhood nodes and con�g-
ures a multi-hop wireless sensor and actuator network. Operators can check
the status of the plants by the information taken from the network.

to recon�gure schedules and routings in case of a network link outage.
The main contributions of this chapter are as follows:

• We formulate an optimization problem, minimizing a linear combina-
tion of the averaged linear quadratic Gaussian (LQG) control perfor-
mance and the averaged transmission energy consumption.

• Under the assumption that the network is relatively small, we show that
the problem can be divided into scheduling, routing, and optimal control
problems. The optimal solution gives periodic schedules and the stan-
dard LQG controllers. The solution implies that one can automatically
determine a sampling time of the system, which otherwise is usually
chosen by a heuristic [116].

• We o�er algorithms implemented in the sensors and the actuators,
which can detect a network link disconnection and reroute its path
when other paths are available.

• A numerical example is provided to illustrate the applicability of the
results.
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The remainder of the chapter is organized as follows. Section 4.1 de-
scribes the system, including process and energy consumption models, and
formulates the optimization problem. The optimal solution is discussed in Sec-
tion 4.2. Algorithms for route recon�guration are o�ered in Section 4.3. A nu-
merical example is provided in Section 4.4. Section 4.5 presents a summary.

4.1 Problem formulation

In this section, we formulate the problem considered in this chapter. First, we
introduce the system model, which includes the plants, smart sensors, and ac-
tuators. Next, the energy consumption model of the multi-hop network nodes
is provided. Then we formulate the problem.

4.1.1 System model

Figure 4.2 shows the block diagram discussed in this chapter, where N in-
dependent control loops are introduced to regulate each plant. Sensors have
functionality of an estimator, and smart actuators have that of a controller.
Control loops share a multi-hop network to transmits their information. Con-
sider N discrete-time linear plants

x
(i)
k+1 = Aix

(i)
k +Biu

(i)
k + w

(i)
k , i ∈ N , (4.1)

where x(i)
k ∈ Rni is the state vector at time k, u(i)

k ∈ Rmi the input, w(i)
k ∈

Rni zero-mean independent and identically distributed (i.i.d.) Gaussian noise
with covariance Wi, and N = {1, . . . , N} the plant index set. Each plant is
monitored and controlled by a sensor–actuator pair Ci = {si, ai}. The sensors
have measurements

y
(i)
k = Cix

(i)
k + v

(i)
k , i ∈ N , (4.2)

where y(i)
k ∈ Rpi is the output, and v(i)

k ∈ Rpi is zero-mean i.i.d. Gaussian
noise with covariance Vi. The pairs ofN sensors and actuators are distributed
over a �eld and connected through an underlying communication network
denoted G = (V, E), where V =

⋃N
i=1 Ci is the sensor and actuator node set,

and E ⊆ V × V is the set of communication links.
De�ne the information set available at sensor i at time k as

I(i)
s,k = {y(i)

0 , . . . , y
(i)
k , u

(i)
0 , . . . , u

(i)
k−1, ν

(i)
0 , . . . , ν

(i)
k }
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Plant 1
Smart sensor 1

Plant N Estimator

ControllerActuator

Smart actuator 1

N

EstimatorSensor

ControllerActuator

Sensor

Smart sensor

Smart actuator N

Network

Figure 4.2: Block diagram of the system considered. TheN control loops share
a communication network. Smart sensors have the functionality of an estima-
tor, and smart actuators have that of a controller. Smart sensor i transmits its
estimated value x̂(i)

s,k|k to the corresponding smart actuator. The data update
request (decision variable) ν(i)

k is sent back from the smart actuator i to the
smart sensor i.

where ν(i)
k ∈ {0, 1} is the decision variable such that ν(i)

k = 1 when the state
estimate x̂(i)

s,k|k is transmitted to actuator ai. We assume that the transmission
is carried out without failure until a link outage occurs. Decisions for trans-
mission are made by each actuator and fed back to the corresponding sensor.
This enables the actuator to detect a link outage, which is discussed later. Note
that actuators are not required to transmit their decisions at every time in-
stance since the transmission is perfect and then the sensors can emulate the
controllers.

The state estimate and the corresponding error covariance at sensor i are
given by

x̂
(i)
s,k|k−1 , E[x

(i)
k |I

(i)
s,k−1],

x̂
(i)
s,k|k , E[x

(i)
k |I

(i)
s,k],

P
(i)
s,k|k−1 , E[(x

(i)
k − x̂

(i)
s,k|k−1)(x

(i)
k − x̂

(i)
s,k|k−1)>|I(i)

s,k−1],

P
(i)
s,k|k , E[(x

(i)
k − x̂

(i)
s,k|k)(x

(i)
k − x̂

(i)
s,k|k)

>|I(i)
s,k].
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In the same way, de�ne the information set at actuator i at time k as

I(i)
a,k = {ν(i)

0 , . . . , ν
(i)
k , ν

(i)
0 x̂

(i)
s,0|0, . . . , ν

(i)
k x̂

(i)
s,k|k, u

(i)
0 , . . . , u

(i)
k−1, }

and the state estimate and the error covariance

x̂
(i)
a,k|k−1 , E[x

(i)
k |I

(i)
a,k−1],

x̂
(i)
a,k|k , E[x

(i)
k |I

(i)
a,k],

P
(i)
a,k|k−1 , E[(x

(i)
k − x̂

(i)
a,k|k−1)(x

(i)
k − x̂

(i)
a,k|k−1)>|I(i)

a,k−1],

P
(i)
a,k|k , E[(x

(i)
k − x̂

(i)
a,k|k)(x

(i)
k − x̂

(i)
a,k|k)

>|I(i)
a,k].

4.1.2 Energy consumption

We introduce the energy consumption model used in [64]. For data receiving
and sending, a node consumes, respectively, the following amount of energy

Er = Eelecp,

Es = Eelecp+ Eampd
2p,

where p bits is an amount of data receiving or sending and d is the distance to
a downstream node. Note that the energy consumption for sending depends
on the link used. Denote θ(i)

k ((j, `)) : E → {0, 1} as the indicator function
whether the data of sensor i is sent through link (j, `) at time k. If link (j, `)

is used, then θ(i)
k ((j, `)) = 1, otherwise 0. Then the energy consumption of

node j ∈ V at time k is given by

E
(j)
k =

∑
`:(l,j)∈E

[
Eelec

∑
i∈N

ciθ
(i)
k ((j, `))

]

+
∑

l:(j,`)∈E

[
(Eelec + Eampd

2
jl)
∑
i∈N

ciθ
(i)
k ((j, `))

]
(4.3)

where ci [bit] is a constant amount of data transmitted from sensor i to actu-
ator i. It is reasonable to assume that data �ow is conserved such that for all
i ∈ N and k ≥ 0:∑

`:(j,`)∈E

θ
(i)
k ((j, `))−

∑
`:(`,j)∈E

θ
(i)
k ((`, j)) = 0, if j 6= si, ai, (4.4a)
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∑
`:(j,`)∈E

θ
(i)
k ((j, `))−

∑
`:(`,j)∈E

θ
(i)
k ((`, j)) = ν

(`)
k , if j = si, (4.4b)

∑
`:(j,`)∈E

θ
(i)
k ((j, `))−

∑
`:(`,j)∈E

θ
(i)
k ((`, j)) = −ν(`)

k , if j = ai, (4.4c)

in order to guarantee that sensor data can reach the corresponding actuator.

Remark 4.1. In Chapter 3, we considered data aggregation, a data compression
technique, combining data from di�erent sources into a packet and transmitting
it in the same timeslot. We assume in this chapter that the data aggregation rate
equals to zero, i.e., r = 0.

4.1.3 Optimization problem

We formulate an optimization problem as LQG control with network node en-
ergy consumption to �nd the optimal feedback control, scheduling, and rout-
ing. Assuming that the links are arranged in a given order, we de�ne the vec-
tor θ(i)

k = [. . . , θ
(i)
k ((j, l)), . . .]> ∈ {0, 1}|E|. With a weight factor βi > 0

and some vectors νk = [ν
(1)
k , . . . , ν

(N)
k ]>, uk = [u

(1)>
k , . . . , u

(N)>
k ]>, and

θk = [θ
(1)>
k , . . . , θ

(N)>
k ]>, the problem is given by:

Problem 4.1.

min
{νk,uk,θk}∞k=0

lim sup
T→∞

1

T

T−1∑
k=0

[
N∑
i=1

(x
(i)>
k Qix

(i)
k + u

(i)>
k Riu

(i)
k ) +

∑
j∈V

βjE
(j)
k

]
(4.5a)

s.t. (4.4), i ∈ N , k ≥ 0. (4.5b)

Note that controllers cannot access all the variables {νk}∞k=0, {uk}∞k=0,
and {θk}∞k=0, but we will show in the next section that the optimal solution
can be found by distributed optimization at each controller without loss of
performance.
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4.2 Optimal controller and scheduler

In this section, we discuss the optimality of Problem 4.1. By equation (4.3), the
last term of (4.5a) can be rewritten as∑

j∈V
βjE

(j)
k =

∑
i∈N

[ ∑
`:(`,j)∈E

[
Eelec

∑
i∈N

ciθ
(i)
k ((j, `))

]

+
∑

`:(j,`)∈E

[
(Eelec + Eampd

2
j`)
∑
i∈N

ciθ
(i)
k ((j, `))

]]

=
∑
i∈N

[ ∑
(j,`)∈E

(βjEelec + βlEelec + βjEampd
2
j`)ciθ

(i)
k ((j, `))

]

,
∑
i∈N

[ ∑
(j,`)∈E

αj`ciθ
(i)
k ((j, `))

]

,
∑
i∈N

E
(i)
k (4.6)

where E(i)
k is a weighted total energy consumption of the communication

from sensor i to actuator i. Now, we have the following lemma.

Lemma 4.1. The optimal solution to Problem 4.1 is obtained by solving the dis-
tributed optimization problem:

min
{ν(i)k ,u

(i)
k ,θ

(i)
k }
∞
k=0

lim sup
T→∞

1

T

T−1∑
k=0

[
x

(i)>
k Qix

(i)
k + u

(i)>
k Riu

(i)
k + ν

(i)
k Ẽi

]
(4.7)

where Ẽi is the minimum-cost path for loop i when ν(i)
k = 1, i.e., Ẽi is the

optimal value of the problem:

Ẽi , min
θ
(i)
k

π>θ
(i)
k s.t. (4.4) (4.8)

where π = [. . . , πj`, . . .]
> ∈ R|E| is given by πj` = αj`ci.

Proof. Using (4.6), the objective function (4.5a) is equivalent to the sum of the
function

lim sup
T→∞

1

T

T−1∑
k=0

[
x

(i)>
k Qix

(i)
k + u

(i)>
k Riu

(i)
k + E

(i)
k

]
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up to i = 1, . . . , N . Since E(i)
k is only a function of θ(i)

k , and x(i)
k and u(i)

k

are not a�ected by θ(i)
k , we can take any θ(i)

k provided that (4.4) is satis�ed.
Thus, the optimal value of E(i)

k when ν
(i)
k = 1 can be obtained by solving

problem (4.8).

By Lemma 4.1, distributed optimization can achieve the optimality of Prob-
lem 4.1.

Remark 4.2. Problem (4.8) is the shortest path problem which can be solved
by polynomial-time algorithms [220]. The transmission paths are pre-calculated
before starting the operation.

Remark 4.3. Problem (4.7) is a special case in [143] where the energy consump-
tion is determined by (4.8) and where there is no packet drop.

To see the optimal solution of the distributed optimization problem (4.7),
we state the following theorem.

Theorem 4.1. There exists a stationary solution to (4.7), and the solution
{u(i)∗

k }
∞
k=0 is given by

u
(i)∗
k = −(B>i SiBi +Ri)

−1B>i SiAix̂
(i)
a,k|k , L

(i)
i x̂

(i)
a,k|k (4.9)

with

x̂
(i)
a,k|k =

{
Aix̂

(i)
a,k−1|k−1 +Biu

(i)
k−1, if ν

(i)
k = 0,

x̂
(i)
s,k|k if ν

(i)
k = 1,

(4.10)

P
(i)
a,k|k =

{
AiP

(i)
a,k−1|k−1A

>
i +Wi, if ν

(i)
k = 0,

P̄i, if ν
(i)
k = 1,

(4.11)

where Si ∈ Sn++ is a solution of the algebraic Riccati equation

Si = A>i SiAi +Qi −A>i SiBi(B>i SiBi +Ri)
−1B>i SiAi,

and P̄i ∈ Sn++ is a solution of the algebraic Riccati equation for the standard
Kalman �lter at sensor i. In addition, the stationary solution {ν(i)∗

k }
∞
k=0 is given

by a threshold policy

ν
(i)∗
k =

{
0, if P

(i)
a,k−1|k−1 < P ∗i ,

1, otherwise,
(4.12)

where P ∗i ∈ Sn++ is the threshold matrix.
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Proof. Follows from the proof of Theorem 3 in [143]. This is a special case
when γk = 1 in [143].

Remark 4.4. The schedule of ν(i)∗
k converges to the periodic solution whenAi is

unstable. This follows from the fact that there exists ti ∈ N such that htii (P̄i) =
P ∗i , where hi(X) , AiXA

>
i +Wi and hmi (·) is them-hold composition of hi(·).

As in [94, 143], the optimal cost of problem (4.7) is given by

tr
(
SiQi

)
+

1

ti + 1

[
tr
(
(A>i SiAi +Wi − Si)

ti∑
m=0

hmi (P̄i)
)

+ Ẽi

]
.

4.3 Link disconnection and route recon�guration

Theorem 4.1 shows that Problem 4.1 can be divided into optimal scheduling,
minimum-cost path, and optimal control problems, which are solved sepa-
rately. Since the obtained optimal schedule is periodic, and therefore can be
�xed o�ine, both a sensor and an actuator know when the data are commu-
nicated. The controller recognizes a link disconnection when it fails to receive
the new data from the sensor despite that ν(i)∗

k = 1. In this case, the path is re-
con�gured by searching for a new one. Let Pi = {p(i)

1 , . . . , p
(i)
j , . . . , p

(i)
Mi
} be a

set of possible paths from si to ai where p(i)
j =

(
(si, ·), . . . , (·, ai)

)
is the j-th

minimum-cost path. Furthermore, letMi = {P (i)∗
1 , . . . , P

(i)∗
Mi
} be the set of

threshold matrices induced by each path. The sets Pi andMi are pre-set in si
and ai.

Algorithms 4.1 and 4.2 provide the implementation of the proposed con-
troller, scheduling, and routing recon�guration. In the algorithms, if the con-
troller detects a link disconnection, it changes its path to the second-best one.
If no other paths are available, the control loop switches to fail-safe mode.

4.4 Numerical example

To illustrate our results, we consider a small network with N = 3, where
sensors and actuators are distributed over a square �eld shown in Table 4.1
and Figure 4.3.
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Algorithm 4.1 Iterative algorithm for smart sensor i

Calculate x̂(i)
s,k|k

if ν(i)
k = 1 then

Send x̂(i)
s,k|k along path p(i)

j

end if
if New pj+` received then

Calculate P (i)
a,k|k = f l(P

(i)
a,k−1|k−1)

Set a new path p(i)
j+` and a threshold P (i)∗

j+`

else
Calculate P (i)

a,k|k by (4.11)
end if
Calculate ν(i)

k+1 by (4.12)
k ← k + 1

Algorithm 4.2 Iterative algorithm for smart actuator i

if ν(i)
k = 1 and x̂(i)

s,k|k not received then

Calculate x̂(i)
a,k|k = Aix̂

(i)
a,k−1|k−1 +Biu

(i)
k−1

Calculate P (i)
a,k|k = f(P

(i)
a,k−1|k−1)

if j = Mi then
Go to fail safe mode

else
Set a new path p(i)

j+1 a threshold P (i)∗
j+1

Send new path p(i)
j+1 along a backward route of p(i)

j+1

end if
else

Calculate x̂(i)
a,k|k by (4.10)

Calculate P (i)
a,k|k by (4.11)

end if
Calculate u(i)

k by (4.9)
Calculate ν(i)

k+1 by (4.12)
k ← k + 1
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Sensor Actuator
Loop 1 (5.7521, 1.5978) (0.4302, 2.6899)
Loop 2 (2.3478, 4.5316) (8.4912, 8.3172)
Loop 3 (8.2119, 1.1540) (6.4775, 5.5092)

Table 4.1: Sensor and actuator locations.
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Figure 4.3: Network with three sensor–actuator pairs over a square �eld.

The system parameters of the three plants are given by

A1 =

[
1.3 0.5
0.2 0.9

]
, B1 =

[
1
2

]
, C1 =

[
1 1

]
,

A2 =

[
1.2 0
0 1.4

]
, B2 =

[
1
2

]
, C2 =

[
1 1

]
,

A3 =

[
1.3 1.2
0 1

]
, B3 =

[
1
2

]
, C3 =

[
1 1

]
,

withWi = 0.01I2, Vi = 1,Qi = I2, andRi = 1 for all i = 1, 2, 3. For commu-
nication parameters, we assume that ci = 32, and βi = 10 for i = 1, 2, 3, and
Eelec = Eamp = 1. Under the given network parameters, we can derive the
minimum-cost path for each control loop as in Table 4.2 and Figure 4.4 (left).

The optimal schedules are shown in Figure 4.5. We see that the solutions
are periodic, as stated in Remark 4.4. Sensor s1 transmits its new estimate ev-
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Path Energy cost Ẽi
Loop 1 s1 → s2 → a1 1.000× 104

Loop 2 s2 → a3 → a2 1.086× 104

Loop 3 s3 → a3 0.767× 104

Table 4.2: Optimal paths and their energy costs of each control loop.

Figure 4.4: The minimum-cost paths for each loop before disconnection (left)
and after disconnection (right). The path of loop 1: blue, loop 2: red, and loop 3:
orange. The link between s2 and a3 is disconnected in the right network which
results in the re-routing of loop 2.
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Figure 4.5: Optimal schedules of three loops. Loop 1 has a period 8 schedule,
loop 2 has a period 4, and loop 3 has a period 5.

Proposed method Every-time communication
Averaged cost 0.861× 104 3.022× 104

Table 4.3: Comparison of averaged cost between the proposed method and the
every-time communication strategy.

ery eighth-time instance, sensor s2 every fourth-time instance, and sensor s3

every �fth-time instance, respectively. The di�erence of the periods among the
loops comes from the relation of the eigenvalues of Ai and the energy costs
for transmission. The optimal averaged cost of the proposed method is shown
in Table 4.3 compared to the case that all the sensors communicate with the
actuators at every time instance, i.e.,

∑
i∈N

[
tr
(
SiQi + (A>i SiAi +Wi − Si)P̄i

)
+ Ẽi

]
.

We �nd that the proposed method obtains lower cost than the every-time
transmission strategy.
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Figure 4.6: Optimal schedule of loop 2 around rerouting at k = 300. Discon-
nection leads to a longer period schedule with period 5.

We simulate link disconnection between s2 and a3 at time k = 300, which
leads to reroute the path between s2 and a2 to

(
(s2, s1), (s1, a3), (a3, a1)

)
as

shown in Figure 4.4 (right). The optimal schedule of loop 2 obtained by Al-
gorithms 4.1 and 4.2 is indicated in Figure 4.6. Since it leads to more energy
consumption, the period of loop 2 becomes �ve, which is longer than the pe-
riod before the disconnection. The averaged energy consumptions of sensors
and actuators from k = 0 to k = T , i.e.,

Eave
j (T ) ,

1

T + 1

T∑
k=0

Ej,k, j ∈ V,

are shown in Figure 4.7. We found that the averaged energy consumption of
s1 increases after k = 300 since it is used as a new intermediate node for
loop 2. The energy consumption of s2 and a3 decreases since the period of
loop 2 activation becomes longer.

4.5 Summary

This chapter investigated a co-design framework of LQG control, sensor
scheduling, and routing over a shared multi-hop sensor–actuator network
when the multiple controllers regulated decoupled plants. We formulated an
optimization problem, minimizing an in�nite-time averaged LQG control per-
formance and energy consumption. It was shown that the problem could be
separated into optimal scheduling, routing, and control problems, which were
solved independently. Each optimal schedule was periodic, the route was the
minimum-cost path, and the controller was provided in the form of a standard
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Figure 4.7: Averaged energy consumption for sensor and actuator communi-
cation. Averaged energy consumption of Sensor 1 increases after the discon-
nection at k = 300 while those of Sensor 2 and Actuator 3 decrease.

LQG controller. We proposed algorithms for sensors and actuators to let them
con�gure a new path when a link was disconnected. A numerical example was
provided to see how the scheduling and the routing were designed with the
LQG controller. The route recon�guration algorithms were also illustrated in
the numerical example.





Part II

Event-triggered Process
Control
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Chapter 5

Event-triggered Actuation for
Multi-loop Control Systems

In process control applications, multi-loop control systems, such as cascade
and decoupling control, are often introduced to enhance the control perfor-
mance. Cascade control employs another controller so that it provides a tighter
inner control loop. Decoupling control is introduced between two indepen-
dent PID control loops when their control signal variations interact with each
other. They adjust the corresponding control signals so that the interactions
are mitigated proactively. The main purpose of this chapter is to investigate a
resource-aware strategy of PID, cascade, and decoupling control over wireless
networks.

This chapter proposes an event-triggered actuation framework for PID
control, cascade, and decoupling control. We consider event-triggered output
feedback control for a continuous-time linear system, where the plant state is
measured periodically by multiple sampled-data sensors. The control signal
is sent to the actuator in a periodic event-triggered fashion. Since the control
signal is transmitted through a multi-hop network, the sensors and actuators
consume energy as relay nodes. Our strategy e�ectively reduces the commu-
nication load in the network but also the number of control command changes.
The controller updates the signal to the actuator when its value goes beyond
a given threshold.

The main contributions of this chapter are outlined as follows:
• We introduce a general event-triggered output feedback control system

with delayed sampling. An exponential stability condition is derived us-

103
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ing a Lyapunov–Krasovskii functional based on Wirtinger’s inequality
(Theorem 5.1).

• By modifying the event-triggering condition and introducing an ob-
server, we show that the proposed controller achieves setpoint tracking
and disturbance rejection (Theorems 5.2 and 5.3).

• A tuning procedure is provided for the event threshold under a given
stability margin (Corollary 5.1). The optimal threshold is obtained by
solving a semi-de�nite programming (SDP) problem.

• We apply this framework to PID control as well as cascade and decou-
pling control. Numerical examples for each case are presented to illus-
trate how to tune the event thresholds. The examples show that our
proposed framework reduces the communication loads without perfor-
mance degradation.

The remainder of this chapter is organized as follows. Section 5.1 intro-
duces the plant model and formulates the problem considered. In Section 5.2,
we derive the stability condition of the proposed event-triggered control. Set-
point tracking and disturbance rejection properties are also investigated. Ap-
plications to PID, cascade, and decoupling control are discussed in Section 5.3.
Numerical examples for each controller are also provided. The conclusion is
presented in Section 5.4.

5.1 System model and problem formulation

In this section, we formulate the problem considered. We �rst introduce a plant
model given by a continuous-time linear system. A PID controller is then in-
troduced together with cascade and decoupling controllers. Finally, the event
trigger problem studied in this chapter is formulated.

5.1.1 System model

Consider a continuous-time linear plant measured by N sensors given by

ẋp(t) = Apxp(t) +Bpũ(tk) +Bdd(t), t ∈ [tk, tk+1), (5.1)
yi(t) = Cipxp(t), i ∈ N , {1, . . . , N}, (5.2)
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where xp(t) ∈ Rnp , ũ(t) ∈ Rm, d(t) ∈ Rnd and yi(t) ∈ R are the state,
event-triggered control signal applied to the actuator, disturbance, and output
of sensor i, respectively. We assume that the controller updates its state and
control signal (de�ned below for each controller) every h0 time interval, and
let tk be the time of update k ∈ N0 of the controller, i.e., tk = kh0 for all
k ∈ N0. Sensor i samples and transmits its measurement every hi time in-
terval. The control signal is computed based on the measurements from sen-
sor yi(si(tk)), i ∈ N and r(tk) where si(tk) is the last transmission time of
sensor i at time tk. That is, we have si(tk) = `ihi where `i = btk/hic.

We especially consider three controllers: PID, cascade, and decoupling
controllers. Their state-space formulations are given as follows.

PID control

The block diagram of event-triggered PID control is shown in Figure 5.1a. Note
that PID control includes a single sensor, i.e.,N = 1. A standard PID controller
can be written as

ẋc(t) = r(tk)− y1(s1(tk)), (5.3)
u(t) = Kp(br(tk)− y1(s1(tk))) +Kixc(tk)

+Kd(c∆r(tk)−∆y1(s1(tk))), (5.4)

where Kp,Ki,Kd are proportional, integral, and derivative gains, respec-
tively, and b, c, weight parameters. For the derivative term, we use the back-
ward Euler method, i.e.,

∆yi(si(tk)) =
1

hi
(yi(si(tk))− yi(si(tk)− hi)) , i ∈ N ,

∆r(tk) =
1

h0
(r(tk)− r(tk − h0)) .

The derivative term is usually implemented with a �rst-order �lter [221]. In
this case, the controller state, consisting of the integrator and derivative �lter,
is given by

ẋc,1(t) = r(tk)− y1(s1(tk)), (5.5)

ẋc,2(t) = − 1

T1
xc,2(tk) +

1

T1
(c∆r(tk)−∆y1(s1(tk))), (5.6)

u(t) = Kp(br(tk)− y1(s1(tk))) +Kixc,1(tk) +Kdxc,2(tk), (5.7)
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Figure 5.1: Block diagrams of event-triggered PID, cascade, and decoupling
control.
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where xc,1(t), xc,2(t) is the integrator and the �lter states, respectively, of the
PID controller, and T1 is the �lter’s time constant.

Cascade control

In cascade control (Figure 5.1b), the outer PID controller computes its control
signal for reference of the inner controller. The inner controller sends its signal
to the actuator, i.e.,

ẋc,1(t) = r(tk)− y1(s1(tk)),

ẋc,2(t) = − 1

T1
xc,2(tk) +

1

T1
(c∆r(tk)−∆y1(s1(tk))),

ẋc,3(t) = v(tk)− y2(s2(tk)),

ẋc,4(t) = − 1

T2
xc,4(tk)−

1

T2
∆y2(s2(tk)),

v(t) = bK1
p(r(tk)− y1(s1(tk))) +K1

i xc,1(tk) +K1
dxc,2(tk),

u(t) = K2
p(v(tk)− y2(s2(tk))) +K2

i xc,3(tk) +K2
dxc,4(tk),

where xc,1(t), xc,2(t) are the integrator and �lter states, respectively, of
the outer PID controller, xc,3(t), xc,4(t) those of the inner PID controller,
Ki

p,K
i
i ,K

i
d, Ti, i = 1, 2, are the corresponding proportional, integral, and

derivative gains, and the �lter’s time constants.

Remark 5.1. The inner controller is given by setting b = 1 and c = 0 in PID
control (5.5)–(5.7). This form is suitable for rejecting input disturbance.

Decoupling control

In decoupling control (Figure 5.1c), two PID controllers are interconnected.
The controller dynamics is given by

ẋc,1(t) = r1(tk)− y1(s1(tk)),

ẋc,2(t) = − 1

T1
xc,2(tk) +

1

T1
(c1∆r(tk)−∆y1(s1(tk))),

ẋc,3(t) = r2(tk)− y2(s2(tk)),

ẋc,4(t) = − 1

T2
xc,4(tk) +

1

T2
(c2∆r(tk)−∆y2(s2(tk))),

v1(t) = K1
p(r1(tk)− y1(s1(tk))) +K1

i xc,1(tk) +K1
dxc,2(tk),
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v2(t) = K2
p(r2(tk)− y2(s2(tk))) +K2

i xc,3(tk) +K2
dxc,4(tk),

u1(t) = v1(tk) +K1
gv2(tk),

u2(t) = v2(tk) +K2
gv1(tk),

where xc,1(t), xc,2(t) are the integrator and �lter states, respectively, of
PID controller 1, xc,3(t), xc,4(t) those of controller 2. The parameters
Ki

p,K
i
i ,K

i
d,K

i
g, Ti, bi, ci, i = 1, 2, are the corresponding proportional, inte-

gral, derivative, decoupler gains, time constants, and weights, respectively.

5.1.2 Problem formulation

Next, we formulate the problem considered in this chapter. Considering a plant
given by (5.1)–(5.2), together with PID, cascade, or decoupling control, this
chapter aims to obtain an event-triggered actuation framework based on pe-
riodic event-triggered control. The event-triggering condition is given by

(u(tk)− ũ(tk−1))>Ω(u(tk)− ũ(tk−1)) > σu>(tk)Ωu(tk) + ρ (5.8)

where σ ≥ 0 is a relative threshold, Ω ∈ Sm++ a matrix, and ρ > 0 a constant,
all to be determined. The event-triggered control signal is given by

ũ(t) =

{
u(tk), t ∈ [tk, tk+1), if (5.8) is true,
ũ(tk−1), t ∈ [tk, tk+1), if (5.8) is false, (5.9)

with ũ0 = u(t0).

Remark 5.2. The positive constant ρ excludes Zeno behavior for continuous
event-triggered control [181]. For periodic event-triggered control, we can derive
an exponential stability condition when ρ = 0. A small ρ can reduce the event
generation.

To handle all controllers introduced above in a general form, we introduce
an output feedback controller given by

ẋc(t) = Acxc(tk) +
∑
i∈N

Bi
cyi(si(tk)) +

∑
i∈N

B̄i
cyi(si(tk)− hi)

+Brr(t) + B̄rr(tk − h0), t ∈ [tk, tk+1), (5.10)

u(t) = Ccxc(tk) +
∑
i∈N

Di
cyi(si(tk)) +

∑
i∈N

D̄i
cyi(si(tk)− hi)
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+Drr(tk) + D̄rr(tk − h0), (5.11)

where xc(t) ∈ Rnc is the controller state. By augmenting the state x(t) =
[x>p (t), x>c (t)]> ∈ Rn with n , np + nc, we have the following closed-loop
system description

ẋ(t) = Ax(t) +A0x(tk) +
∑
i∈N

Aix(si(tk))

+
∑
i∈N

Āix(si(tk)− hi) +Bξ(t) +BDd(t)

+BRr(tk) + B̄Rr(tk − h0) (5.12)

where

ξ(t) , ũ(t)− u(t)

= ũ(tk)− u(tk), t ∈ [tk, tk+1),

is the control signal error due to event-triggered actuation, and the matrices
are given by

A =

[
Ap 0
0 0

]
, A0 =

[
0 BpCc
0 Ac

]
, Ai =

[
BpD

i
cC

i
p 0

Bi
cC

i
p 0

]
,

Āi =

[
BpD̄

i
cC

i
p 0

B̄i
cC

i
p 0

]
, B =

[
Bp
0

]
, BD =

[
Bd
0

]
,

BR =

[
BpDr

Br

]
, B̄R =

[
BpD̄r

B̄r

]
.

We formulate the problem as follows: Consider the system (5.12) under
PID, cascade, or decoupling control. How to design the event trigger (5.8)–
(5.9) such that the closed-loop system (5.12) is exponentially stable with a
given convergence rate and has setpoint tracking and disturbance rejection
capabilities?

5.2 Main results

In this section, we present the main results of this chapter. First, we derive
a stability condition of time-triggered output feedback control. We then dis-
cuss event-triggered control. Next, setpoint tracking and disturbance rejection
properties are considered. We also discuss how to tune the event trigger pa-
rameters.
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5.2.1 Stability analysis

We �rst derive the stability condition of the time-triggered control system
given by system (5.12) with ξ(t) ≡ 0. De�ne the following matrices:

Ā , A+A0 +
∑
i∈N

Ai, Ã , Ā+
∑
i∈N

Āi, K0 ,
[
0 Cc

]
,

Ki =
[
Di
cC

i
p 0

]
, K̄i ,

[
D̄i
cC

i
p 0

]
, K̄ , K0 +

∑
i∈N

Ki,

K̃ , K̄ +
∑
i∈N

K̄i, KR = Dr, K̄R = D̄r.

Lemma 5.1. Consider the closed-loop system (5.12) with ξ(t) ≡ d(t) ≡ r(t) ≡
0. Assume that there exist P,W0,Wi, W̄i, Qi, Ri ∈ Sn++, i ∈ N , and α > 0,
such that Φ = Φ> = {Φj`} < 0 where

Φ11 = PĀ+ Ā>P + 2αP +
∑
i∈N

[
Qi − e−2αhiRi

]
,

Φ1(i+1) = PĀi + e−2αhiRi, i = 1, . . . , N,

Φ1(i+N+2) = PAi, i = 1, . . . , N,

Φ1(i+2N+2) = PĀi, i = 1, . . . , N,

Φ1(3N+2) = Ā>S,

Φ(i+1)(i+1) = −e−2αhi(Qi +Ri), i = 1, . . . , N,

Φ(i+1)(3N+3) = Ā>i S, i = 1, . . . , N,

Φ(i+N+2)(i+N+2) = −π
2

4
Wi, i = 0, 1, . . . , N,

Φ(i+N+2)(3N+3) = A>i S, i = 0, 1, . . . , N,

Φ(i+2N+2)(i+2N+2) = −π
2

4
e−2αhiW̄i, i = 1, . . . , N,

Φ(i+2N+2)(3N+3) = −Ā>i S, i = 1, . . . , N,

Φ(3N+3)(3N+3) = −S,

with

S , h2
0e−2αh0W0 +

∑
i∈N

[
(h0 + hi)

2e−2α(h0+hi)(Wi + W̄i) + h2
iRi

]
,
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and the other elements are zero matrices. Then the closed-loop system (5.12) is
exponentially stable with decay rate α.

Proof. See Appendix 5.A.

We then have the following stability condition for the event-triggered con-
trol systems.

Theorem 5.1. Consider the closed-loop system (5.12) with d(t) ≡ r(t) ≡
0 and the event trigger (5.8)–(5.9) with ρ = 0. Assume that there exist
P,W0,Wi, W̄i, Qi, Ri ∈ Sn++, i ∈ N , w > 0, σ > 0, and α > 0, such that

Ψ ,



Φ

PB wσK̄>Ω
0 wσK̄>1 Ω
...

...
0 wσK̄>N
0 wσK>0 Ω
...

...
0 wσK>NΩ
0 wσK̄>1 Ω
...

...
0 wσK̄>NΩ
SB 0

∗ ∗ · · · ∗ ∗
∗ ∗ · · · ∗ ∗

−wΩ 0
0 −wσΩ



< 0. (5.13)

Then the closed-loop system (5.12) is exponentially stable with decay rate α.

Proof. See Appendix 5.B.

5.2.2 Setpoint tracking and disturbance rejection

In the previous subsection, we provided a stability condition of event-triggered
control without reference signals or disturbances. In this case, the equilibrium
point of the closed-loop system (5.12) is the origin. However, when there is
a constant reference signal or disturbance, each element of the augmented
state x(t) converges possibly to a non-zero value even if the event-triggered
controller successfully stabilizes the plant. The steady-state control signal may
also be non-zero, which causes a tracking error even if the controller contains
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an integrator. This fact imposes modi�cation of the event-triggering condition.
Considering this, we discuss setpoint tracking and disturbance rejection of
event-triggered control. We assume that the reference signal and disturbance
changes are su�ciently slow compared to the plant dynamics and hence can
be regarded as constants.

First, setpoint tracking is considered. We show the following lemma.

Lemma 5.2. If Ψ < 0, then Ã is invertible.

Proof. Let us denote

ζ = [x>, . . . , x>︸ ︷︷ ︸
N+1

, 0, . . . , 0]>

where x ∈ Rn is an arbitrary non-zero vector. Then we have

ζ>Ψζ = x>
(
PÃ+ Ã>P + 2αP +

∑
i∈N

[
1− e−2αhiQi

] )
x < 0.

Since 1− e−2αhi > 0 for hi > 0, Ã is Hurwitz, and therefore, invertible.

Consider the updated event-triggering condition

(u(tk)− ũ(tk−1))>Ω(u(tk)− ũ(tk−1))

> σ(u(tk)− uc(tk))>Ω(u(tk)− uc(tk)) + ρ (5.14)

where xe(tk) = −Ã−1
(
BRr(tk) + B̄Rr(tk − h0)

)
and uc(tk) = K̃xe(tk) +

KRr(tk) + K̄Rr(tk−h0). Note that Ã is invertible when Ψ < 0 (Lemma 5.2).
The controller updates the signal according to

ũ(t) =

{
u(tk), t ∈ [tk, tk+1), if (5.14) is true,
ũ(tk−1), t ∈ [tk, tk+1), if (5.14) is false, (5.15)

with ũ0 = u(t0).

Remark 5.3. The modi�ed event trigger (5.14)–(5.15) extends the trigger (5.8)–
(5.9), by including a steady-state control signal term.

Theorem 5.2. Consider the closed-loop system (5.12) with d(t) ≡ 0
and the event trigger (5.14)–(5.15) with ρ = 0. Assume that there exist
P,W0,Wi, W̄i, Qi, Ri ∈ Sn++, i ∈ N , w > 0, σ > 0, and α > 0, such that
Ψ < 0. Then the equilibrium point x∗e , −Ã−1(BR + B̄R)r is exponentially
stable with decay rate α.
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PlantController
Event
trigger

Observer

Sensor
1

Sensor
N

Figure 5.2: Block diagram of the event-triggered control system for setpoint
tracking and disturbance rejection.

Proof. By Lemma 5.2, there exists an equilibrium point x∗e . We apply a coordi-
nate transformation x̄(t) = x(t) − x∗e . Then the system (5.12) can be written
as

˙̄x(t) = Ax̄(t) +A0x̄(tk) +
∑
i∈N

Aix̄(si(tk))

+
∑
i∈N

Āix̄(si(tk)− hi) +Bξ(t).

By Theorem 5.1, this system is exponentially stable with the event-triggering
condition

(ū(tk)− ˜̄u(tk−1))>Ω(ū(tk)− ˜̄u(tk−1)) > σū>(tk)Ωū(tk)

where ū(tk) = u(tk)− uc(tk). This completes the proof.

Next, we consider disturbance rejection. We introduce an observer to esti-
mate the steady-state control signal, which cannot be obtained when there is
an unknown disturbance. The block diagram of the proposed system is shown
in Figure 5.2. In this system, the disturbance estimation d̂(tk) is used in the
controller for feedforward compensation. To model this system, consider the
augmented plant

ẋa(t) = Aaxa(t) +Baũ(t), (5.16)
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yi(t) = Ciaxa(t), i ∈ N , (5.17)

where xa(t) = [x>p (t), d>]> ∈ Rnp+nd with

Aa =

[
Ap Bd
0 0

]
, Ba =

[
Bp
0

]
, Cia =

[
Cip 0

]
.

For the system (5.16)–(5.17), we introduce an observer with sampled-data im-
plementation

˙̂xa(t) = Aax̂a(tk) +Baũ(t) +
∑
i∈N

Li(yi(si(tk))− LCax̂(tk)) (5.18)

where x̂a(t) = [x̂>p (t), d̂>(t)]> is the estimate of xa(t), Li = [Li>p , L
i>
d ]> ∈

Rnp+nd , L = [L1, . . . , LN ], the observer gain, and Ca = [C1>
a , . . . , CN>a ]>.

Introducing ep(t) , xp(t)− x̂p(t), ed(t) , d− d̂(t), and

H i
p , LipC

i
p, H̄p ,

∑
i∈N

H i
p, H i

d , LidC
i
p, H̄d ,

∑
i∈N

H i
d,

we have the plant state estimation error dynamics

ėp(t) = Apxp(t)−
(
Ap − H̄p

)
xp(tk)

−
∑
i∈N

H i
pxp(si(tk)) +Apep(tk) +Bded(tk),

and the disturbance estimation error dynamics

ėd(t) = −H̄dxp(tk)−
∑
i∈N

H i
pxp(si(tk)) + H̄dep(tk).

This gives the controller

ẋc(t) = Acxc(tk) +
∑
i∈N

Bi
cyi(si(tk)) +

∑
i∈N

B̄i
cyi(si(tk)− hi)

+Brr(t) + B̄rr(tk − h0) +Bd̂d̂(tk), (5.19)

u(t) = Ccxc(tk) +
∑
i∈N

Di
cyi(si(tk)) +

∑
i∈N

D̄i
cyi(si(tk)− hi)

+Drr(tk) + D̄rr(tk − h0) +Dd̂d̂(tk). (5.20)
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By augmenting the state

x(t) ,


xp(t)
xc(t)
ep(t)
ed(t)

 ∈ Rn+np+nd ,

we have the following closed-loop system description

ẋ(t) = Ax(t) + A0x(tk) +
∑
i∈N

Aix(si(tk)) +
∑
i∈N

Āix(si(tk)− hi)

+ Bξ(t) + BDd(t) + BRr(tk) + B̄Rr(tk − h0) (5.21)

with

A =


Ap 0 0 0
0 0 0 0
Ap 0 0 0
0 0 0 0

 , A0 =


0 BpCc 0 −BpDd̂
0 Ac 0 −Bd̂

−Ap + H̄p 0 Ap Bd
H̄d 0 −H̄d 0

 ,

Ai =


BpD

i
cC

i
p 0 0 0

Bi
cC

i
p 0 0 0

−H i
p 0 0 0

−H i
d 0 0 0

 , Āi =


BpD̄

i
cC

i
p 0 0 0

B̄i
cC

i
p 0 0 0

0 0 0 0
0 0 0 0

 ,

B =


Bp
0
0
0

 , BD =


Bd +BpDd̂

Bd̂
0
0

 , BR =


BpDr

Br
0
0

 ,

B̄R =


BpD̄r

B̄r
0
0

 .
Similar to (5.12), let us denote

Ā , A + A0 +
∑
i∈N

Ai, Ã , Ā +
∑
i∈N

Āi, K0 ,
[
0 Cc 0 0

]
,

Ki =
[
Di
cC

i
p 0 0 0

]
, K̄i ,

[
D̄i
cC

i
p 0 0 0

]
, K̄ , K0 +

∑
i∈N

Ki,
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K̃ , K̄ +
∑
i∈N

K̄i, KR , Dr, K̄R , D̄r,KD , Dd̂.

We now consider the event-triggering condition

(u(tk)− ũ(tk−1))>Ω(u(tk)− ũ(tk−1))

> σ(u(tk)− uc(tk))
>Ω(u(tk)− uc(tk)) + ρ (5.22)

where xe(tk) , −Ã−1
(
BDd̂(tk) + BRr(tk) + B̄Rr(tk − h0)

)
and uc(tk) =

K̃xe(tk) + KRr(tk) + K̄Rr(tk − h0) + KDd̂(tk). Under this condition, the
controller updates its signal according to

ũ(t) =

{
u(tk), t ∈ [tk, tk+1), if (5.22) is true,
ũ(tk−1), t ∈ [tk, tk+1), if (5.22) is false, (5.23)

with ũ0 = u(t0). This event-triggered control systems is exponentially stable,
as stated next.

Theorem 5.3. Consider the closed-loop system (5.21) and the event trig-
ger (5.22)–(5.23) with ρ = 0. Assume that there exist P,W0,Wi,Qi,Ri ∈
Sn+np+nd , w > 0, σ > 0, and α > 0, such that Ξ = Ξ> = {Ξj`} < 0 where

Ξ11 = PĀ + Ā>P + 2αP +
∑
i∈N

[
Qi − e−2αhiRi

]
,

Ξ1(i+1) = PĀi + e−2αhiRi, i = 1, . . . , N,

Ξ1(i+N+2) = PAi, i = 0, 1, . . . , N,

Ξ1(i+2N+2) = PĀi, i = 1, . . . , N,

Ξ1(3N+3) = Ā>S,

Ξ1(3N+4) = PB,

Ξ1(3N+5) = wσF>Ω,

Ξ(i+1)(i+1) = −e−2αhi(Qi + Ri), i = 1, . . . , N,

Ξ(i+1)(3N+3) = Ā>i S, i = 1, . . . , N,

Ξ(i+1)(3N+5) = wσK̄>i Ω, i = 1, . . . , N,

Ξ(i+N+2)(i+N+2) = −π
2

4
Wi, i = 0, 1, . . . , N,

Ξ(i+N+2)(3N+3) = A>i S, i = 0, 1, . . . , N,
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Ξ(N+2)(3N+5) = wσF>0 Ω,

Ξ(i+N+2)(3N+5) = wσK>i Ω, i = 1, . . . , N,

Ξ(i+2N+2)(i+2N+2) = −π
2

4
e−2αhiW̄i, i = 1, . . . , N,

Ξ(i+2N+2)(3N+3) = Ā>i S, i = 1, . . . , N,

Ξ(i+2N+2)(3N+5) = wσK̄>i Ω, i = 1, . . . , N,

Ξ(3N+3)(3N+3) = −S,

Ξ(3N+3)(3N+4) = SB,

Ξ(3N+4)(3N+4) = −wΩ,

Ξ(3N+5)(3N+5) = −wσΩ,

with

S , h2
0e−2αh0W0 +

∑
i∈N

[
(h0 + hi)

2e−2α(h0+hi)(Wi + W̄i) + h2
iRi

]
,

F0 , K0 − K̃Ã−1BDE, F , K̄ − K̃Ã−1BDE with E ,
[
0 0 0 Ind

]
,

and the other elements are zero matrices. Then the equilibrium point x∗e ,
−Ã−1

(
BDd+ (BR + B̄R)r

)
is exponentially stable with decay rate α.

Proof. We apply a coordinate transformation x̄(t) = x(t) − x∗e . Then the
system (5.21) can be rewritten as

˙̄x(t) = Ax̄(t) + A0x̄(tk) +
∑
i∈N

Aix̄(si(tk))

+
∑
i∈N

Āix̄(si(tk)− hi) + Bξ(t). (5.24)

Using

xe(tk)− x∗e = Ã−1BDed(tk)

= Ã−1BDEx(tk)

= Ã−1BDEx̄(tk),

where the last equality holds since Ex∗e = 0, we have

ū(tk)− uc(tk) = F0x̄(tk) +
∑
i∈N

[
Kix̄(si(tk)) + K̄ix̄(si(tk)− hi)

]
.
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Substituting this into (5.22) and following the proof of Theorem 5.1 for the
system (5.24), we have that (5.21) is exponentially stable with decay rateα.

In virtue of Theorem 5.3, we can obtain the optimal threshold σ∗ for a
given convergence rate α.

Corollary 5.1. Given w > 0 and α > 0, if the SDP

σ∗ , max σ s.t. Ξ < 0 (5.25)

is feasible, then the closed-loop system (5.21) with the event trigger (5.22)–(5.23)
with σ = σ∗ is exponentially stable with decay rate α.

Remark 5.4. If only setpoint tracking is considered, the observer is not needed.
The constraint Ξ < 0 in (5.25) is then simpli�ed to Φ < 0.

Remark 5.5. To �nd the maximum threshold, a grid ofw can be introduced and
the SDP (5.25) solved for every grid point.

5.3 Applications to PID, cascade, and decoupling
control

In this section, we apply the theoretical results of the previous section to PID,
cascade, and decoupling control. Numerical examples are also provided to il-
lustrate how the proposed controllers and event thresholds are obtained.

5.3.1 PI and PID control

First, we apply the results to PI control. A PI controller is given by (5.19)–(5.20)
with Ac = 0, B1

c = −1, B̄1
c = 0, Br = 1, B̄r = 0, Bd̂ = 0, Cc = Ki, D1

c =
−Kp, D̄1

c = 0,Dr = Kp, D̄r = 0, andDd̂ = Kf , whereKf is the feedforward
gain. By setting the control parameters Kp, Ki, Kf , sampling intervals h0, h1

in (5.3)–(5.4), decay rate α, and observer gain L, the maximum threshold is
obtained by solving SDP (5.25).

Example 5.1. We �rst illustrate an example of PI control for a �rst-order linear
system and compare the proposed event-triggered control (ETC) with three di�er-
ent strategies: event-triggered PIDPLUS control (PIDPLUS) [194], event-triggered
PI control with send-on-delta triggering (SOD) [195], and time-triggered con-
trol (TTC). We assume that all the controllers are co-located at the sensor since
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Type IAE # events
until t = 500

ETC 19.5 47
PIDPLUS 34.7 73

SOD 44.0 96
TTC 27.7 1667

Table 5.1: Comparison of the ETC, PIDPLUS, SOD, and TTC.

the event-triggered PIDPLUS control needs to have the controller capability at the
sensor.

Consider a �rst-order linear system

ẋp(t) = −0.7xp(t) + ũ(t) + d(t) + w(t),

y(t) = xp(t),

where w(t) ∈ R is the random process noise, which is assumed to be Gaussian
with zero-mean independent and identically distributed with variance 0.25. The
control parameters are given with Kp = 0.23, Ki = 0.077, and Kf = −0.5.
The sampling intervals are set with h0 = h1 = 0.3 using the criteria in [116].
By solving SDP (5.25), we obtain σ∗ = 2.72. The SDP can be e�ectively solved
by YALMIP toolbox [222]. We consider the reference signal r(t) = 1, ∀t ≥ 0 and
the disturbance d(t) = −0.5,∀t ≥ 250. The response with ρ = 10−5 is shown
in Figure 5.3 together with PIDPLUS, SOD, and TTC.

To evaluate the performances, we introduce the Integral of the Absolute Er-
ror (IAE) as

IAE =

∫ tf

0
|r(t)− y1(t)|dt (5.26)

with tf = 500. The IAEs and the numbers of event generations (the average
of 1000 times simulations) are shown in Table 5.1. It can be found that the ETC
extremely reduces communications comparedwith the TTCwhile both controllers
update each state every h = 0.3 seconds. The ETC achieves smaller IAE than the
PIDPLUS and SOD with less samples. This is partially because observer-based
feedforward control is employed in the ETC.
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Figure 5.3: Responses of the proposed event-triggered PI control (ETC, blue),
PIDPLUS [194] (red), SOD [195] (orange), and TTC (purple). The top plot de-
scribes the outputs, the middle control signals, and the bottom event genera-
tions.
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PID PID+FF
σ∗ 0.19 0.40

Table 5.2: Obtained thresholds for the PID (including PI-D and I-PD) control
with and without FF.

Next, we consider PID control. Setting PID control parameters Kp, Ki,
Kd, T1, Kf , and sampling intervals h0, h1 in (5.5)–(5.7), a PID controller can
be written as the form (5.19)–(5.20) with

Ac =

[
0 0
0 −1/T1

]
, B1

c =

[
−1

−1/T1h1

]
, B̄1

c =

[
0

1/T1h1

]
,

Br =

[
1

c/T1h0

]
, B̄r =

[
0

−c/T1h0

]
, Bd̂ =

[
0
0

]
, Cc =

[
Ki Kd

]
,

D1
c = −Kp, D̄

1
c = 0, Dr = bKp, D̄r = 0, Dd̂ = Kf .

Note that PID controllers have variations based on settings of weight parame-
ters b and c. We indicate the case b = c = 1 by PID, b = 1, c = 0 by PI-D, and
b = c = 0 by I-PD. Setting decay rate α and observer gain L, the maximum
threshold σ∗ is obtained by solving SDP (5.25).

Example 5.2. Consider a linear system

ẋp(t) =

[
−1 1
0 −10

]
xp(t) +

[
0
4

]
(ũ(t) + d(t)),

y(t) =
[
2.5 0

]
xp(t),

and PID, PI-D, and I-PD controllers with the parameters:Kp = 1.63,Ki = 2.71,
Kd = 0.075, and T1 = 0.052. The control parameters are obtained by applying
MATLAB function pidtune. By solving SDPs (5.25) with intervals h0 = h1 =
0.01 and α = 0.3 for the two cases: PID both with and without feedforward
controller (FF,Kf = −0.5), we �nd the event thresholds as in Table 5.2.

We consider the reference signal r(t) = 1, ∀t ≥ 0 and disturbance d(t) =
−2,∀t ≥ 10. Numerical results with ρ = 10−5 for ETC with and without FF,
compared to TTC, are shown in Figures 5.4–5.6 and Table 5.3.
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Figure 5.4: Responses of the event-triggered PID control (ETC without FF: blue,
with FF: red) and the time-triggered control (TTC: orange). In each �gure,
three plots show the outputs, control signals, and event generations of the
ETCs from the top.
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Figure 5.5: Responses of the event-triggered PI-D control (ETC without FF:
blue, with FF: red) and the time-triggered control (TTC: orange). In each �gure,
three plots show the outputs, control signals, and event generations of the
ETCs from the top.



124 Event-triggered Actuation for Multi-loop Control Systems

0 2 4 6 8 10 12 14 16 18 20
0

0.5

1

ETC (I-PD)

ETC (I-PD+FF)

TTC (I-PD)

0 2 4 6 8 10 12 14 16 18 20
0

1

2

3

0 2 4 6 8 10 12 14 16 18 20

E
v
e
n
t

g
e
n
e
ra
ti
o
n

Time[s]

Figure 5.6: Responses of the event-triggered I-PD control (ETC without FF:
blue, with FF: red) and the time-triggered control (TTC: orange). In each �gure,
three plots show the outputs, control signals, and event generations of the
ETCs from the top.
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Type Tr M Ts IAE # events
untill Ts

ETC (PID) 0.51 6.4 2.80 1.34 21
ETC (PID+FF) 0.49 5.8 2.73 0.94 16

TTC (PID) 0.53 7.7 3.04 1.37 299
ETC (PI-D) 0.59 11.1 2.98 1.46 18

ETC (PI-D+FF) 0.59 11.4 2.96 1.07 14
TTC (PI-D) 0.56 9.1 3.08 1.40 303
ETC (I-PD) 1.15 4.5 3.54 1.90 31

ETC (I-PD+FF) 1.18 4.6 3.41 1.50 25
TTC (I-PD) 1.14 3.3 3.54 1.85 340

Table 5.3: Comparison of the ETCs and TTCs.

As performance metrics, we introduce the rise time Tr1, overshoot M 2, set-
tling time Ts3, and the IAE (5.26) with tf = 20. It can be found from Figures 5.4–
5.6 that the ETCs compensate for the step disturbances as we showed in The-
orem 5.3. Thanks to feedforward controllers, the e�ects of the disturbances are
reduced more e�ciently. The IAEs of the ETCs with FF are smaller than those of
the ETCs without FF and TTCs as in Table 5.3. The response of each ETC (blue
solid line) are similar to the TTC (orange dash-dotted line) in Figures 5.4–5.6. We
can see that the event-triggered controllers can track their setpoints as well as the
time-triggered controllers without performance degradation. In fact, the quan-
tities such as rise time, overshoot, and settling time for the ETCs and TTCs are
almost same (Table. 5.3). We also indicate the number of event generations until
t = Ts. It can be seen that event generations are extremely reduced compared to
the TTCs while keeping the control performance.

1Time that the step response y1(t) takes to rise from 10% to 90%
2Percentage overshoot compared to the setpoint
3Time that error |r − y(t)| to fall with in 2% of the setpoint
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Figure 5.7: Event-triggered cascade control with an observer.

5.3.2 Cascade control

With given control and sampling parameters, a cascade controller (5.19)–(5.20)
is given by

Ac =


0 0 0 0
0 −1/T1 0 0
K1

i K1
d 0 0

0 0 0 −1/T2

 , B1
c =


−1

−1/T1h1

−K1
p

0

 ,

B2
c =


0
0
−1

−1/T2h2

 , B̄1
c =


0

1/T1h1

0
0

 , B̄2
c =


0
0
0

1/T2h2

 ,

Br =


1

c/T1h0

bK1
p

0

 , B̄r =


0

−c/T1h0

0
0

 , Bd̂ =

 0
0
Kf

 ,
Cc =

[
K2

pK
1
i K2

pK
1
d K2

i K2
d

]
, D1

c = −K1
pK

2
p, D2

c = −K2
p,

D̄1
c = 0, D̄2

c = 0, Dr = bK1
pK

2
p, D̄r = 0, Dd̂ = K2

pKf .

The block diagram of event-triggered cascade control with an observer is
shown in Figure 5.7.

Example 5.3. Consider the system illustrated by Figure 5.7, where plant 1 is
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CAS CAS+FF PI PI+FF
σ∗ 0.79 0.80 0.07 0.18

Table 5.4: Obtained thresholds for the cascade and PI control.

given by

ẋp,1(t) =

−1 1 0
0 −1.2 1
0 0 −1.5

xp,1(t) +

0
0
4

 y2(t),

y1(t) =
[
2.5 0 0

]
xp,1(t),

and plant 2 by

ẋp,2(t) = −2xp,2(t) + 2 (ũ(t) + d(t)) ,

y2(t) = 1.5xp,2(t).

We apply event-triggered cascade control (CAS) with a PID–PI pair: K1
p =

0.18,K1
i = 0.0791,K1

d = 0.0439, T1 = 0.0175 for the outer controller and
K2

p = 0.244,K2
i = 1.82 for the inner controller, with and without feedforward

control Kf = −0.5. We compare this to PI control with Kp = 0.109,Ki =
0.0488. Solving SDPs (5.25) with intervals h0 = 0.02, h1 = 0.04, h2 = 0.02,
and α = 0.1, the event thresholds are obtained as summarized in Table 5.4.

We consider the disturbance signal d(t) = 0.05,∀t ≥ 0. Numerical results
with ρ = 10−8 are shown in Figure 5.8 and Table 5.5. It can be found from Fig-
ure 5.8 that the proposed event-triggered cascade controller compensates for the
disturbance. Compared to the event-triggered PI control, the e�ect of the distur-
bance is signi�cantly reduced. The maximum value of output y1(t) is about 0.05
(without FF), while that of the PI control is more than 0.25. The IAE of the cascade
control are around 0.3, while that of the PI control are around 1.0. We can also
see that the disturbances are e�ectively compensated by the feedforward control
in both cascade and PI controllers. We indicate the number of event generations
of each event-triggered controller until t = 20 in Table 5.5. It can be seen that
event generations are extremely reduced compared to the time-triggered cascacde
control with slight performance degradation, which can be further reduced by in-
troducing feedfoward control.
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Figure 5.8: Responses of the event-triggered cascade control (ETC (CAS)),
time-triggered cascade control (TTC (CAS)), event-triggered PI control (ETC
(PI)), and time-triggered PI control (TTC (PI)). The top plot describes the out-
puts, the middle control signals, and the bottom the event generations of ETCs.
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Type y1,max IAE # events
untill t = 20

ETC (CAS) 0.055 0.296 41
ETC (CAS+FF) 0.027 0.176 32

TTC (CAS) 0.048 0.177 1000
ETC (PI) 0.257 1.058 73

ETC (PI+FF) 0.132 0.547 65
TTC (PI) 0.241 1.025 1000

Table 5.5: Numerical results of the event-triggered and time-triggered cas-
cade/PI control.

5.3.3 Decoupling control

A decoupling controller can be written by the form of (5.19)–(5.20) with

Ac =


0 0 0 0
0 −1/T1 0 0
0 0 0 0
0 0 0 −1/T2

 , B1
c =


−1

−c1/T1h1

0
0

 ,

B2
c =


0
0
−1

−c2/T2h2

 , B̄1
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
0

c1/T1h1

0
0

 , B̄2
c =


0
0
0

c2/T2h2

 ,

Br =


1 0

c1/T1h0 0
0 1
0 c2/T2h0

 , B̄r =


0 0

−c1/T1 0
0 0
0 −c2/T2

 ,
Cc =

[
K1

i K1
d K1

gK
2
i K1

gK
2
d

K2
gK

1
i K2

gK
1
d K2

i K2
d

]
, D1

c =

[
−K1

p

−K2
gK

1
p

]
,

D2
c =

[
−K1

gK
2
p

−K2
p

]
, D̄1

c = D̄1
c =

[
0
0

]
, Dr =

[
b1K

1
p b1K

1
gK

2
p

b2K
2
gK

1
p b2K

2
p

]
,

D̄r =

[
0 0
0 0

]
, Dd =

[
K1

f K1
gK

2
f

K2
gK

1
f K2

f

]
,
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Figure 5.9: Event-triggered decoupling control with an observer.

where K1
f and K2

f are the feedforward gains of controllers 1 and 2, respec-
tively.

The block diagram of event-triggered decoupling control with an observer
is shown in Figure 5.9.

Example 5.4. Consider the distillation column [25], which state-space formu-
lation is given by

ẋp(t) =


−0.0599 0 0 0

0 −0.0476 0 0
0 0 −0.0917 0
0 0 0 −0.0694

xp(t)
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Decoup. PI
σ∗ 0.097 0.14

Table 5.6: Obtained thresholds for the decoupling control and PI control.

Type y1 max IAE (y1)
ETC (Decoup.) 0.17 5.56
TTC (Decoup.) 0.15 4.96

ETC (PI) 0.49 13.07
TTC (PI) 0.44 12.26

Table 5.7: Numerical results of the event-triggered and time-triggered decou-
pling/PI control (disturbance rejection).

+


1 0
0 1
1 0
0 1

 ũ(t) +


1 0
0 0
0 0
0 1

 d(t),

y1(t) =
[
0.767 0.90 0 0

]
xp(t),

y2(t) =
[
0 0 0.605 1.347

]
xp(t).

We introduce decoupling control consisting of two PI controllers K1
p =

0.0537,K1
i = 0.0112,K2

p = 0.0814,K2
i = 0.0146, K1

f = K2
f = 0,

and decouplers [K1
g ,K

2
g ] = [−1.0336,−0.2381]. We compare this to non-

decoupled PI control, i.e., [K1
g ,K

2
g ] = [0, 0]. By solving SDPs (5.25) with intervals

h0 = h1 = h2 = 0.5, and α = 0.025, event thresholds are obtained (Table 5.6).
We consider the step reference signal r(t) = [0, 1]>, ∀t ≥ 0. Numerical

results with ρ = 10−6 are shown in Figure 5.10, Tables 5.7, and 5.8. It can be
found from Figure 5.10 and Table 5.7 that the proposed event-triggered decou-
pling controller compensates well for the disturbance. The number of events until
the settling time of y2(t) is extremely reduced compared to the time-triggered
decoupling control with slight performance degradation as shown in Table 5.8.
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Figure 5.10: Responses of the event-triggered decoupling control (ETC (De-
coup.)), time-triggered decoupling control (TTC (Decoup.)), event-triggered
PI control (ETC (PI)), and time-triggered PI control (TTC (PI)). From the top,
each plot describes the outputs y1(t) and control signal ũ1(t) of one control
loop, outputs y2(t) and control signal ũ2(t) of another, and the event genera-
tions of ETCs.
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Type Tr M Ts IAE (y2) # events
untill Ts

ETC (Decoup.) 12.67 15.4 54.66 14.03 19
TTC (Decoup.) 12.46 12.7 57.42 13.55 115

ETC (PI) 9.89 3.9 80.56 11.06 20
TTC (PI) 9.43 2.5 74.38 10.54 149

Table 5.8: Numerical results of the event-triggered and time-triggered decou-
pling/PI control (setpoint tracking).

5.4 Summary

This chapter studied periodic event-triggered PID, cascade, and decoupling
control. The controllers updated their commands when the values went be-
yond given thresholds. We formulated an output feedback control system as a
general form of the three systems, and derived an exponential stability condi-
tion. Furthermore, it was shown that the proposed controller has a capability
of setpoint tracking and disturbance rejection. Event threshold tuning was
also proposed. We then applied the framework to PI, PID, cascade, and decou-
pling control. The numerical examples showed that the proposed controllers
reduced the communication load while maintaining the control performance.

5.A Proof of Lemma 5.1

Before presenting the proof, we introduce the following lemma.

Lemma 5.3. ([126]) Let z : [a, b] → Rn be an absolutely continuous function
with a square integrable �rst order derivative such that z(a) = 0 or z(b) = 0.
Then for any α > 0 andW ∈ Sn++, the following inequality holds:∫ b

a
e2αtz>(t)Wz(t)dt ≤ e2|α|(b−a) 4(b− a)2

π2

∫ b

a
e2αtż>(t)Wż(t)dt.

Now, we derive the stability condition of the system (5.12) with ξ(t) ≡ 0.
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Consider the functional

V = V0 + VW0 +
∑
i∈N

VWi +
∑
i∈N

VW̄i
+
∑
i∈N

VRi (5.27)

where

V0 , x(t)>Px(t),

VW0 , h2
0e2αh0

∫ t

tk

e−2α(t−s)ẋ(s)>W0ẋ(s)ds

− π2

4

∫ t

tk

e−2α(t−s)δ>0 (s)W0δ0(s)ds,

VWi , (h0 + hi)
2e2α(h0+hi)

∫ t

si(tk)
e−2α(t−s)ẋ(s)>Wiẋ(s)ds

− π2

4

∫ t

si(tk)
e−2α(t−s)δ>i (s)Wiδi(s)ds,

VW̄i
, (h0 + hi)

2e2α(h0+hi)

∫ t

si(tk)−hi
e−2α(t−s)ẋ(s)>W̄iẋ(s)ds

− π2

4

∫ t

si(tk)−hi
e−2α(t−s)δ̄>i (s)W̄iδ̄i(s)ds,

VRi ,
∫ t

t−hi
e−2α(t−s)x>(s)Rix(s)ds

+ hi

∫ 0

−hi

∫ t

t+θ
e−2α(t−s)ẋ>(s)Riẋ(s)dsdθ,

with δ0(t) , x(tk) − x(t), δi(t) , x(si(tk)) − x(t) and δ̄i(t) , x(si(tk) −
hi)− x(t). Using Lemma 5.3 and t− tk ≤ h0, we have VW0 ≥ 0. In addition,
we have VWi ≥ 0 and VW̄i

≥ 0 as

t− si(tk) = t− tk + (tk − si(tk)) ≤ h0 + hi.

We take the derivatives of each term

V̇0 + 2αV0 = x>(t)(PĀ+ Ā> + 2αP )x(t)

+ 2
∑
i∈N

x>(t)PAix(t− hi) + 2
N∑
i=0

x>(t)PAiδ(t)
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+ 2
∑
i∈N

x>(t)PĀiδ̄(t),

V̇W0 + 2αVW0 = h2
0e2αh0 ẋ>(t)W0ẋ(t)− π2

4
δ>0 (t)W0δ0(t),

V̇Wi + 2αVWi = (h0 + hi)
2e2α(h0+hi)ẋ>(t)Wiẋ(t)− π2

4
δ>i (t)Wiδi(t),

V̇W̄i
+ 2αVW̄i

= (h0 + hi)
2e2α(h0+hi)ẋ>(t)W̄iẋ(t)

− π2

4
e−2αhi δ̄>i (t)W̄iδ̄i(t),

and, by Jensen’s inequality [223],

V̇Ri + 2αVRi ≤ x>(t)(Qi − e−2αhiRi)x(t) + 2e−2αhix>(t)Rix(t− hi)
− e−2αhix>(t− hi)(Qi +Ri)x(t− hi)
+ h2

i ẋ
>(t)Riẋ(t).

By Schur complements, we have that V̇ + 2αV < 0 if Φ < 0.

5.B Proof of Theorem 5.1

First, note that by the event-triggering condition (5.8), for some w ≥ 0, we
have

wσu>(t)Ωu(t)− wξ>(t)Ωξ(t) ≥ 0. (5.28)

Introducing the functional (5.27) gives

V̇ + 2αV ≤ V̇ + 2αV + wσu>(tk)Ωu(tk)− wξ>(t)Ωξ(t).

Substituting u(tk) = K0x(tk)+Kix(si(tk))+ K̄ix(si(tk)−hi) into this, and
applying Schur complements, we have V̇ + 2αV < 0 if Ψ < 0.





Chapter 6

Event-triggered Actuation for
Time-delay Systems

Process plants usually have time delays due to physical movements of ma-
terial or energy. Time delays may deteriorate control performance or even
destabilize systems. The Smith predictor is widely used in process control ap-
plications to compensate for large time delays by predicting the plant output
using a simple plant model. This chapter investigates event-triggered PI con-
trol for time-delay systems as a way to reduce communication load. The plant
is given by continuous-time linear systems with parametric uncertainties. We
consider sampled-data PI control with the Smith predictor.

The main contributions of this chapter are as follows:

• We derive an exponential stability condition of time-triggered PI control
systems with parametric uncertainties (Theorem 6.1).

• We introduce periodic event-triggered PI control for time-delay sys-
tems. An exponential stability condition is derived (Theorem 6.2).

• We propose an event threshold tuning procedure under a given stability
margin (Corollary 6.1). The optimal threshold is obtained by solving a
semi-de�nite programming (SDP) problem.

• We provide numerical examples to illustrate that our proposed con-
troller reduces the communication load without performance degrada-
tion compared to conventional PI control.
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The remainder of the chapter is organized as follows. Section 6.1 describes
the PI control system with the Smith predictor. An exponential stability con-
dition is derived. In Section 6.2, we propose event-triggered PI control and
derive an exponential stability condition. We provide numerical examples in
Section 6.3. The conclusion is presented in Section 6.4.

6.1 Time-triggered PI control for time-delay sys-
tems

In this chapter, we consider a continuous-time linear plant with a process time-
delay. The plant is controlled by a PI controller with the Smith predictor (Fig-
ure 6.1). In this section, we introduce the plant with uncertain parameters,
the predictor, and the PI controller. An exponential stability condition for the
closed-loop system is derived.

6.1.1 System model

Consider a plant with a constant process time delay given by

ẋp(t) = Apxp(t) +Bpu(t− η), (6.1)
y(t) = Cpxp(t), (6.2)

where xp(t) ∈ Rn, u(t) ∈ R, y(t) ∈ R, η > 0, are the state, control sig-
nal, output, and a constant process time delay, respectively. We assume that
the sensor samples and transmits its measurement every h time interval. Let
tk, k ∈ N0, be the time of transmission k of the sensor, i.e., tk+1 − tk = h
for all t ≥ 0. A sampled-data implementation of a predictor, which updates its
state every h time interval, is given by

˙̂xp(t) = Âpx̂p(tk) + B̂pu(t), t ∈ [tk, tk+1), (6.3)
ŷ(t) = Cpx̂p(tk), (6.4)

where x̂p(t) ∈ Rn and ŷ(t) ∈ R are the predictions of the plant state and the
output. A PI controller is given by

ẋc(t) = r − e(tk)− ŷ(tk), t ∈ [tk, tk+1), (6.5)
u(t) = Kixc(tk) +Kp(r − e(tk)− ŷ(tk)), (6.6)
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Figure 6.1: Event-triggered PI control with the Smith predictor. The event trig-
ger is introduced in Section 6.2.

where xc(t) ∈ R is the controller state, r ∈ R the constant reference signal,
e(t) , y(t)− ŷ(t− η) the prediction error.

We make the following assumptions on the uncertainty of the plant.

Assumption 6.1. The system matrix Ap and the vector Bp reside in the uncer-
tain polytopes

Ap =
∑
i∈N

λiA
(i)
p , Bp =

∑
i∈N

µiB
(i)
p ,

where A(i) and B(i), i ∈ N , {1, . . . , N} are the vertex matrices and vec-
tors, respectively, and λi, µi ∈ [0, 1], are constants with

∑
i∈N λi = 1 and∑

i∈N µi = 1.

Assumption 6.2. The system (6.1)–(6.2) with the uncertain polytopes is
(A

(i)
p , B

(i)
p ) controllable and (Cp, A

(i)
p ) observable for all i ∈ N .

By augmenting the state x(t) , [x>p (t + η), x̂>p (t), x>c (t)]> ∈ R2n+1, we
have the following closed-loop system description

ẋ(t) = Ax(t) +A1x(tk) +A2x(tk − η) +BRr, t ∈ [tk, tk+1), (6.7)

with

A =

Ap 0 0
0 0 0
0 0 0

 , A1 =

0 −BpKpCp BpKp

0 Âp − B̂pKpCp B̂pKp

0 −Cp 0

 ,
A2 =

−BpKpCp BpKpCp 0

−B̂pKpCp B̂pKpCp 0
−Cp Cp 0

 , BR =

BpKp

B̂pKp

1

 .
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Remark 6.1. Suppose that Assumption 6.1 holds. Then the matrices A,A1, A2,
and BR reside in the uncertain polytope

A =
∑
i∈N

λiA
(i), 0 ≤ λi ≤ 1,

∑
i∈N

λi = 1,

A1 =
∑
i∈N

µiA
(i)
1 , 0 ≤ µi ≤ 1,

∑
i∈N

µi = 1,

A2 =
∑
i∈N

µiA
(i)
2 , 0 ≤ µi ≤ 1,

∑
i∈N

µi = 1,

BR =
∑
i∈N

µiB
(i)
r , 0 ≤ µi ≤ 1,

∑
i∈N

µi = 1,

where

A(i) =

A(i)
p 0 0
0 0 0
0 0 0

 , A
(i)
1 =

0 −B(i)
p KpCp B

(i)
p Kp

0 Âp − B̂pKpCp B̂pKp

0 −Cp 0

 ,
A

(i)
2 =

−B(i)
p KpCp B

(i)
p KpCp 0

−B̂pKpCp B̂pKpCp 0
−Cp Cp 0

 , B
(i)
R =

B(i)
p Kp

B̂pKp

1

 .
6.1.2 Stability of time-triggered PI control

We derive the stability condition of the closed-loop system (6.7).

Theorem 6.1. Consider the closed-loop system (6.7). Suppose that Assump-
tion 6.1 holds. Given Kp, Kp ∈ R, and α > 0, assume that there exist
P,R1, R2,W1,W2 ∈ S2n+1

++ , such that

Φ(i) =


Φ

(i)
11 Φ

(i)
12 PA

(i)
1 PA

(i)
2 (A(i) +A

(i)
1 )>Q

∗ Φ22 0 0 A
(i)>
2 Q

∗ ∗ −π2

4 W1 0 A
(i)>
1 Q

∗ ∗ ∗ −π2

4 e−2αηW2 A
(i)>
2 Q

∗ ∗ ∗ ∗ −Q

 < 0,

(6.8)

for all i ∈ N , where

Φ
(i)
11 , P (A(i) +A

(i)
1 ) + (A(i) +A

(i)
1 )>P + 2αP +R1 − e−2αηR2,
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Φ
(i)
12 , PA

(i)
2 + e−2αηR2,

Φ22 , −e−2αη(R1 +R2),

Q , η2R2 + h2e2αh(W1 + e−2αηW2).

Then the closed-loop system (6.7) with r = 0 is exponentially stable with
decay rate α.

Proof. See Appendix 6.A.

6.2 Event-triggered control of time-delay systems

In this section, we introduce event-triggered control. We derive an exponential
stability condition and propose a way to tune the event threshold with given
control parameters.

6.2.1 System model of event-triggered PI control

Consider the system

ẋp(t) = Apxp(t) +Bpũ(t− η)

where ũ(t) is the event-triggered control signal. We assume that ũ(t) is up-
dated by checking the event-triggering condition

(u(tk)− ũ(tk−1))2 > σu2(tk) + ρ (6.9)

at every sampling time tk, k ∈ N0, where σ ≥ 0 is a relative threshold and ρ
a constant. The event-triggered control signal is given by

ũ(t) =

{
u(tk), t ∈ [tk, tk+1), if (6.9) is true,
ũ(tk−1), t ∈ [tk, tk+1), if (6.9) is false,

with ũ0 = u(t0). De�ne the control signal error as

ξ(t) , ũ(t)− u(t)

= ũ(tk)− u(tk), t ∈ [tk, tk+1).

Then the closed-loop system is given by

ẋ(t) = Ax(t) +A1x(tk) +A2x(tk − η) +Bξ(t) +BRr (6.10)
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where

B =

BpB̂p
0

 .
Remark 6.2. Suppose that Assumption 6.1 holds. Then B resides in the uncer-
tain polytope

B =

N∑
i=1

µiB
(i), 0 ≤ µi ≤ 1,

N∑
i=1

µi = 1,

where

B(i) =

B(i)
p

B̂p
0

 .
6.2.2 Stability of event-triggered PI control

We have the following stability condition.

Theorem 6.2. Consider the closed-loop system (6.10) with ρ = 0. Suppose that
Assumption 6.1 holds. Given Kp, Kp ∈ R, and α > 0, assume that there exist
P,R1, R2,W1,W2 ∈ S2n+1

++ , w > 0, and σ > 0, such that

Ψ(i) =



PB(i) wσK>1
0 wσK>2

Φ(i) 0 wσK>1
0 wσK>2

QB(i) 0

∗ ∗ ∗ ∗ ∗ −w 0
∗ ∗ ∗ ∗ ∗ 0 −wσ


< 0, (6.11)

for all i ∈ N , where

K1 =
[
0 −KpCp Kp

]
, K2 =

[
−KpCp KpCp 0

]
.

Then the closed-loop system (6.10) with the event-triggering condition (6.9) with
r = 0 is exponentially stable with decay rate α.

Proof. See Appendix 6.B.
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Remark 6.3. For r 6= 0, we need to apply a coordinate transformation x̃(t) =
x(t)−xe where x∗e = −(A+A1+A2)−1BRr is the equilibrium point. Note that
A+A1 +A2 is invertible when a continuous controller (i.e., h = 0) stabilizes the
system and thereforeA+A1 +A2 is Hurwitz (Lemma 5.2). The event-triggering
condition (6.9) is replaced by

(u(tk)− ũ(tk−1))2 > σ(u(tk)− ue)2 + ρ

where ue = (K1 + K2)xe is the steady-state control signal. Theorem 6.2 can
be applied if we know the exact model Âp = Ap and B̂p = Bp. Otherwise, we
use the prediction of A,A1, A2, BR denoted as Â, Â1, Â2, B̂R. The prediction
matrices are given by replacing Ap, Bp in A,A1, A2, and BR by Âp, B̂p. The
event-triggering condition (6.9) is replaced by

(u(tk)− ũ(tk−1))2 > σ(u(tk)− ûe)2 + ρ

where ûe = −(K1 +K2)(Â+ Â1 + Â2)−1B̂Rr is the prediction of steady-state
control signal. In this case, the prediction error eu , ûe−ue leads to the steady-
state tracking error. The observer introduced in Chapter 5 can be used to avoid
the error.

Using (6.11), we can tune the event threshold σ to give a minimum com-
munication load satisfying a given stability margin α.

Corollary 6.1. Suppose that Assumption 6.1 holds. GivenKp,Kp ∈ R, w > 0,
and α > 0, if the SDP:

σ∗ ,max σ s.t. Ψ(i) < 0, i ∈ N , (6.12)

is feasible, then the closed-loop system (6.10) under the event-triggering condi-
tion (6.9) with σ = σ∗ is exponentially stable with decay rate α.

6.3 Numerical examples

This section provides numerical examples to illustrate our theoretical results.
Consider a �rst-order linear system

ẋp(t) = axp(t) + bũ(t− η), (6.13)
y(t) = xp(t), (6.14)
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Comm.
until t = 50

Comm.
Reduction IAE

ETS (η = 1) 285 43.0% 3.39
TTS (η = 1) 500 0% 3.52
TTPI (η = 1) 500 0% 4.52
ETS (η = 3) 316 36.8% 5.37
TTS (η = 3) 500 0% 5.43
TTPI (η = 3) 500 0% +∞
Open-loop – – 18.94

Table 6.1: Number of communications, their reductions, and the IAE for the
strategIes: ETS, TTS, and TTPI, with η = 1 and η = 3.

where the system parameters take their values in a ∈ [−0.055,−0.045] and
b ∈ [0.45, 0.55]. We use a plant model

˙̂xp(t) = −0.05x̂p(t) + 0.5ũ(t− η).

The linear matrix inequality (6.8) guarantees the exponential stability of
the time-triggered PI control system (6.13)–(6.14) with the control parameters
Kp = 0.816, Ki = 0.293, sampling interval h = 0.2, decay rate α = 0.04 for
time delays η ≤ 3.4.

Initial response

We �rst see the responses of two di�erent time delays η = 1 and η = 3 with
the reference r = 0 and initial state x(t) = [1, 0, 0], t ∈ [−3, 0]. By solving
SDPs (6.12), we obtain the event thresholds σ∗ = 0.245 and σ∗ = 0.014 for
η = 1 and η = 3, respectively. The SDP can be solved e�ectively by YALMIP
toolbox [222]. To evaluate the system performance, we use the Integral of the
Absolute Error (IAE)

IAE =

∫ +∞

0
|r − y(t)|dt.

The results for three strategies: the event-triggered PI control with the
Smith predictor (ETS), time-triggered PI control with the Smith predic-
tor (TTS), and time-triggered PI control (TTPI), together with the open-loop
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Figure 6.2: Responses to the initial state x(t) = [1, 0, 0], t ∈ [−1, 0] (top: y(t),
middle: u(t)) of the four strategies with time delay η = 1: the event-triggered
PI control with the Smith predictor (ETS: red solid line), time-triggered PI con-
trol with the Smith predictor (TTS: blue dashed line), time-triggered PI control
without the Smith predictor (TTPI: green dash-dot line), and open-loop sys-
tem (black dot line). The bottom plot shows the event generations of the ETS
at the controller.
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Figure 6.3: Responses to the initial state x(t) = [1, 0, 0], t ∈ [−3, 0] (top: y(t),
middle: u(t)) of the four strategies with time delay η = 3. The bottom plot
shows the event generations of the ETS at the controller.
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system are summarized in Table 6.1. The responses for η = 1 and η = 3 with
ρ = 0 are shown in Figure 6.2 and Figure 6.3, respectively, where we assume
that the unknown system parameters are given by a = −0.048 and b = 0.52.
It can be found that the ETS and TTS successfully compensate for the time-
delays and the outputs converge to the origin. However, the TTPI is more
oscillative in Figure 6.2 (η = 1) and does not stabilize the system in Figure 6.3
(η = 3). In fact, the IAEs for the ETS and the TTS are close as in Table 6.1,
while those for the TTPI are larger or diverges. The third plots in Figure 6.2
and Figure 6.3 show the time instances of the control command updates. We
can see, as well as Table 6.1, that the communications between the controller
and actuator are performed only 35 times and 66 times until t = 50. Including
the communications between the sensor and controller, the ETS reduces the
communications by 43.0% and 36.8% compared to the TTS.

Setpoint tracking

Next, we show the responses with r = 1. The results are shown in Figure 6.4.
In setpoint tracking, we need to apply a coordinate transformation x̃(t) =
x(t) − x̂e where x̂e = −(Â + Â1 + Â2)−1B̂Rr. In Figure 6.4, the ETS has a
similar response as the TTS with only 30 samplings until t = 50, even though
there remains a small oscillation due to inexact ûe.

6.4 Summary

In this chapter, we studied periodic event-triggered actuation applied to time-
delay systems. We considered PI controllers, which updated its control signals
when the values went beyond a given threshold. A state-space formulation of
the Smith predictor was introduced to compensate for time delays. We derived
the exponential stability condition under the assumption that the system pa-
rameters resided in uncertain polytopes. Based on this result, we proposed the
event threshold tuning. Numerical examples showed that our proposed con-
troller reduces the communication load with slight performance degradation.

6.A Proof of Theorem 6.1

Consider the functional

V = V0 + VR + VW1 + VW2 (6.15)
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Figure 6.4: Responses to the setpoint tracking r(t) = 1, ∀t ≥ 0 of the three
strategies with time delay η = 1. The bottom plot shows the event generations
of the ETS at the controller.
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where

V0 , x>(t)Px(t),

VR ,
∫ t

t−η
e2α(s−t)x>(s)R1x(s)ds

+ η

∫ 0

−η

∫ t

t+θ
e2α(s−t)ẋ>(s)R2ẋ(s)dsdθ,

VW1 , h2e2αh

∫ t

tk

ẋ>(s)W1ẋ(s)ds

− π2

4

∫ t

tk

e2α(s−t)[x(s)− x(tk)]
>W1[x(s)− x(tk)]ds,

VW2 , h2e2αh

∫ t

tk−η
ẋ>(s)W2ẋ(s)ds

− π2

4

∫ t−η

tk−η
e2α(s−t)[x(s)− x(tk − η)]>W2[x(s)− x(tk − η)]ds.

Using Lemma 5.3 and t − tk ≤ h, we have VW1 ≥ 0 and VW2 ≥ 0. We take
the derivatives of each term

V̇0 + 2αV0

= x>(t)Pẋ(t) + ẋ>(t)Px(t) + 2αx>(t)Px(t)

= x>(t)
(
P (A+A1) + P (A+A1)> + 2αP

)
x(t) + x>(t)PA2x(t− η)

+ x>(t)PA1δ1(t) + x>(t)PA2δ2(t) + x>(t− η)A>2 Px(t)

+ δ>1 (t)A>1 Px(t) + δ>2 (t)A>2 Px(t),

and

V̇W1 + 2αVW1 = h2e2αhẋ>(t)W1ẋ(t)− π2

4
δ>1 (t)W1δ1(t),

V̇W2 + 2αVW2 = h2e2αhẋ>(t)W2ẋ(t)− π2

4
e−2αηδ>2 (t)W2δ2(t),

where δ1(t) , x(tk) − x(t) and δ2(t) , x(tk − η) − x(t − η). For VR, by
Jensen’s inequality [72], we have

V̇R + 2αVR
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= x>(t)R1x(t)− e−2αηx>(t− η)R1x(t− η) + η2ẋ>(t)R2ẋ(t)

− η
∫ t

t−η
e−2α(t−s)ẋ>(s)R2ẋ(s)ds

≤ x>(t)R1x(t)− e−2αηx>(t− η)R1x(t− η) + η2ẋ>(t)R2ẋ(t)

− e−2αη

∫ t

t−η
ẋ>(s)dsR2

∫ t

t−η
ẋ(s)ds

= x>(t)(R1 − e−2αηR2)x(t) + e−2αηx>(t)R2x(t− η)

+ e−2αηx>(t− η)R2x(t) + η2ẋ>(t)R2ẋ(t)

− e−2αηx>(t− η)(R1 +R2)x(t− η).

Thus, we have

V̇ + 2αV ≤ φ>




Φ̄11 Φ̄12 Φ̄13 Φ̄14

∗ Φ̄22 Φ̄23 Φ̄24

∗ ∗ Φ̄33 Φ̄34

∗ ∗ ∗ Φ̄44



+


Φ̄15

Φ̄25

Φ̄35

Φ̄45

 Φ̄−1
55

[
Φ̄51 Φ̄52 Φ̄53 Φ̄54

]φ < 0

where φ , [x>(t), x>(t− η), δ>1 (t), δ>2 (t)]> and

Φ̄11 = P (A+A1) + (A+A1)>P + 2αP +R1 − e−2αηR2,

Φ̄12 = PA2 + e−2αηR2, Φ̄13 = PA1, Φ̄14 = PA2,

Φ̄15 = (A+A1)>Q, Φ̄22 = −e−2αη(R1 +R2),

Φ̄23 = 0, Φ̄24 = 0, Φ̄25 = A>2 Q,

Φ̄33 = −π
2

4
W1, Φ̄34 = 0, Φ̄35 = A>1 Q,

Φ̄44 = −π
2

4
e−2αηW2, Φ̄45 = A>2 Q, Φ̄55 = −Q.

The proof completes by Schur complements and since Φ̄ = {Φ̄`m}, `,m =
1, . . . , 5, is a�ne in A, A1, and A2.
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6.B Proof of Theorem 6.2

First, note that by the event-triggering condition (6.9), for some w ≥ 0, we
have wσu2(tk)− wξ2(t) ≥ 0. Introducing the functional (6.15) gives

V̇ + 2αV

≤ φ>Φ̄1:4φ+ x>(t)PBξ(t) + ξ>(t)B>Px(t) + ẋ>(t)Qẋ(t)

+ wσu2(tk)− wξ2(t)

= ψ>

 Φ̄1:4

PB
0
0
0

B>P 0 0 0 −w

ψ + ẋ>(t)Qẋ(t) + wσu2(tk),

where ψ = [x>(t), x>(t− η), δ>1 (t), δ>2 (t), ξ>(t)]> and Φ̄1:4 is the submatrix
obtained by omitting the 5-th row and column vectors from Φ̄. Substituting
u(tk) = K1x(tk) + K2x(tk − η) and applying Schur complements, we have
that V̇ + 2αV < 0 if

Ψ̄ ,



PB wσK>1
0 wσK>2

Φ̄ 0 wσK>1
0 wσK>2
QB 0

∗ ∗ ∗ ∗ ∗ −w 0
∗ ∗ ∗ ∗ ∗ 0 −wσ


< 0.

The proof completes since Ψ̄ is a�ne in A, A1, A2, and B.





Chapter 7

Event-triggered Controller
Switching

Deploying a new sensor can improve closed-loop control performance of pro-
cess control systems. Wireless sensors can be deployed easily since they do
not require cabling. In the previous two chapters, we considered fully wire-
less control and developed event-triggered actuation for multi-loop process
control and time-delay systems. In contrast, this chapter investigates partially
wireless control. We propose a way to introduce new wireless sensors to an
operating hard-wired control system to improve its control performance. In
particular, we consider the scenario that i) a hard-wired feedback control is
regulating a plant with a potential disturbance, and ii) we introduce feedfor-
ward or cascade control by deploying a wireless sensor to mitigate the e�ect
of the disturbance.

The usage of wireless sensors should be minimized since they usually have
no reliable energy sources. The idea to tackle this problem is to activate wire-
less sensors only when a disturbance appears. Sensor activation switches a
controller to a feedforward or cascade control mode from a PI control mode.
In this chapter, we propose a controller switching framework utilizing event-
triggered sampling.

The main contributions of this chapter is as follows:

• We introduce output feedback control that is a general form of feed-
forward and cascade control. Stability conditions are derived using the
Lyapunov–Krasovskii functional (Lemma 7.1).

153
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• We propose a controller switching framework as a switched output feed-
back control system. The stability conditions for the proposed control
system are derived (Theorem 7.1).

• Applications to cascade and feedforward control are studied. It is shown
in numerical examples that our framework reduces communication be-
tween sensors and a controller while providing the disturbance rejection
capability.

The remainder of the chapter is organized as follows. Section 7.1 describes
the system considered. We introduce output feedback control and derive sta-
bility conditions. In Section 7.2, we propose a controller switching framework.
Section 7.3 discusses the applications of this framework to cascade and feed-
forward control. We provide numerical examples in Section 7.4. The conclu-
sion is presented in Section 7.5.

7.1 Output feedback control with multiple sensors

In this section, we introduce a continuous-time linear system monitored by
multiple sensors and controlled by an output feedback controller. Stability
conditions are derived under bounded sampling intervals of each sensor.

7.1.1 System model

Consider a plant given by

ẋp(t) = Apxp(t) +Bpu(t) +Bdd(t), (7.1)
yi(t) = Cp,ixp(t), i ∈ N , {1, . . . , N}, (7.2)

where xp(t) ∈ Rnp , u(t) ∈ Rm, d(t) ∈ Rnd and yi(t) ∈ Rqi are the state,
control signal, disturbance, and measurement by sensor i ∈ N , respectively.
The matrices Ap, Bp, Bd, and Cp,i, i ∈ N are real matrices of appropriate
dimensions. We consider an output feedback controller

ẋc(t) = Acxc(t) +
∑
N
Bc,iyi(si(t)) +Brr(t), (7.3a)

u(t) = Ccxc(t) +
∑
N
Dc,iyi(si(t)) +Drr(t), (7.3b)
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PlantController

Figure 7.1: Output feedback control system with N sampled-data measure-
ments.

that employs sampled-data measurements, where xc(t) ∈ Rnc is the controller
state, r(t) ∈ Rnr the reference signal, and si(t) ∈ R the latest time instance at
time t when sensor i transmitted its measurement. The matrices Ac, Bc,i, Br ,
Cc, Dc,i, Dr , i ∈ N , are real matrices of appropriate dimensions. The block
diagram of the system considered is depicted in Figure 7.1.

By augmenting the state x(t) = [x>p (t), x>c (t)]> ∈ Rnp+nc , we have the
following time-delay closed-loop system description

ẋ(t) = Ax(t) +
∑
N
Aix(t− τi(t)) +BDd(t) +BRr(t), (7.4)

yi(t) = Cix(t), i ∈ N , (7.5)

where

A =

[
Ap BpCc
0 Ac

]
, Ai =

[
BpDc,iCp,i 0
Bc,iCp,i 0

]
,

BD =

[
Bd
0

]
, BR =

[
BpDr

Br

]
,

Ci =
[
Cp,i 0

]
, i ∈ N ,

and τi(t) = t − si(k) with τ̇i(t) = 1 for all i ∈ N are time delays due to
sampling.

7.1.2 Stability analysis

We derive stability conditions for the closed-loop system (7.4) with bounded
sampling intervals. We assume that any sampling satis�es t−si(t) ≤ hi,∀t >
0. For simplicity, consider the two-sensors case, i.e., N = 2. We have the
following lemma.
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Lemma 7.1. Assume that there exist P,U1, U2 ∈ Sn++, some matrices P2, P3,
and a constant α > 0 such that the linear matrix inequalities (LMIs)[

Φ11 Φ12

? Φ22 + h1U1 + h2U2

]
< 0, (7.6)Φ11 Φ12 −h1P
>
2 A1

∗ Φ22 + h2U2 −h1P
>
3 A1

∗ ∗ −h1U1e−2αh1

 < 0, (7.7)

Φ11 Φ12 −h2P
>
2 A2

∗ Φ22 + h1U1 −h2P
>
3 A2

∗ ∗ −h2U2e−2αh2

 < 0, (7.8)


Φ11 Φ12 −h1P

>
2 A1 −h2P

>
2 A2

∗ Φ22 −h1P
>
3 A1 −h2P

>
3 A2

∗ ∗ −h1U1e−2αh1 0
∗ ∗ 0 −h2U2e−2αh2

 < 0, (7.9)

where

Φ11 = P>2 (A+A1 +A2) + (A+A1 +A2)>P2 + 2αP,

Φ12 = P − P>2 + (A+A1 +A2)>P3,

Φ22 = −P3 − P>3 ,

are feasible. Then the closed-loop system (7.4) with d(t) ≡ 0 and r(t) ≡ 0 is
exponentially stable with decay rate α > 0 for all sampling instants less than or
equal to h1 for sensor 1 and h2 for sensor 2.

Proof. See Appendix 7.A.

Remark 7.1. Lemma 7.1 can be extended to N ≥ 3. In this case, 2N LMIs will
appear. Our assumption that N = 2 is reasonable as many process control loops
consist of at most two sensors such as feedforward control and cascade control.

7.2 Event-triggered controller switching

The main idea of this chapter is to activate a sensor to improve the transient
response only when the output �uctuates. In this section, we propose a con-
troller switching framework, which activates another sensor only when its
measurement gap from the last sampling goes beyond a given threshold.
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Let us de�ne two controllers, one of which computes the control signal
using one sensor output y1(t), and another controller uses two outputs y1(t)
and y2(t). Consider the following two controllers

ẋ1
c(t) = A1

cx
1
c(t) +B1

c,1y1(s1(t)) +K1
bφ

1(t) +B1
rr, (7.10a)

u1(t) = C1
cx

1
c(t) +D1

c,1y1(s1(t)) +D1
rr, (7.10b)

and

ẋ2
c(t) = A2

cx
2
c(t) +B2

c,1y1(s1(t)) +B2
c,2y2(s2(t))

+K1
bφ

2(t) +B2
rr, (7.11a)

u2(t) = C2
cx

2
c(t) +D2

c,1y1(s1(t)) +D2
c,2y2(s2(t)) +D2

rr(t), (7.11b)

where x1
c(t) ∈ Rn1

c , x2
c(t) ∈ Rn2

c are the controller states and φi(t) , u(t)−
ui(t) the control signal error. Here, u(t) is the actual control signal to the
actuator, which is de�ned by

u(t) =

{
u1(t), if σ(t) = 1,
u2(t), if σ(t) = 2,

(7.12)

where σ : R→ {1, 2} is the controller index function. It takes σ(t) = 1 when
controller 1 is activated, and σ(t) = 2 when controller 2. The block diagram
of this switching controller is illustrated in Figure 7.2. The terms Ki

bφ
i(t) are

called bumpless transfer introduced to reduce the e�ect of controller switch-
ing [221]. Let us note that controller (7.10) uses only the measurement from
sensor 1, while controller (7.11) uses both sensors 1 and 2. Augmented by
x>(t) = [x>p (t), x1>

c (t), x2>
c (t)]> ∈ Rnp+n1

c+n2
c , we obtain the following hy-

brid system description

ẋ(t) = Aσ(t)x(t) +A
σ(t)
1 x(s1(t)) +A

σ(t)
2 x(s2(t))

+B
σ(t)
D d(t) +B

σ(t)
R r(t), σ(t) ∈ {1, 2}, (7.13)

y1(t) = C1x(t), (7.14)
y2(t) = C2x(t), (7.15)

where

A1 =

Ap BpC
1
c 0

0 A1
c 0

0 K2
bC

1
c A2

c −K2
bC

2
c

 ,
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Controller
-

-

+

+

periodic sampling

event-triggered
sampling

Controller 1

Controller 2

Figure 7.2: Block diagram of an event-triggered switching controller. Con-
troller 1 computes control signal u1 and controller 2 computes u2. The control
signal to the plant u is chosen based on the switching rule.

A1
1 =

 BpD
1
c,1Cp,1 0 0

B1
c,1Cp,1 0 0

B2
c,1Cp,2 +K2

b (D1
c,1 −D2

c,1)Cp,1 0 0

 ,
A1

2 =

 0 0 0
0 0 0

B2
c,2Cp,2 −K2

bD
2
c,2Cp,2 0 0

 ,
B1
D =

Bd0
0

 , B1
R =

 BpD
1
r

B1
r

B2
r +K2

b (D1
r −D2

r)

 ,
A2 =

Ap 0 BpC
2
c

0 A1
c −K1

bC
1
c K1

bC
2
c

0 0 A2
c

 ,
A2

1 =

 BpD
2
c,1Cp,1 0 0

B1
c,1Cp,2 +K1

b (D2
c,1 −D1

c,1)Cp,1 0 0

B2
c,1Cp,1 0 0

 ,
A2

2 =

 BpD
2
c,2Cp,1 0 0

K1
bD

2
c,2D

2
c,2Cp,1 0 0

B2
c,2Cp,2 0 0

 ,
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B2
D =

Bd0
0

 , B2
R =

 BpD
2
r

B1
r +K1

b (D2
r −D1

r)
B2
r

 ,
C1 =

[
Cp,1 0 0

]
, C2 =

[
Cp,2 0 0

]
.

We de�ne controller switching consisting of three modesQ , {q1, q2, q3},
see Figure7.3. The initial states of the switching is assumed to be q(0) = q1,
x(0) = x0 ∈ Rnp+n1

c+n2
c , s1(0) = s2(0) = 0, where q : R → Q is the mode

index function. Each mode is characterized by which controller is activated
and when the sensor measurements are transmitted.

• In mode q1, controller 1 is used, and only sensor 1 transmits the mea-
surement with every h1 interval to the controller:

q1 :


σ(t) = 1,
s1(t) = bt/h1ch1,
s2(t) = 0.

• In mode q2, controller 2 is used. Sensor 1 continues to transmit the mea-
surement with every h1 interval to the controller, but sensor 2 transmits
through event-triggered sampling:

q2 :


σ(t) = 2,
s1(t) = bt/h1ch1,
s2(t) = mint′

{
t′ : (‖y2(t)− y2(t′)‖ ≥ δ

∧ t− t′ ≥ hmin) ∨ t− t′ = h2

}
,

where the minimum inter-sampling time hmin < h2 is introduced to
avoid Zeno behavior.

• In mode q3, controller 1 is used and only sensor 1 transmits the mea-
surement with every h1 interval to the controller:

q3 :


σ(t) = 1,
s1(t) = bt/h1ch1,
s2(t) = s2(t′),

where t′ = maxt{t : q(t) = q2}.
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Figure 7.3: Mode transition diagram among q1, q2, and q3.

Mode transition from mode q1 to q2 occurs when ‖y2(t)−y2(s2(t))‖ ≥ δ, and
from q2 to q3 occurs at t = t1 +T when ‖y2(t)−y2(t1)‖ < δ, ∀t ∈ [t1, t1 +T ),
for some t1.

Now, we make the following assumption.

Assumption 7.1. There existP j , U j1 , U
j
2 ∈ Sn++, and somematricesP j2 , P

j
3 for

j = 1, 2, such that the LMIs (7.6)–(7.9) hold in which the matrices are replaced
by P = P j , U1 = U j1 , U2 = U j2 , P2 = P j2 , P3 = P j3 , and

Φ11 = P>2 (Aj +Aj1 +Aj2) + (Aj +Aj1 +Aj2)>P2 + 2αP,

Φ12 = P − P>2 + (Aj +Aj1 +Aj2)>P3,

Φ22 = −P3 − P>3 .

Assumption 7.1 guarantees that both controllers (7.10) and (7.11) without
switching stabilize the plant (7.1)–(7.2). The following theorem summarizes
that the proposed switching framework yields a stable closed-loop system.

Theorem 7.1. Suppose Assumption 7.1 holds. The event-triggered switching
control system de�ned by the plant (7.1)–(7.2) and the controllers (7.10)–(7.12)
is asymptotically stable with d(t) ≡ 0 and r(t) ≡ 0.

Proof. First, note that the state x(t) converges to the origin if the system stays
in mode q1 for all t ≥ 0. We show that, in mode q2, there exists time instance t1
such that ‖y2(t)− y2(t1)‖ < δ for t > t1. Due to Assumption 7.1, the system
with controller 2 is asymptotically stable. Thus, there exists a time instance t′1
such that y2(t) never leaves the δ/2-neibourhood of the origin for t > t′1.
Taking t1 > t′1 as the �rst sensor 2 sampling time after t′1, then, for t > t1, we
have ‖y2(t) − y2(t1)‖ < δ. This guarantees that the system goes to mode q3

after t = t1 + T . The proof completes since in mode q3, the system with
controller 1 is also asymptotically stable.
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Figure 7.4: Event-triggered cascade control with controller switching.

7.3 Applications to cascade and feedforward control

In this section, we apply the controller switching to cascade and feedforward
control. Our idea is to use a PI controller when disturbances are not present
and to activate a cascade controller or a feedforward controller when they are
believed to be present.

7.3.1 Cascade control

In cascade control, the outer controller computes its control signal for the in-
ner controller. The inner controller then sends its control signal to the actuator.
Corresponding to the controller switching framework, the cascade control is
used in mode q2, while PI control is activated in mode q1 and q3.

The block diagram of the event-triggered cascade control with controller
switching is shown in Figure 7.4. Plants 1 and 2 are given by

ẋp1(t) = Ap1xp1(t) +Bp1y2(t),

ẋp2(t) = Ap2xp2(t) +Bp2u(t) +Bd2d(t),

with
y1(t) = Cp1xp1(t), y2(t) = Cp2xp2(t),

where xp1(t) and xp2(t) are the states of plants 1 and 2, respectively. Thus, we
have

Ap =

[
Ap1 Bp1Cp2
0 Ap2

]
, Bp =

[
0
Bp2

]
, Bd =

[
0
Bd2

]
,
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C1
p =

[
Cp1 0

]
, C2

p =
[
0 Cp2

]
.

Consider PI control for both outer and inner controllers. Denote xc1(t)
and u1(t) as the outer controller state and its control signal, respectively. Then
we have

ẋc1(t) = r(t)− y1(s1(t)),

u1(t) = K2
i1xc1(t) +K2

p1(r(t)− y1(s1(t))).

In the same way, we describe the inner controller as

ẋc2(t) = u1(t)− y2(s2(t)),

u2(t) = K2
i2xc2(t) +K2

p2(u1(t)− y2(s2(t))),

where xc2(t) is the secondary controller state. Introducing an augmented con-
troller state x2>

c (t) = [x>c1(t) x>c2(t)]>, we obtain a cascade controller as (7.11)
with

A2
c =

[
0 0
K2

i1 0

]
, B2

c,1 =

[
−1
−K2

p1

]
, B2

c,2 =

[
0
−1

]
,

B2
r =

[
1
K2

p1

]
, C2

c =
[
K2

p2K
2
i1 K2

i2

]
,

D2
c,1 = −K2

p2K
2
p1, D2

c,2 = −K2
p2, D2

r = K2
p2K

2
p1.

In the same way, we obtain a PI controller as (7.10) with

A1
c = 0, B1

c,1 = −1, B1
r = 1,

C1
c = K1

i , D1
c,1 = −K1

p, D1
r = K1

p. (7.16)

7.3.2 Feedforward control

The block diagram of the event-triggered feedforward control with controller
switching is shown in Figure 7.5. Plant 2 can be an uncontrolled stable plant, a
closed-loop system, or an independent controller located in a di�erent place.
The plants are given by

ẋp1(t) = Ap1xp1(t) +Bp1u(t) +Bd1w(t),

ẋp2(t) = Ap2xp2(t) +Bd2d(t),
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Figure 7.5: Event-triggered feedforward control with controller switching.

ẋp3(t) = Ap3xp3(t) +Bd3y2(t),

with

y1(t) = Cp1xp1(t), y2(t) = Cp2xp2(t),

w(t) = Cp3xp3(t).

The feedforward controller used in mode q2 is described as (7.11) with

A2
c = 0, B2

c,1 = −1, B2
c,2 = 0, B2

r = 1,

C2
c = K2

i , D2
c,1 = −K2

p, D2
c,2 = K2

f , D2
r = K2

p,

where K2
f is a feedforward gain. In mode q1 and q3, the controller is given

by (7.10) with (7.16).

7.4 Numerical examples

In this section, we provide numerical examples of the proposed framework
applied to cascade and feedforward control.
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7.4.1 Event-triggered cascade control

We �rst illustrate cascade control, where the plant is given by

ẋp1(t) =

 0 1 0
0 0 1
−1 −3 −3

xp1(t) +

0
0
1

 y2(t),

ẋp2(t) = −2xp2(t) + u(t) + d(t),

y1(t) =
[
10 0 0

]
xp1(t), y2(t) = 3xp2(t).

Lemma 7.1 guarantees that both controllers with the parametersK1
p = 0.0119,

K1
i = 0.0140, K1

b = 50, K2
p1 = 0.015, K2

i1 = 0.0209, K2
p2 = 0.244, K2

i2 =

1.8209, and K2>
b = [5, 5] stabilize the system with h1 = 1.5, h2 = 0.3. We

introduce the proposed event-triggered controller switching with δ = 0.2 and
T = 3.

Figure 7.6 shows the response to the external disturbance d(t) = 5, ∀t ≥ 5.
It can be found that the disturbance activates sensor 2, and the controller is
switched to the cascade control. In mode q2, sensor 2 takes frequent samplings
at the beginning. After several periodic samplings, sensor 2 is deactivated and
the mode is switched to q3 (Figure 7.6: bottom).

Figure 7.7 compares outputs y1(t) for three cases: the proposed event-
triggered cascade control with controller switching (ET cascade control, red
solid line), cascade control with constant sampling rates with h1 = 1.5,
h2 = 0.3 (TT cascade control), and PI control with h1 = 1.5 (TT PI control,
green dot line). Apparently, the cascade controllers dramatically reduce the
e�ect of the disturbance. Furthermore, since the proposed control suspends
sensor 2 samplings after the mode is switched, fewer samplings are needed
than the cascade control with constant samplings rates. The proposed control
takes 41 samples only in q2, while the control with constant sampling rates
takes 117 samplings until t = 35 and the total samplings will constantly in-
crease.

7.4.2 Event-triggered feedforward control

We next show a numerical example of the proposed event-triggered feedfor-
ward control. The plant is given by

ẋp1(t) =

[
−5 0
1 0

]
xp1(t) +

[
1
0

]
u(t) +

[
1
0

]
w(t),
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Figure 7.6: Response of event-triggered cascade control with controller switch-
ing (red: mode q1, yellow: mode q2, and green: mode q3).
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Figure 7.7: Outputs for the three cases: the proposed event-triggered cascade
control with controller switching (ET cascade control, red solid line), cascade
control with constant sampling rates (TT cascade control, blue dashed line),
and PI control (TT PI control, green dot line).

ẋp2(t) = −xp2(t) + d(t), ẋp3(t) = −5xp2(t) + y2(t),

y1(t) =
[
0 10

]
xp1(t), y2(t) = 3xp2(t), w(t) = xp3(t).

Lemma 7.1 guarantees that both controllers with the parameters K1
p = 0.85,

K1
i = 0.0241,K1

b = 50,K2
p = 0.325,K2

i1 = 0.288,K2
f = −0.1, andK2

b = 50
stabilize the system with h1 = 0.5, h2 = 2.5. We introduce the proposed
event-triggered controller switching with δ = 0.1 and T = 12.5.

Figure 7.8 shows the response to the reference signal r(t) = 1, ∀t ≥ 0, and
the external disturbance d(t) = 0.1,∀t ≥ 15. The reference signal does not
activate sensor 2 and the mode stays mode q1. The disturbance occurs at t =
15, which results in mode switching. In mode q2, the feedforward controller
takes the corrective action based on sensor 2 measurements as shown in the
bottom plot of Figure 7.8. Sensor 2 takes frequent samples until around t = 18,
then is deactivated at t = 30 after several periodic samplings.

Figure 7.9 compares outputs for three cases: the proposed event-triggered
feedforward control with controller switching (ET FF + PI control, red solid
line), feedforward control with constant sampling rates with h1 = 0.8, h2 =
2.5 (TT FF + PI control, blue dashed line), and PI control with h1 = 0.8 (TT
PI control, green dot line). The proposed controller realizes the same step re-
sponse as the PI control which has a smaller overshoot than the feedforward
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Figure 7.8: Response of event-triggered feedforward control with controller
switching (red: mode q1, yellow: mode q2, and green: mode q3).
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Figure 7.9: Outputs for the three cases: the proposed event-triggered feedfor-
ward control with controller switching (ET FF + PI control, red solid line),
feedforward control with constant sampling rates (TT FF + PI control, blue
dashed line), and PI control (TT PI control, green dot line).

control. It achieves better disturbance rejection compared to the PI control
since the controller is switched to the one with a large integral gain and with
a feedforward controller. It has even better performance than the feedforward
control with constant sampling rates since the event-triggered samplings can
rapidly react to the disturbance.

7.5 Summary

In this chapter, we proposed an event-triggered controller switching frame-
work for plants monitored by multiple sensors. We considered a scenario that
a controller regulated a plant with a hard-wired sensor, and another wireless
sensor was deployed to improve closed-loop control performance. The wire-
less sensor was activated in an event-triggered fashion to attenuate the e�ects
of external disturbances. We derived the stability conditions of the proposed
systems. It was shown that this framework could be applied to cascade and
feedforward control. Numerical examples showed that the framework could
mitigate the e�ect of disturbances with fewer samplings compared to con-
trollers with constant sampling and without switching.
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7.A Proof of Lemma 7.1

The proof follows [124]. Denote xt(θ) = x(t + θ), then consider the
Lyapunov–Krasovskii functional

Vs(t, x(t), ẋt) = V (t)

= x>(t)Px(t) + VU1(t, ẋt) + VU2(t, ẋt)

where
VUi(t, ẋt) = (hi − τi(t))

∫ t

si(t)
e2α(s−t)ẋ>(s)Uiẋ(s)ds

for i = 1, 2. Since

V̇Ui + 2αVUi

= −
∫ t

si(t)
e2α(s−t)ẋ>(s)Uiẋ(s)ds+ (hi − τi(t))ẋ>(t)Uiẋ(t)

≤ −e2αhi

∫ t

si(t)
ẋ>(s)Uiẋ(s)ds+ (hi − τi(t))ẋ>(t)Uiẋ(t),

we have

V̇ (t) + 2αV (t)

≤ 2ẋ>(t)Px(t) + 2αx>(t)Px(t)

−
2∑
i=1

[
e2αhi

∫ t

t−τi(t)
ẋ>(s)Uiẋ(s)ds− (hi − τi(t))ẋ>(t)Uiẋ(t)

]
. (7.17)

De�ning

vi =
1

τi(t)

∫ t

t−τi(t)
ẋ(s)ds,

we apply Jensen’s inequality∫ t

t−τi(t)
ẋ>(s)Uiẋ(s)ds ≥ τi(t)viUivi

and the descriptor method [224], where the right-hand side of the description

0 = 2
[
x>(t)P>2 + ẋ>(t)P>3

]
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×
[
(A+A1 +A2)x(t)− τ1(t)A1v1 − τ2(t)A2v2 − ẋ(t)

]
with some matricesP2, P3 ∈ Rn×n is added into (7.17). Thus, by setting η(t) =
[x>, ẋ>(t), v>1 , v

>
2 ], we have

d

dt
V (t) + 2αV (t) ≤ η>(t)Ψη(t) ≤ 0

if

Ψ(τ1, τ2) =


Φ11 Φ12 −τ1P

>
2 A1 −τ2P

>
2 A2

∗ Φ22 + Φ′22 −τ1P
>
3 A1 −τ2P

>
3 A2

∗ ∗ −τ1U1e−2αh1 0
∗ ∗ 0 −τ2U2e−2αh2

 < 0 (7.18)

where Φ′22 = (h1 − τ1(t))U1 + (h2 − τ2(t))U2. The LMI (7.18) holds if (7.6)–
(7.9) are satis�ed since

η>Ψ(τ1, τ2)η =
h1 − τ1

h1

(
h2 − τ2

h2
η>Ψ(0, 0)η +

τ2

h2
η>Ψ(0, h2)η

)

+
τ1

h1

(
h2 − τ2

h2
η>Ψ(h1, 0)η +

τ2

h2
η>Ψ(h1, h2)η

)
.



Chapter 8

Conclusions and Future
Research

This chapter summarizes the main results of the thesis and discusses possible
directions for future research.

8.1 Conclusions

In this thesis, we focused on two essential problems for wireless process con-
trol: the design of a multi-hop network scheduler (Part I) and event-triggered
process control algorithms (Part II).

Multi-hop network scheduler

In Chapter 3, we proposed a multi-hop network scheduler for monitoring sys-
tems. We formulated an optimization problem minimizing an in�nite-time av-
eraged estimation error covariance taking into account sensor energy con-
sumption. By exploiting the necessary conditions for network scheduling op-
timality, we showed that the problem could be divided into two subproblems:
tree planning and sensor selection. The tree planning subproblem gives opti-
mal routes from sensors to the remote estimator under a given set of sched-
uled sensors. It was shown that a solution could be derived e�ciently. The
sensor selection subproblem o�ers an optimal sensor selection at every time
instance. By transforming the problem to a Markov decision process, we de-
rived a condition for the existence of a periodic optimal schedule. We proposed

171



172 Conclusions and Future Research

two algorithms for suboptimal schedules. It was demonstrated that the pro-
posed algorithms are e�ective through three numerical examples.

In Chapter 4, we proposed a co-design framework for sensor scheduling,
routing, and control over a multi-hop wireless sensor and actuator network.
We considered a sensor–actuator network where the controllers were co-
located with the corresponding actuators. In this framework, we showed that
optimal schedules, routes, and controllers could be obtained separately. The
optimal schedules were given by covariance-based threshold policies, routes
by solving the minimum-cost path problem between each sensor and actu-
ator, and controllers by the standard linear quadratic Gaussian controller de-
sign problem. We also provided algorithms for sensors and actuators to switch
routes and schedules locally in case of network link outage. The applicability
of the theoretical results and the proposed algorithms were illustrated in a
numerical example.

Event-triggered process control

In Chapter 5, we studied periodic event-triggered actuation applied to PID,
cascade, and decoupling control. The controllers updated its command when
its value went beyond a given threshold. We formulated an event-triggered
output feedback control system with delayed samplings, and its exponential
stability was derived in the form of linear matrix inequalities (LMIs). It was
shown that the proposed controller was capable of setpoint tracking and dis-
turbance rejection. Event threshold tuning was also proposed. We applied the
framework to PI, PID, cascade, and decoupling control. The numerical exam-
ples showed that the proposed controllers reduced the communication load
while maintaining control performance.

In Chapter 6, we investigated periodic event-triggered actuation applied
to time-delay systems. We considered a PI controller updating its control com-
mand when it went beyond a given threshold. The Smith predictor was intro-
duced to compensate for time delays. Stability conditions in the form of LMIs
under the assumption that the system parameters resided in uncertain poly-
topes were derived. Based on this result, an event threshold tuning procedure
was proposed. Numerical examples showed that the controller reduced the
communication load with only a slight performance degradation.

In Chapter 7, we proposed an event-triggered controller switching frame-
work for plants monitored by multiple sensors. We studied output feedback
control systems where one sensor was activated in an event-triggered fash-
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ion to attenuate the e�ects of an external disturbance. We derived stability
conditions of the proposed closed-loop systems. It was shown that this frame-
work could be applied to cascade and feedforward control. Numerical exam-
ples showed that the proposed algorithm mitigated disturbances with fewer
samplings than controllers with constant sampling and without the proposed
switching.

8.2 Future research directions

There are several interesting research directions based on the work presented
in this thesis. We summarize some possible extensions in this section.

Multi-hop scheduling under limited number of timeslots

Our framework in Part I assumed that we could use as many timeslots as
we need in every single superframe. However, the number of timeslots in a
single superframe is limited in existing protocols such as WirelessHART and
ISA100.11a. We are planning to consider this case, in which sensor data may
not reach an estimator or a controller in a single superframe, in the future.
An optimal network schedule, as the one derived in Chapter 3, does not then
necessarily form a tree graph. Moreover, we cannot obtain optimal routes and
schedules independently for each control loop, as was done in Chapter 4.

Network recon�guration under detailed channel models

Optimal schedules and routes are not �xed as the wireless environment in
process plants may change signi�cantly over time. In Chapter 4, we proposed
algorithms to switch schedules and routes when a link is unavailable. The
algorithms can be improved by introducing channel variation models to make
our framework tolerant to network environment change. For example, a semi-
Markov chain model can be used [115].

Applications of event-triggered control

As an extension of the work in Part II, it is interesting to consider other control
architectures commonly used in process control systems, for example, split-
range control and override control [25]. Other types of predictors can also be
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considered. In [225], the authors propose a sequence of subpredictors to stabi-
lize a plant with a long time delay. Event-triggered control with such predic-
tors could be developed. Uncertain time-varying delays can also be considered
by applying the results in [226]. Anti-windup compensation could be extended
to other control architectures [201, 227].
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