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Abstract

Modeling and simulation of communication networks using the modeling language Modelica is discussed. Congestion control in packet-switched networks, such as the Internet, is today mainly analyzed through time-consuming simulations of individual packets. We show, by developing a model library based on a recent hybrid systems model, that Modelica provides an efficient platform for the analysis of communication networks. As an example, a comparison between the two congestion control protocols is presented.

1 Introduction

The objective with research on control of networks is often to improve traffic throughput and to better accommodate different service demands. Communication networks experience major problems due to traffic congestion. Today’s congestion control is in most networks implemented as end-to-end protocols [1, 2, 3]. The protocols have proved to form the basis of a remarkably robust and scalable system, though the understanding of the basic principles of these complex systems are far from satisfactory [4, 5, 6].

The intention of this paper is to describe initial work on modeling packet-switched communication network using Modelica [7, 8], which is an object-oriented language for modeling physical systems. The standard modeling and simulation environment targeted at network research is the discrete-event simulator ns-2 [9]. Since ns-2 directly implements the Internet protocols and simulates individual packets, it provides on one hand accurate simulation results but on the other hand a rather slow simulation speed. The result of this is that ns-2 is mainly for studying relatively small networks over a short time scale. The other extreme is to use flow models, i.e., to approximate packet transmission with a continuous flow and basically neglect the network protocols. A hybrid systems model, which is based on the average rates but takes packet drops and rate adjustments due to congestion control into account, was recently proposed in the literature [10]. The motivation for this model is to capture the network behavior on a time scale in between packet models and flow models. Studies have shown that the hybrid model is able to model many important network phenomena [10, 11]. In this paper, we show that the hybrid model is suitable for Modelica. Moreover, we show that the model can then be efficiently simulated using Dymola [12], which is a commercial Modelica simulation environment.

The outline of the paper is as follows. In Section 2, a brief introduction to congestion control in communication networks is presented. The hybrid model is described in Section 3 and its Modelica implementation is discussed in Section 4. An example, where two TCP versions are compared for a small wireless network, is given in Section 5. The paper ends in Section 6 with a small discussion on ongoing work.

2 Communication Networks

A packet-switched network can be described by a directed graph, see Figure 1. The nodes represent the routers, which direct the packets from sender to receiver, and the edges correspond to wired or wireless links. The bandwidths of the links are limited, so each router has a buffer where packets are stored if more packets are entering the router than are leaving. In this way, it is possible to deal with minor traffic congestion in the network. If too many packets enter a router in a short amount of time, however, packets will be dropped due to that the router buffer has finite size. The way this congestion problem is handled by the senders on the Internet is through a control mechanism denoted transmission control protocol (TCP). The receiver sends acknowledgments back to the sender, when packets have arrived. In order to efficiently use the network resources, the TCP sender adjusts its sending rate according to a control variable called the window size \( w \). The TCP sender sends \( w \) number of packets and waits for their acknowledgments to return. Hence, \( w \) corresponds to the number of unacknowledged packets the sender may have in the network. When the sender has received acknowledgments for all \( w \) packets, the window size is increased by one: \( w := w + 1 \). If a packet is dropped (so that no acknowledgment for that packet is received), \( w \) is decreased by a factor two. Hence, TCP uses additive increase and multiplicative decrease (AIMD) to regulate the congestion window size based on explicit acknowledgments and implicit negative acknowledgments. Although, the AIMD control strategy
has proved to be efficient, robust and remarkably scalable for the Internet, it is believed that it might be too abrupt for emerging applications such as streaming of audio and video.

3 Hybrid Model

In the hybrid model for communication networks proposed by Hespanha et al. [10, 11], the network dynamics and the TCP dynamics are modeled as hybrid systems (e.g., [13, 14, 15]). A hybrid system is a mathematical model for a dynamic system that has both continuous-time and discrete-event dynamics. The traffic dynamics of a packet-switched communication network is suitable to model as a hybrid system, where the packet flows are approximated by continuous dynamics while packet drops and control protocols are modeled as discrete changes. The motivation for introducing a hybrid model for communication networks is that it captures the behavior of the system on a time scale in between conventional packet models and flow models. Thanks to the model abstraction of packets, the simulation time is in principle not affected by the number of packets transmitted or the queue sizes. Still, the hybrid model shows enough detail to accurately model transmission protocols and packet drops.

3.1 Network Dynamics

Packet transmission rates and queue lengths are continuous-time variables in the hybrid model. The received rate of packets at a router is denoted \( r \) and the sent rate is denoted \( s \). The number of packets stored in a router queue is denoted \( q \). The dynamics of the queue is depending on if the queue is full (\( q \geq q_{\max} \)) or not (\( 0 \leq q < q_{\max} \)). For each router, we introduce the hybrid system with two discrete states shown in Figure 2. In this model, subscript \( f \) refers to flow \( f \), the variables \( q \) and \( s \) are defined as \( q = \sum f q_f \) and \( s = \sum f s_f \), and the bandwidth of the outgoing link is equal to a constant \( B \). Note that when the queue is full, a drop will be generated as soon as the variable \( z \) is equal to the predefined packet size \( L \). Which flow \( f \) of the incoming flows that will lose a packet is determined by the distribution of the flows in the queue.

3.2 TCP Dynamics

For TCP, the sending rate \( r \) and window size \( w \) are conveniently modeled as continuous variables, while the various modes of TCP (such as slow-start, congestion avoidance, and fast recovery) represent discrete states. The hybrid TCP model consists of four discrete states as shown in Figure 3. Here the round-trip time \( RTT_f \) for flow \( f \) is the time between sending a packet and receiving the corresponding acknowledgment. It is given by the sum of the physical propagation time and the queuing times. The hybrid TCP model uses an estimate of \( RTT_f \) to update the window size \( w_f \) and to derive the sending rate \( r_f \), which also depend on the discrete state of the TCP.
Figure 4: Composition of hybrid communication network model. The network dynamics and the TCP dynamics are separated.

4 Modelica Implementation

Modelica is an object-oriented modeling language designed mainly for large heterogeneous physical systems. It is suitable for the hybrid network model described in previous section. For example, the continuous dynamics of the TCP model in Figure 3 is implemented through the following code:

```plaintext
if SlowStart then
    der(w)=log(2)*w/RTT;
    r=w*L/RTT;
elseif CongAvoid then
    der(w)=1/RTT;
    r=w*L/RTT;
elseif FastRecov then
    der(w)=0;
    r=w*L/RTT;
elseif TimeOut then
    der(w)=0;
    r=0;
end if;
```

Discrete events, such as the packet drops in the network model, can be implemented in the Modelica language as the following example:

```plaintext
when drop then
    reinit(w,w/2);
end when;
```

A communication network library was developed in Modelica. The library contains standard building blocks for network simulation, such as TCP senders, routing tables, and queues. Figure 4 shows the schematic layout of our communication network model. Note that the network dynamics and the TCP controllers are separated. The only information shared between the two submodels are the sending rates \( r_f \), the round-trip times \( RTT_f \), and the drop events. The modular structure allows an easy testing of for instance different TCP controllers applied to the same network topology. Note that only the queue and the TCP components contain dynamical equations. The router component implement the network topology.

Appropriate handling of the switching between discrete states is important for accurate and efficient simulation of hybrid systems [16, 17]. Implementations in Simulink showed some problems in this respect. Our implementation in Modelica and simulation in Dymola works well. Note that the simulation time is in general not depending on the queue sizes or sending rates, but instead depends on the number of discrete events generated by packet drops. The simulation time grows considerably when the number of discrete events becomes large. In ns-2, where individual packets are simulated, the simulation time depends on the size of the packet flows, the number of flows, and the queue sizes.

5 Example

An example of a communication network implemented in Modelica is shown in Figure 5, where two senders and two receivers are connected to the network. Let us simulate this simple network. The two flows are sharing the same link capacity. If the sum of the flows at some time instance is larger than the bandwidth of the link, packets will be queued. Sender 1 sends Flow \( f_1 \) using a version of TCP called TCP Westwood (TCPW) [18] and Sender 2 sends Flow \( f_2 \) using TCP SACK [10]. For a wireless link transmission losses are more likely than for a wired link. For the network in Figure 5, there can be packet losses either due to that the router queue is full or due to that the...
wireless transmission loses packets. We model the wireless link as having a good and a bad state. In the good state 0.1% of the transmitted packets are lost, while in the bad state 10% of the packets are lost. The link stays in each state a random amount of time, which is exponentially distributed. TCPW was designed taking wireless links into account, while TCP SACK was designed for wired links. This is illustrated next.

Figure 6 shows the window sizes for a simulation of the network in Figure 5. The solid line corresponds to TCPW and the dashed line to TCP SACK. Note the time intervals at about \( t = 5 \) and \( t = 15 \) when the link is in the bad state. The packet losses due to the bad transmission result in a sudden decrease of the window size for TCP SACK, while TCPW are able to compensate for the packet losses of the wireless link. The window size for TCPW is in general larger than for TCP SACK. This gives a larger throughput for the connection using TCPW, as is shown in Figure 7.

Figure 8 shows the throughput when two TCPW’s are sharing the same wireless link (upper plots) and when two TCP SACK’s are sharing the same link (lower plots). From the simulations we see that the major advantage of TCPW is when the link is in the bad state. When the link is in the good state, the performance of both TCP implementations are roughly equal.

Since TCP (SACK) was developed for wired networks, where packet losses arise only due to buffer overflow, there is a problem using it over wireless links. The reason is that the window size is reduced by a factor two every time a drop occurs, regardless if the drop is due to congestion or to transmission loss. TCPW has another way of updating the window size when a drop occurs. The window size is set to a value based on an estimate of the available band-

### 6 Discussion

Ongoing work includes the comparison of various TCP variants, such as Reno, SACK, and Westwood, as well as the proposal of improved congestion control mechanisms. The modeling environment that we have developed based on Modelica provides a flexible modular platform for simulating various networks and protocols. Note, however,
that the hybrid model is not only suitable for efficient simulation, but it is also possible to analyze the model using mathematical tools from hybrid systems theory.
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