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Abstract

This thesis describes flow control algorithms achieving two kinds of max-min fair-

ness properties, that is to say,bandwidth max-minfairness andutility max-minfairness and

provides a control-theoretic approach to analyze the stability of proposedalgorithms. Our

algorithms arescalablein that routers do not need to store any per-flow information of each

flow and they use simple first come first serve (FCFS) discipline,stablein that the stability

is proven rigorously when there are flows with heterogeneous round-trip delays, andoptimal

in that the gains used for controllers are optimally adjusted.

First, we present a network architecture for the distributedbandwidth max-minflow

control of elastic flows and generalize stability conditions to enhance network performance.

We suggest two closed-loop system models that approximate our flow control algorithms

in continuous-time domain where the purpose of the first algorithm is to achievethe target

queue length and that of the second is to achieve the target utilization. The slow convergence

of many rate-based flow control algorithms, which use queue lengths as input signals, can

be resolved by the second algorithm. Based on these models, we find the conditions for con-

troller gains that stabilize closed-loop systems when round-trip delays are equal and extend

this result to the case of heterogeneous round-trip delays with the help of Zero exclusion

theorem.

Second, we revise the proposed algorithms and provide application-performance ori-

ented flow control algorithms. We present a network architecture for the distributedutility

i



max-minflow control of elastic and non-elastic flows where utility values of users (rather

than data rates of users) are enforced to achieve max-min fairness. We also provide a dis-

tributed link algorithm that does not use the information of users’ utility functions. To show

that the proposed algorithm can be stabilizednot locally but globally, we found that the use

of nonlinear control theory is inevitable. The stability of the network is proven by means

of so-called loop transformation and absolute stability theorem, viewing the network as a

feedback control system with slope-restricted monotone nonlinear feedback. Even though

we use a distributed flow control algorithm, it is shown that any kind of utility function

can be used as long as the minimum slopes of the functions are greater than a certain pos-

itive value. We believe that the proposed distributed algorithm is the first to achieve utility

max-min fairness with guaranteed stability in a distributed manner.

We simulate our algorithms with optimal gain sets for various configurations including

a multiple bottleneck network to verify the usefulness and extensibility of our algorithms.

Our framework lends itself to a single unified flow control scheme that can simultaneously

serve, not only elastic flows, but also non-elastic flows such as voice, video and layered

video.
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CHAPTER 1. INTRODUCTION

CHAPTER 1

I NTRODUCTION

1.1 Overview and Motivation

Recently many efforts have been devoted to provide a framework for designing best-

effort service networks that can offer low-loss, low-delay data services where flow control

plays a major role in controlling congestion as well as allocating bandwidth amongusers by

enforcing users to adjust their transmission rate in a certain way in response to congestion

in their path. The potential advantages of such networks would be the ability tooffer even

real-time services without the need for complicated admission control, resource reservation

or packet scheduling mechanisms.

Flow control is a distributed algorithm to fairly share network bandwidth amongcom-

peting data sources while maximizing the overall throughput without incurringcongestion.

The most common understanding of fairness for a best-effort service network isbandwidth

max-min fairness† as defined in [1]. The intuition behind the max-min bandwidth sharing

is that any flow is entitled to as much as bandwidth use as is for any other flow withthe

assumption that all flows have equal priority. This intuition naturally leads to theidea of

maximizing the bandwidth use of flows with minimum bandwidth allocation, thus giving

rise to the termmax-min flow control.

The appropriateness of max-min fairness as a bandwidth sharing objective has recently

been questioned by Kelly [2] who has introduced the alternative notion ofbandwidth pro-

†To avoid confusion and misunderstandings, note thatmax-min fairnessandbandwidth max-min fairness

are the same property, andproportional fairnessandbandwidth proportional fairnessare the same property.

We omit the word “bandwidth” for brevity.
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CHAPTER 1. INTRODUCTION

portional fairness. The objective of proportional fairness may be interpreted as being to

maximize the overall utility of rate allocations assuming each flow has a logarithmic util-

ity function. At first thought, it seems that proportional fairness achieves greater overall

throughput than max-min fairness does, by penalizing flows proportionalto number of hops

in the path in rate allocation [3]. However, this advantage is problematic regarding fairness

in that the path of a flow is chosen by the routing protocol in the network, notby the user, so

that it is obviously unfair to penalize flows because of their long path length.Furthermore,

authors in [4] showed that max-min fairness achieves higher throughputthan proportional

fairness in some cases. As of now, no one can say that “one is better thanthe other.” Putting

these various facts together, in some cases, one can still argue that max-minfairness might

be the better choice than proportional fairness from user’s viewpoint since max-min fairness

treats flows equally irrespective of their path length.

Theory and experiments show that as the per-flow product of bandwidthand delay in-

creases, TCP becomes inefficient and prone to instability. In spite of various drawbacks of

TCP, it is true that there has been some doubt whether these flow control algorithms will be

employed in real networks, e.g., in the Internet. Although most researchers agree that cur-

rent TCP/IP networks has many defects and only a major and drastic improvement in current

networks can overcome such defects, TCP/IP networks are too ubiquitous to be changed.

Nevertheless, we take notice of some practical application [5, 6] of these flow control al-

gorithms with keen interest. For example, FAST TCP [5], which originated from various

proportional fair flow control algorithms, is considered to be a sincere candidate to replace

TCP. Secondly, XCP (eXplicit Control Protocol) [6] is also considered tobe a sincere can-

didate to achieve max-min fairness in the Internet. Although they employ AIMD (additive

increase multiplicative decrease) mechanism, note that the mathematical equations describ-

ing macroscopic behavior of XCP are the same to those used in [7]. Moreover, authors

in [8] showed, through investigating a TCP-RED network with its nonlinear dynamics, that

bifurcations occur as various system parameters are varied. These bifurcations, which in-

volve emergence of oscillatory and chaotic behavior, show that nonlineardynamics ignored

in many works [9,10] should be reconsidered.

The first part of this dissertation concerns the design ofminimum plus weighted max-

min flow control[11], a generalization of bandwidth max-min flow control. In this part, we

2



CHAPTER 1. INTRODUCTION

review bandwidth max-min flow control algorithms closely and generalize their stability

conditions to enhance the performance of communication networks. Through mathematical

analysis and computer simulations, we show that our network-performanceoriented flow

control algorithms greatly outperform previous algorithms while achieving thetarget queue

length of router buffers or the target utilization of links.

Several works including [2, 12–14] imported the concept ofutility from the science of

economics. They are setting a new research trend and replacing traditional research regard-

ing flow control algorithms. Their main contribution is that they opened up an optimization-

theoretic approach where each user is associated with a utility function and the network

maximizes the aggregate utility. They also introduced the notion ofbandwidth proportional

fairnesswhich is achieved if utility functions are logarithmic. One problem not to be over-

looked is that utility functions are restricted to be strictly concave in their works. As pointed

out in [15], it is the concavity of utility functions that forces fairness between users in their

works. It is emphasized in [16] that some applications apparently have nonconcave utility

functions in general. Therefore, there has been eager demand for utility-based flow control

algorithms which can support nonconcave utility functions in a distributed manner. In the

second partof this dissertation, we provide application-oriented flow control algorithms

achievingutility max-minfairness in a distributed manner. The proposed algorithms enable

users to employ arbitrary utility functions as long as the minimum slopes of utility functions

are larger than a certain positive value. We resolve several analytical difficulties such as the

delays in networks and the nonlinearity of utility functions and find controller gains which

stabilize proposed utility max-min networks.

1.2 Chapter Organization

The rest of this dissertation is organized as follows: In Chapter 2, we survey previous

works related to flow control in communication networks. In Chapter 3, whichcorresponds

to the first part, we provide network-performance oriented flow control algorithms achiev-

ing bandwidth max-min fairness and derive stability conditions and optimal controller gains.

After considering several implementation issues and presenting several simulation results,

we summarize Chapter 3. In Chapter 4, which corresponds tothe second part, we pro-

vide application-performance oriented flow control algorithms achieving utilitymax-min

3



CHAPTER 1. INTRODUCTION

fairness. We provide theoretical backgrounds and derive stability conditions which suggest

guidelines for deciding shapes of utility functions. After considering several implementa-

tion issues and presenting several simulation results, we summarize Chapter 4. In Chapter 5,

we conclude this dissertation and suggest some further works. In Chapter 6, several proofs

omitted in previous chapters are presented.

4



CHAPTER 2. RELATED WORKS

CHAPTER 2

RELATED WORKS

Although continual growth of data applications has triggered off the theoretical devel-

opment of flow control algorithms, there are several major problems that are only partially

solved. One of them is round-trip delay caused when feedback congestion signal traverses

along its route to deliver itself to the corresponding source. This delay is unpredictable

and worse still, can be variational. If all delays of flows are known, we mayuse optimal

control theory [17] in minimizing some performance measure and in globally stabilizing

the network. But, this requires that every router knows the variational round-trip delays and

that means per-flow information of variational round-trip delays should bestored in every

router.

A number of fair rate allocation algorithms [18,19] have been proposed for ABR service

in ATM networks. Since they are performance-oriented heuristic algorithms, they cannot

guarantee the asymptotic stability of networks in the presence of round-trip delays. Ben-

mohamed and Meerkov [20] formulated the rate-based flow control problem as a discrete-

time feedback control problem with delays. It is notable that they have shown that their

proposed algorithm can place the poles of the closed-loop system at arbitrary position in

complex plane, yet it still requires that routers know the number of bottlenecked flows for

each round-trip delay. In the sequel, we need a scalable and stable flow control algorithm

that does not require routers know either per-flow information nor global topology informa-

tion. Moreover, gain values used for flow control should not be set to conservative values to

avoid degradation of overall performance.

Through linearization techniques, many papers such as [9,10] developed linear dynamic

models of TCP to analyze and design Active Queue Management (AQM) control systems.

5



CHAPTER 2. RELATED WORKS

One advantage of these approaches is that they consider dynamics of TCP which is ubiqui-

tous in current networks. However, as shown in [21], local stability results obtained through

linearization techniques cannot guarantee global stability and it is very hard to find region

of attraction[21] in these works while practical results of their works have motivated many

researches. We can see that there are tradeoffs between the rigorousness of analysis and

practical value. Moreover, authors in [8] showed, through investigating a TCP-RED net-

work with its nonlinear dynamics, that bifurcations occur as various systemparameters are

varied. These bifurcations, which involve emergence of oscillatory and chaotic behavior,

show that nonlinear dynamics ignored in many works [9,10] should be reconsidered.

There are some frameworks [12,13] for controlling flows with heterogeneous round-trip

delays based on optimization theory where the optimal solutions areproportionally fair in

the sense that their aggregate logarithmic utility function is maximized. They require that

gains used for their algorithms to depend on the number of flows sharing the most congested

link in the network and the longest path used by the sources. Their approaches were focused

not on the performance improvement of the transient response but on theestablishment of

sufficient conditions for stability. Furthermore, to our best knowledge, there has been no

optimization-theoretic approaches that guarantees stabilization of queues inrouters. It is

notable that a paper based on control theory [20] has shown that their proposed algorithm

can place the poles of the closed-loop system at arbitrary position in complexplane, yet it

still requires that routers know the number of bottlenecked flows for eachround-trip delay.

In the sequel, we need a scalable and stable flow control algorithm that does not require

routers know either per-flow information nor global topology information. Moreover, gain

values used for flow control should not be set to conservative valuesto avoid degradation of

overall performance.

In [7], authors proposed a simple proportional integral (PI) flow control algorithm where

users’ sending rates and the network queues are asymptotically stabilized at a unique equi-

librium point at which max-min fairness and target queue lengths of links areachieved.

Although the stability of the closed-loop system was analyzed, that was restricted to the

case where all round-trip delays are equal. In [22], authors proposed a PID flow control

algorithm and found equivalent stability conditions in discrete time domain but didnot find

an explicit stability region and optimal controller gains.
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CHAPTER 2. RELATED WORKS

The rapid growth of multimedia applications has triggered a new fairness concept: util-

ity max-min fairness. Originally, Cao and Zegura [16] introduced the concept of utility

max-min fairness and motivated application-performance oriented flow control. They em-

phasized that applications have various kinds of utility function in general. For example, a

voice over IP (VoIP) user corresponds to a step-like utility function because his satisfaction

is at a maximum if the allowed rate is larger than the voice encoding rate and is at amini-

mum if the allowed rate is smaller than the encoding rate. The satisfaction of teleconference

users with multi-layer streams, consisting of a base-layer stream and multiple enhancement-

layer streams, would incrementally increase as additional layers were allowed. Therefore,

to accommodate various types of application, it is necessary to relax the restriction on the

shapes of utility functions as much as possible. To support various multimedia applica-

tions in multirate multicast networks, Rubenstein et al. [23] also employed utility max-min

fairness. They showed that if multicast sessions are multirate, the utility max-min fair allo-

cation satisfies desirable fairness properties that do not hold in a single-rate utility max-min

fair allocation.

7
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CHAPTER 3

NETWORK -PERFORMANCE ORIENTED

FLOW CONTROL

3.1 Introduction

The first part of this dissertation concerns the design ofminimum plus weighted max-

min flow control[11], a generalization of bandwidth max-min flow control, where each flow

is associated with two parameters, its weightwi and minimum rate requirementmi, such

that the minimum rate of each flow is guaranteed as requested during the entireholding

time of the flow and the bandwidth unused after allocating the minimum rates is shared by

all flows in the weighted max-min sense. An increase in the weight of a flow leads to an

increase in the bandwidth share of the flow with the assumption that users paymore for a

higher weight. Let us define flowi’s source rate, sayai, to beai ≡ wifi + mi wherefi is

the max-min fair share of the bandwidth unused after allocating the minimum rates toall

flows. Let us denote the set of all links, the set of all flows and the set offlows traversing

link l by L, N andN(l), respectively. Then, the weighted max-min fairness can be defined

as follows.

Definition 3.1: A rate vector< a1, ..., a|N | > is said to befeasibleif it satisfiesai ≥ 0,

∀i ∈ N and
∑

i∈N(l) ai ≤ αl
T µl, ∀l ∈ L.

Definition 3.2: A rate vector< a1, ..., a|N | >, whereai = wifi + mi, is said to be

weighted max-min fair if it is feasible, and for eachi ∈ N and feasible fair rate vector

< f̄1, ..., f̄|N | > for whichfi < f̄i, there exists somei′ with fi ≥ fi′ > f̄i′ .

8
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Hereµl denotes the capacity of linkl andαl
T is a constant defining target link utilization

(0 < αl
T ≤ 1). Note that admission control is necessary to ensure

∑

i∈N(l) mi < αl
T µl for

all l ∈ L so that the minimum rate of each flow is guaranteed as requested during the entire

holding time of the flow. Definition 3.2 can be restated more informally as follows: arate

vector< a1, ..., a|N | > is said to be weighted max-min fair if it is feasible and for each user

i ∈ N , its fair ratefi cannot be increased while maintaining feasibility without decreasing

the fair ratefi′ for some useri′ for whichfi′ < fi.

In this chapter, our goal is to provide a control-theoretic framework based on determin-

istic fluid models that reveals not only the existence of such a distributed iterative algorithm

but also an explicit stability condition of the algorithm in presence of flows with heteroge-

neous round-trip delays.

3.1.1 Our Contributions

We propose two control-theoretic max-min flow control models and algorithms. The

first algorithm satisfies Definition 3.2 forαl
T = 1 such that in the steady-state, bandwidth

at every bottleneck link is used to the full while the minimum plus weighted max-min fair-

ness is maintained in bandwidth sharing. Moreover, the queue length at every bottleneck

link converges to the target value, sayql
T , thereby achieving constant queueing delay ex-

pressed by
ql
T

µl . In contrast, the second algorithm satisfies Definition 3.2 for0 < αl
T < 1

such that in the steady-state, every bottleneck link achieves its target utilization (αl
T µl) and

hence virtually zero queueing delay while the minimum plus weighted max-min fairness is

maintained. The motivation behind the second algorithm is making the queueing delay at

each link to be virtually zero and improving transient performance by absorbing transient

overshoots occurring before convergence at the expense of reduced link utilization. But the

major advantage of the second algorithm is that the slow adaptation of sourcerates travers-

ing routers with empty buffers is overcome with this algorithm. The sluggishnessof PI

controllers based on queue length is also pointed out in [24]. Therefore, the former can of-

fer zero-loss, constant-delay data services at full utilization of bottleneck links whereas the

latter can offer zero-loss, zero-delay data services and faster rate adaptation at the expense

of reduced bottleneck link utilization.

In the former, the difference between queue length and target queue length, i.e.,ql(t)−

ql
T , is used as a congestion measure at each linkl and the max-min fair ratefi is computed

9
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by a PID (proportional integral derivative) controller of this queue-length based congestion

measure. In the latter,
∑

i∈N(l) ai(= wifi + mi)−αl
T µl is used as a congestion measure at

each linkl and the max-min fair ratefi is computed by a PII2 (proportional integral double

integral) controller of this aggregate-flow based congestion measure. Weshow that the

closed-loop characteristics of the network under these two different algorithms are actually

identical, yielding the identical stability condition. By appealing to the Nyquist stability

criterion [25] and the Zero exclusion theorem in robust control theory [26], we derive the

sufficient and necessary condition for the asymptotic stability of the networkas an explicit

and usable function of the upper boundτ̄ of all round-trip delays (̄τ ≥ τi for all i ∈ N

whereτi is the round-trip delay of flowi). Moreover, we find optimal controller gains for

both PID and PII2 controllers to maximize the asymptotic decay rate of the closed-loop

dynamics, thereby achieving faster convergence. Finally, both PID andPII2 controllers are

highly scalable in that the computational complexity of the link algorithm is O(1) with

respect to number of flows passing through a link and no per-flow queueing implementation

is necessary at any link.

3.2 Network Model and Controllers

In this section, we propose network models and controllers which achieve weighted

max-min fairness. The network architecture with multiple sources and links is depicted in

Fig. 3.1. Let us consider a bottleneck linkl ∈ L. Then, the dynamics of the buffer of the

link can be written by

q̇l(t) =







∑

i∈N(l) ai(t − τ l,f
i ) − µl , ql(t) > 0

[
∑

i∈N(l) ai(t − τ l,f
i ) − µl

]+
, ql(t) = 0

(3.1)

whereai(t) is the sending rate of sourcei, τ l,f
i is the forward-path delay from sourcei

to link l, µl is the link capacity of the link and the saturation function[·]+ ≡ max[·, 0]

represents that theql(t) cannot be negative.

A sourcei sends packets according to fair rate value assigned by the network. To achieve

weighted max-min fairness, let us assume that the source sends packets according to the

minimum value among the fair rate values assigned by the links along the path of its flow.

10
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Figure 3.1: The network architecture for weighted max-min fairness.

Thus we assume the followingsource algorithm.

Source Algorithm: ai(t) = mi + wi min
l∈L(i)

[f l(t − τ l,b
i )]

︸ ︷︷ ︸

fi(t)

, (3.2)

whereL(i) is the set of links which flowi traverses,f l(t) is the rate value assigned by

the link l on the path of flowi andτ l,b
i is the backward-path delay from linkl to sourcei.

Becausemin[·] operation is taken over a finite number of links, there should exist at least

one linkl such thatf l = min[·]. Therefore, each flowi has at least one bottleneckl ∈ L(i).

There are several assumptions employed for the analysis of the network model.

A.1. We assume that the sources arepersistentuntil the closed-loop system reaches steady

state. By ‘persistent’, we mean that the source always has enough data totransmit at

the allocated rate.

A.2. We assume that the available link capacityµl is constant until the system reaches

steady state. Also, the buffer size at this link is assumed infinite.

11
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A.3. There are two delays, say, the forward-path delayτ l,f
i and the backward-path delay

τ l,b
i , which include propagation, queueing, transmission and processing delays. We

denote the sum of two delays byτi and assume that this is constant.

3.2.1 PID Link Controller Model

To control flows and to achieve weighted max-min fairness, we use a PID linkcontroller

at each link. In the PID link controller model, there is a specified target queue lengthql
T

to avoid underutilization of the link capacity. Because we have a nonzero target queue

lengthql
T , the PID model implies thatαl

T = 1 in Definition 3.1. Each link calculates the

common feedback rate valuef l(t) for all flows traversing the link according to the PID

control mechanism.

In general, a proportional term increases the convergence speed oftransient responses

and reduces errors caused by disturbances. An integral term can effectively eliminate steady

state error and results in the size of the stability region being reduced. A derivative term adds

some damping and extends the area of the stability region. It also improves the performance

of the transient period.

Let us denote the set of flows bottlenecked at linkl and its cardinality byQl and|Ql|.

The link algorithm with the PID controller that uses the difference betweenql(t) andql
T as

its input is given by

Link Algorithm 1: f l(t) =

[

−
1

|Ql
w|

(

gP el
1(t) + gI

∫ t

0
el
1(t)dt + gDėl

1(t)

)]+

(3.3)

whereel
1(t) ≡ ql(t) − ql

T is the error signal between control target and current output

signal and,gP > 0 andgI , gD ≥ 0. Here,|Ql
w| denotes the sum of locally bottlenecked

flows’ weights, i.e.,|Ql
w| ≡

∑

i∈Ql wi. For convenience in deriving our results, we use the

definition ρi ≡ wi/|Q
l
w|. Then it is satisfied that

∑

i∈Ql ρi = 1 andρi > 0 because we

requirewi > 0.

Suppose that the closed-loop system has an equilibrium point at which the derivatives of

the system variables are zero, i.e.,limt→∞ q̇l(t) = 0, limt→∞ ql(t) = ql
T , limt→∞ ai(t) =

ais and limt→∞ f l(t) = f l
s. To be more formal, the set of flows bottlenecked at linkl is

given by

Ql = {i|i ∈ N(l) and ais = wif
l
s + mi} (3.4)

12
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and the set of all flows not bottlenecked at linkl but traversing linkl, N(l) − Ql, is given

by

N(l) − Ql = {i|i ∈ N(l) and ais = wif
b(i)
s + mi andf b(i)

s < f l
s} (3.5)

whereb(i) ∈ L(i) (bi 6= l) is some bottleneck for flowi ∈ N(l) − Ql. If we assume that

Ql 6= ∅, the equation (3.1) implies that the link capacityµl in the PID link controller model

is fully utilized as follows.
∑

i∈N(l)

ais = µl. (3.6)

Using (3.6), and the definitions (3.4) and (3.5), we obtain

∑

i∈Ql

(wif
l
s + mi) +

∑

i∈N(l)−Ql

(wif
b(i)
s + mi) = µl

which establishes that the PID link controller model achieves the followingweighted max-

min fairness property

ris ≡ wif
l
s =

wi

|Ql
w|



µl −
∑

i∈N(l)−Ql

wif
b(i)
s −

∑

i∈N(l)

mi



 . (3.7)

3.2.2 PII
2 Link Controller Model

Instead of usingel
1(t), one can useel

2(t) ≡
∑

i∈N(l) ai(t − τ l,f
i ) − αl

T µl as an input

of link controllers whereαl
T is the target utilization of linkl and should be a positive value

smaller than1. In this case, one can use a PII2 link controller model as follows because we

now use rate error signal instead of queue error signal.

Link Algorithm 2: f l(t) =

[

−
1

|Ql
w|

(

hP el
2(t) + hI

∫ t

0
el
2(t)dt + hI2

∫ t

0

∫ t

0
el
2(t)dtdt

)]+

(3.8)

wherehP , hI2 ≥ 0 andhI > 0. It should be remarked that the PID and PII2 model are

not identical becausėel
1(t) = q̇l(t) =

∑

i∈N(l) ai(t − τ l,f
i ) − µl 6= el

2(t) for ql(t) > 0.

In this model, the purpose of control is to achieve the target utilization,αl
T . In the PII2

model, note thaṫql(t) = −(1 − αl
T )µl < 0 whenql(t) > 0 andel

2(t) = 0. Therefore, this

model controls flows so that the queue length at steady state becomes zero at the cost of

some degree of underutilization. In the PID model, note thatel
1(t) cannot be smaller than

13
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−ql
T becauseql(t) cannot be negative. Thus, one axiomatic advantage of the PII2 model is

that the control dynamics are not saturated atql(t) = 0 because the controller uses the rate

error signal as its input instead of the queue error signal. Thus the main physical saturation

nonlinearity of the PID model can be overcome by this model.

For steady state analysis, following a similar way given in Section 3.2.1 exceptthat

µl → αl
T µl andlimt→∞ ql(t) = 0, ris is given as follow.

ris ≡ wif
l
s =

wi

|Ql
w|



αl
T µl −

∑

i∈N(l)−Ql

wif
b(i)
s −

∑

i∈N(l)

mi



 . (3.9)

This shows that the PII2 model also achievesweighted max-min fairness property.

3.3 Stability Analysis

Although we presented a multiple bottleneck network architecture in Section 3.2,rigor-

ous stability analysis of these kinds of models has been shown to be very difficult in [27] due

to the dynamics coupling among links that operate on a “first come first serve” (FCFS) prin-

ciple. In [27], though such dynamics coupling exists in theory, the effectof coupling was

shown to be negligible through simulations. Recently, Wydrowski et al. [28]also showed

that the dynamics coupling is of a very weak form. Thus, in this section,we drop the su-

perscriptl and the analysis is focused on a single bottleneck model. We conjecture that our

analytical results can be extended to multiple bottleneck models without significant modifi-

cation.

We describe the stability conditions for controller gains for two network modelswhen

the saturation functions employed in Eqs. (3.1), (3.3) and (3.8) are relaxed. The main

contribution of our analysis is that we find theequivalentstability condition in continuous-

time domain for the case flows experience heterogeneous round-trip delays, and the stability

condition depends only on a given upper bound of round-trip delays. At first, we concentrate

on the PID link controller model and similar arguments for the PII2 link controller model

will be given in Section 3.3.4.
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3.3.1 Homogeneous-Delay Case

To analyze the homogeneous-delay case of the PID model, we simply set|Q| to be1,

then there is only one flow which is bottlenecked at the link. We also regard thiscase as

the situation where all round-trip delays of flows are equal andρi are chosen to beρi =

wi/|Qw|, ∀i ∈ Q. This case allows us to drop the subscript ofτ1, so that the round-trip

delay of flow1 beτ . By the homogeneous-delay assumption,ρi can be set as follows.

ρ1 =
w1

|Qw|
= 1 and ρi = 0, ∀i > 1. (3.10)

By Eq. (3.3) and plugging Eq. (3.2) into Eq. (3.1), we can get the followingequations.

ë1(t) = w1ḟ(t − τ),

ḟ(t) = −
1

|Qw|
[gP ė1(t) + gIe1(t) + gDë1(t)] .

Then the Laplace transform of the open-loop system is given by

G(s) ≡
(

gD +
gP

s
+

gI

s2

)

︸ ︷︷ ︸

G0(s)

exp(−τs) (3.11)

which corresponds to the open-loop transfer function of the PID model. By s = jω, the

following equations, to which we now apply Nyquist stability criterion [25], are obtained.

G(jω) = G0(jω) exp(−jτω), G0(jω) = gD − j gP

ω
− gI

ω2 . (3.12)

Note that the Nyquist plot ofG0(jω), which is depicted in Fig. 3.2 starts in the third

quadrant and ends atgD whereω = +∞. Inferring from Fig. 3.2, we can see that the

condition|gD| < 1 is necessary because the Nyquist plot ofG(jω) will encircle or touch

−1 + j0 unless the condition is satisfied.

Let us denote byP and ω̄ the point at which Nyquist plot ofG0(jω) intersects with

the unit circle and the value ofω at P , respectively. As shown in Fig. 3.2,φ is the angle

betweenP and−1 + j0. More precisely,

φ = arccos(−Re[G0(jω̄)]). (3.13)
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Figure 3.2: Nyquist plot ofG0(jω).

Since the Nyquist plot ofG(jω) is the Nyquist plot ofG0(jω) rotated byτω in the clock-

wise direction, it is required by Nyquist stability criterion thatτω < φ. Before proving the

theorem for homogeneous-delay case, we need the following proposition. (Its proof of is in

Appendix 6.1.)

Proposition 3.1: If there exists a unique valuēω ∈ (0, π/τ) such that|G(jω̄)| = 1,

Im[G(jω̄)] < 0, and|G(jω)| > 1 for all ω < ω̄, then Im[G(jω)] < 0 is satisfied for allω

in 0 < ω ≤ ω̄.

With the help of Proposition 3.1, the equivalent stability condition for the homogeneous-

delay case now can be stated as follows. (Its proof is in Appendix 6.2.)

Theorem 3.1 (Homogeneous-Delay Case, PID Model):The closed-loop system of the

PID model with a homogeneous delayτ ≥ 0 is asymptotically stable if and only if|gD| < 1

and the delay is bounded by

0 ≤ τ <
arccos

(
gI

ω̄2 − gD

)

ω̄
. (3.14)
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3.3.2 Explicit Stability Conditions

Although we acquired the equivalent condition for the stability of our closed-loop sys-

tem, the conditions are implicit and do not allow easy choice of controller gains,gP , gI and

gD. To obtain more explicit stability conditions, we proceed in the following way.

We assume thatτ is fixed to a value and thatgD ≥ 0, gP > 0 andgI ≥ 0. We will

find explicit conditions for controller gains. Now, there are three variables, i.e.,gP , gI and

gD, concerned with the stability conditions. For mathematical tractability, we will ignore

the caseτ = 0 and use the following definitions of variables.

ω1 ≡ ω̄τ, GD ≡ gD, GP ≡ gP τ, GI ≡ gIτ
2.

If we rewrite Eq. (3.14) and the condition for̄ω in terms of new variables assuming

τ > 0, it follows that

0 < ω1 < arccos

(
GI

ω2
1

− GD

)

(3.15)

and

(
GI

ω2
1

− GD

)2

+

(
GP

ω1

)2

= 1. (3.16)

Corollary 3.1 (Explicit Stability Region): The stability condition given in Theorem

3.1 is equivalent to the following equations.

0 ≤ GD < 1, (3.17)

0 < GP <







arccos(−GD)
√

1 − G2
D if 0 ≤ GD < −cos(ω0),

ω0sin(ω0) if − cos(ω0) ≤ GD < 1,
(3.18)

{

0 ≤ GI < ω2
∗1(GD + cos(ω∗1)) if arccos(−GD) ≤ ω0,

ω2
∗2(GD + cos(ω∗2)) < GI < ω2

∗1(GD + cos(ω∗1)) if ω0 < arccos(−GD),

(3.19)

whereω0 ≈ 2.03 is the value maximizing the functionωsin(ω) over the interval0 < ω < π,

ω∗1 is the unique solution ofGP = ωsin(ω) over the interval0 < ω ≤ ω0, andω∗2 is the

unique solution ofGP = ωsin(ω) over the interval andω0 < ω < arccos(−GD) which

exists only when the conditionω0 < arccos(−GD) is satisfied.
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Figure 3.3: Explicit stability region in terms ofGD, GP andGI .
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Remark 3.1 (Essential Controller Term): From Corollary 3.1, we can see thatGD

can be 0. Then the stability condition for controller gains becomes as follows:

0 < GP <
π

2
,

0 ≤ GI < ω2
∗1cos(ω∗1).

Similarly, the stability condition whenGD = GI = 0 is 0 < GP < π/2. One can

verify that the essential controller term that should be positive is P-term and the other two

terms are used for performance improvement. In fact, whenGD = GI = 0 andGP > 0,

the performance of closed-loop systems is very poor. Since the essentialcontroller term

is P-term, one can consider any combinations including P-term such as P, PI, PII2, PII2I3,

PID, PIDD2, etc. The main reason for choosing the PID model lies in its simplicity and

efficiency. For example, if we consider the PIDD2 model, we have to estimate the second

derivative term of the queue lengthel
1(t) = ql(t)− ql

T and the analysis of the PIDD2 model

is much harder than that of the PID model. Similarly, the essential controller termfor PII2

model is I-term.

The proof of this corollary is in Appendix 6.3. This corollary allows us to draw an

exact stability region, provided that we are given a value ofGD. With the help of Corollary

3.1, an explicit stability region is depicted in Fig. 3.3 for various values ofGD. Notably,

stability region corresponding toGD = 0 is exactly the same to the stability region found

in [7] where PI controller was used for flow control.

3.3.3 Heterogeneous-Delay Case

In this section, we prove a theorem that allows us to control flows with heterogeneous

round-trip delays only with the knowledge of a given upper bound of round-trip delays. This

point is important because a router may not store round-trip delay values of flows because

doing so inevitably compels a router to store per-flow information.

With cancellation of Eq. (3.10), we now consider more general situation where all

round-trip delays of flows can be different and the sum ofρi is less than or equal to1. The

reason for allowing
∑

i∈Q ρi < 1 will be clear soon. Similar to Section 3.3.1, we can get

the following open-loop transfer function.

G(s) ≡
(

gD +
gP

s
+

gI

s2

)

︸ ︷︷ ︸

G0(s)

∑

i∈Q

ρiexp(−τis). (3.20)
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Before proving the theorem, we need a proposition.

Proposition 3.2 (-1+j0 Exclusion Theorem):Given a fixed valueω, let us define the

value set

V (ω) =

{

Z = G(jω, ρ, τ ) |
∑

i∈Q

ρi ≤ 1, 0 ≤ τi ≤ τ

}

whereρ = (ρ1, ..., ρ|Q|) andτ = (τ1, ..., τ|Q|). The system is asymptotically stable if and

only if the following two conditions are satisfied:

• There exists a2|Q|-tuple vector(ρ1, ..., ρ|Q|, τ1, ..., τ|Q|) such that the system with

the open-loop transfer function ofG(s,ρ, τ ) is asymptotically stable.

• For allω ≥ 0, the value setV (ω) does not touch the point−1 + j0, i.e.,−1 + j0 /∈

V (ω).

Basically, this proposition is a direct application of theZero exclusion theoremwhich is

one of main results in robust control theory. Explanation and proof of thetheorem can be

found in [26,29]. Denoting bȳτ an upper bound ofτi, i.e.,maxi∈Q τi ≤ τ̄ , we are ready to

state our main result. (Its proof is in Appendix 6.4.)

Theorem 3.2 (Heterogeneous-Delay Case, PID Model):The closed-loop system of

the PID model with heterogeneous delays is asymptotically stable for all0 ≤ τi ≤ τ̄ and

for all ρi satisfying
∑

i∈Q ρi ≤ 1 if and only if the closed-loop system of the homogeneous-

delay case with delaȳτ is asymptotically stable.

This theorem guarantees that a network is stabilized for all combinations of0 ≤ τi ≤ τ̄

if routers know only one upper bound of round-trip delays, i.e.,τ̄ , by choosing a controller

gain set(GD, GP , GI) = (gD, gP τ̄ , gI τ̄
2) contained in stability region depicted in Fig. 3.3.

Observe that the closed-loop dynamics should be better when theτ̄ is more tightly chosen.

A method for the estimation of|Qw| will be explored in Section 3.5.2 because a router

without per-flow information cannot know the exact sum ofwi. By appealing to Theorem

3.2, we can see that it iscompletely safeto overestimate|Qw|, i.e., |Q̂w| ≥ |Qw| where

|Q̂w| is the estimate of|Qw|, because
∑

i∈Q ρi =
∑

i∈Q wi/|Qw| is allowed to be smaller

than1.
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3.3.4 Stability Analysis for thePII
2 Model

In this section, we show that the stability arguments given so far can be applied to the

PII2 model without any modification. For the PII2 model, by plugging Eq. (3.2) into Eq.

(3.1) and using the relatioṅe2(t) = ë1(t), we can get the following equation.

ë2(t) =
...
e 1(t) =

∑

i∈Q

wif̈(t − τi), (3.21)

From Eq. (3.8), we can get the following equation.

f̈(t) = −
1

|Qw|
[hP ë2(t) + hI ė2(t) + hI2e2(t)] . (3.22)

Thus the open-loop transfer function becomes

G(s) ≡

(

hP +
hI

s
+

hI2

s2

)

︸ ︷︷ ︸

G0(s)

∑

i∈Q

ρiexp(−τis). (3.23)

By comparing Eq. (3.20) and (3.23) carefully, one can observe that thetwo equations are

the same if the following substitutions are used.

hP = gD, hI = gP , hI2 = gI . (3.24)

Because the Nyquist stability criterion and Zero exclusion theorem are related only to the

open-loop transfer functions, we can now state the following theorem.

Theorem 3.3 (Homogeneous/Heterogeneous-Delay, PII2 Model): By using the Eq.

(3.24), the stability conditions of the PII2 model for the homogeneous-delay and heterogeneous-

delay case are respectively given by Theorem 3.1 and 3.2.

Thus the stability of the PII2 model can be determined by checking the residence of the

gainsGD = HP , GP = HI andGI = HI2 in the stability region given in Fig. 3.3 by

defining the gainsHP , HI andHI2 as follows.

HP ≡ hP , HI ≡ hI τ̄ , HI2 ≡ hI2 τ̄2.
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3.4 Optimal Controller Gains

Although we found the equivalent conditions for stability, choosing controller gains is

still an open problem, because there is no well-established method for choosing gains. In

this section, we provide one approach for choosing controller gains where the asymptotic

decay rates of closed-loop system are maximized.

At first we focus on the PID model. From Eqs. (3.1), (3.2) and (3.3), wecan get the

following closed-loop equation.

ë1(t) +
∑

i∈Q

ρi [gD ë1(t − τi) + gP ė1(t − τi) + gIe1(t − τi)] = 0, (3.25)

For the PII2 model, we also get the same closed-loop equation from Eqs. (3.21) and (3.22)

with change of variables, i.e.,e1(t) → e2(t), gD → hP , gP → hI andgI → hI2 . Because

all arguments in this section will depend only on the closed-loop equation, we can see they

can be applied to the PII2 model identically.

Generally, Eq. (3.25) has infinite number of eigenvalues. Because a router without per-

flow information cannot know per-flow round-trip delaysτi, for the time being, we assume

thatτi = τ̄ , ∀i ∈ Q. Then, with change of variables,t = τ̄ η, Eq. (3.25) becomes

ë1(η) + GD ë1(η − 1) + GP ė1(η − 1) + GIe1(η − 1) = 0 (3.26)

whereGD = gD, GP = gP τ̄ andGI = gI τ̄
2. Then its characteristic equation becomes

H(z) ≡ z2ez + GDz2 + GP z + GI = 0. (3.27)

Any solution to the Eq. (3.26) can be represented by the following series expansion [30,31],

e1(η) =
∞∑

n=1

pn(η) exp(znη) (3.28)

wherepn(η) is a suitable polynomial andzn are the roots of the corresponding characteristic

equation (3.27). Let us consider the principal root, denoted byz∗, which is the root having

the largest real part. By lettingz∗ = −α + jβ, whereα > 0 andβ ∈ R, it follows from

(3.28) that

e1(η) ≈ c1 exp(z∗η), (3.29)
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||e1(η)|| ≤ c2 exp(−αη) for largeη,

wherec1 andc2 are constants and|| · || denotes the Euclidean norm. In terms of the original

variablet(= τ̄ η), it becomes

||e1(t)|| ≤ c2 exp(−
α

τ̄
t) for larget. (3.30)

Note thatα/τ̄ is the asymptotic decay at which the closed-loop system tends to the

equilibrium point. We could find controller gain sets maximizing the value ofα by extensive

numerical calculations with the help of graphical analysis. Because the derivative term

in PID control model and the proportional term in PII2 control model are not necessarily

required, we can also use two-term controllers, i.e., PI controller or II2 controller, to allow

simpler implementation. The PID, PI, PII2 and II2 controller gain sets which maximize the

values ofα are respectively given as

G3
PID ≡ (GD, GP , GI) = (0.242, 0.868, 0.261),

G2
PID ≡ (GD, GP , GI) = (0, 0.482, 0.091),

G3
PII2 ≡ (HP , HI , HI2) = G3

PID,

G2
PII2 ≡ (HP , HI , HI2) = G2

PID

whereG3
PID andG2

PID are for the PID model andG3
PII2 andG2

PII2 are for the PII2 model.

For two groups of gain sets, the values ofα are1.16 and0.56 respectively. Inferring from

the values ofα, we can expect that a system with a three-term controller (PID or PII2)

converges approximately twice faster than that with a two-term controller (PIor II2) does.

For two cases, i.e.,GD = 0.242 andGD = 0, values ofα are depicted in Fig. 3.4.

Because we assumed thatτi = τ̄ , ∀i ∈ Q, it is not clear what the asymptotic decay

rate would be if there exist flows withτi < τ̄ . Let us consider flows traversing the link

of interest with round-trip delay to beτi = τ < τ̄ . For a given gain set(GD, GP , GI), if

the link uses̄τ in calculation of(gD, gP , gI), then the link will control the flow with gains

(gD, gP , gI) = (GD, GP /τ̄ , GI/τ̄2) and the corresponding asymptotic decay rate will be

α/τ whereα is obtained with the following actual gain set.

(G∗
D, G∗

P , G∗
I) = (GD, GP τ/τ̄ , GIτ

2/τ̄2).
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To fairly compare the asymptotic decay rates, we can rewriteα/τ and Eq. (3.30) as follows

||e1(t)|| ≤ c3 exp(−α∗

τ̄
t) for larget, α∗ ≡ α τ̄

τ
.

For two groups of gain sets, values ofα∗ versusτ/τ̄ are depicted in Fig. 3.5. It is seen

that asymptotic decay rates of three-term controller gain sets (G3
PID and G3

PII2) are at

least1.45 times larger than those of two-term controller gain sets (G2
PID andG2

PII2). As

τ/τ̄ approaches unity, the gaps of asymptotic decay rates between two gain setsincreases.

As τ/τ̄ approaches zero, asymptotic decay rates of two cases converge to0.35 and0.24

respectively. In fact, one can get following result from the Laplace transform of Eq. (3.25)

assuming thatτi = τ, ∀i ∈ Q and(gD, gP , gI) = (GD, GP /τ̄ , GI/τ̄2).

lim
τ→0

α∗ = Re




GP −

√

G2
P − 4GI(1 + GD)

1 + GD





In the sequel, we can conjecture that for all combinations ofτi ≤ τ̄ , ∀i ∈ Q, the value

of α∗ given in Eq. (3.30) will be in the interval[0.35, 1.16] when three-term controllers are

used and in the interval[0.24, 0.57] when two-term controllers are used.
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3.5 Implementation Considerations

3.5.1 Determination of Main Parameters

Here we provide methods for determining main parameters of two models. In the PID

model,τ̄ l, the upper bound of round-trip delays among all paths traversing the linkl, and

ql
T , the target queue length at linkl are closely related to each other. Letpl be the set

of all round-trip paths traversing linkl. Let us consider a sample round-trip pathp ∈ pl

traversing the linkl, i.e.,p =< l1, ..., l|Lp| >, li ∈ L whereLp =
{
l1, ..., l|Lp|

}
and|Lp| is

the cardinality ofLp. At the worst, there may exist locally bottlenecked flows for any link

li ∈ Lp. Let us assume that the sum of flows’ weights is sufficiently large, i.e.,|Ql
w| ≫ 1,

such that the target queue lengths of all links are achieved even in transient state. Then,̄τ l

should satisfy the following equation.

τ̄ l ≥ τpropp +
∑

l∈Lp

ql
T

µl
, ∀p ∈ pl (3.31)

whereτpropp is the round-trip propagation delay on the pathp andµl is the available link

capacity of linkl. Let us consider a near-worst case situation where two flows are bottle-

necked at the linkl ∈ Lp, and suddenly flow1 which has sent data at a rate close toµl stops

its transmission abruptly. Thus,ql
T , the target queue length of linkl, should be set toβτ̄ lµl

whereβ is a constant, because the worst-case queue length undershoot is proportional to

τ̄ lµl. Thus, Eq. (3.31) becomes

τ̄ l ≥
τpropp

1 − |Lp|β
and 1 − |Lp|β > 0, ∀p ∈ pl > 0.

We can see thatβ < 1/|Lp| should be satisfied to allow a positivēτ l. The choice ofβ

presents us with several tradeoffs. While a smallerβ decreases queueing delays in network,

a largerβ increases the utilization of the link capacity and alleviates the saturation effect

at ql(t) = 0. Here we argue thatβ should be set to the lowest value avoiding severe

underutilization of the link capacity. One crucial reason for doing this is that|Lp| can be

arbitrarily large in real networks. Moreover, minimizing queueing delays is more important

for many flows such as web traffic and multimedia traffic flows, and a higherβ increases
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τ̄ l which is directly related to the performance of the network as shown in Eq. (3.30). In

summary, we may use the following equation for selection ofτ̄ l andql
T .

τ̄ l =
τpropp∗

1 − |Lp∗ |β
and ql

T = βτ̄ lµl (3.32)

whereτpropp∗
is the round-trip propagation delay on pathp∗, |Lp∗ | is the number of links

on the pathp∗, andp∗ ∈ pl is the round-trip path maximizingτpropp∗
/(1 − |Lp∗ |β).

For the PII2 model,τ̄ l can be simply set to the maximum round-trip propagation delay

among all paths traversing the linkl, that is,β = 0. Finally, note thatαl
T in the PII2 model

might be lowered to decrease queues at transient period at the cost of less utilization.

3.5.2 Estimation of|Ql
w|

To eliminate the overhead of storing per-flow information in a router, the sum of locally

bottlenecked flows’ weights,|Ql
w| =

∑

i∈Ql wi, should be estimated. In general, we follow

the method described in [7] and extend the method forweighted max-min fairness property.

When thekth control packet arrives at linkl at time tj , it contains values ofwi, mi and

ai(t
j −τ l,f

i ). Using these values, for thekth interval, the sum of locally bottlenecked flows’

weights can beapproximatedby

|Q̂l
w|

k =
∑

tj∈((k−1)W,kW ]

DPS· NCP+ CPS

W · ai(tj − τ l,f
i )

· wi · 1
{

ai(t
j − τ l,f

i ) − mi ≥ δ · wif
l(tj)

}

where 1{·} is the indicator function,W is the time interval used for averaging, CPS is the

control packet size. DPS is the average data packet size and it is assumed that for every

transmission of DPS· NCP bytes, a source sends a control packet. The portion of control

packets is CPS/(DPS· NCP+ CPS). The valueδ = 0.9 is used to introduce a margin for

estimation. As we have shown in Theorem 3.2, it is safe to overestimate the sum of weights.

For suppression of the fluctuation in estimation, the value|Q̂l
w| is computed as follows:

|Q̂l
w| ← λ|Q̂l

w| + (1 − λ)|Q̂l
w|

k

whereλ is an averaging factor and it is found thatλ yields the stable and effective estimation

of |Q̂l
w| when it is set toλ = 0.98.
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3.5.3 Discrete-Time Implementations

Our proposed fluid models must be discretized to smooth out the high-frequency fluctu-

ation ofel
1(t) andel

2(t), noisy variation off l(t) caused by packet-to-packet fluctuation and

background traffic fluctuation. A recommended implementation of the PID modelfor the

computation off l(t) with a sampling timeT1 is given by

f l[k] =
[

f l[k − 1] − 1
|Q̂l

w|+wmax

(

A(el
1[k] − el

1[k − 1]) +

BT1e
l
1[k] + C

T1
(el

1[k] − 2el
1[k − 1] + el

1[k − 2])
)]µ̄l

0
(3.33)

whereA = GP /τ̄ l > 0, B = GI/(τ̄ l)2 > 0, C = GD ≥ 0, and the saturation function is

defined as[·]µ̄
l

0 = min
[
max[·, 0], µ̄l

]
. An integrated version of Eq. (3.33) seems infeasible

because−BT1
∑k

i=0 el
1[i] goes to infinity ask goes to infinity for underloaded links where

q[·] = 0. One possible choice of antialiasing filter ofql(t) is using periodic-averaging filter,

i.e., el
1[k] = 1

T1

∫ kT1

(k−1)T1
ql(t)dt − ql

T . The valuewmax is the maximum value of weights,

wmax ≡ maxi∈Nwi, which is added to avoid underestimation of|Ql
w| when a flow with a

weight value ofwmax arrives at links.

For the PII2 model, a recommended implementation for computation off l(t) is given

by

f l[k] =
[

2f l[k − 1] − f l[k − 2] − 1
|Q̂l

w|+wmax

(

AT2(e
l
2[k] − el

2[k − 1]) +

BT 2
2 el

2[k] + C(el
2[k] − 2el

2[k − 1] + el
2[k − 2])

)]αl
T µl

0

whereA = HI/τ̄ l > 0, B = HI2/(τ̄ l)2 > 0, C = HP ≥ 0. One choice ofel
2[k] is

el
2[k] = 1

T2
ql+[k] − αT µ whereq+[k] is the byte sum of packets enqueued during the time

interval((k − 1)T2, kT2].

3.6 Simulation Results

Here we give simulation results in two scenarios to demonstrate the performance of our

algorithms and to compare the performance of two models. The simulations are done using

the ns-2 simulator [32]. To be more realistic, the maximum round-trip distance is set to the

distance round the earth, which is about4 × 104km in all two scenarios. Thus the largest
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Table 3.1: Parameters Used for Simulation.
µ̄l β T1 αl

T T2 δ λ CPS DPS NCP W

1.1µl 0.02 30∆ 0.95 150∆ 0.9 0.98 40bytes 500bytes 30 300∆

R1

S1

S2

S3

D km1

150Mbps

2000km

100Mbps
Sink1R2

2000km

150Mbps
D km3

150Mbps

2000km

100Mbps

S4

D km6

150Mbps

Sink2

Link 1 Link 2

S5 S6

D km4

150Mbps

Figure 3.6: Multiple bottleneck network used for Scenario 1

round-trip propagation delay on paths traversing a link is set toτpropp∗
= 200ms with the

signal propagation speed of2× 105km/s and̄τ l = 200ms/(1− |Lp∗ |β) is used for the PID

model and̄τ l = 200ms + τmarg is used for the PII2 model.τmarg = 20ms is introduced to

compensate the discretization delay ofT2. The value of|Lp∗ | is set to4 and2 respectively in

scenario1 and2, assuming that the links of sources and sinks do not incur queueing delays.

We assume that all packets are enqueued in the same buffer and served simply with FCFS

discipline andwmax is set to3. Other parameters used for simulation are given in Table

3.1 where∆ is one data packet transmission time, i.e.,∆ ≡ DPS/µl. Note that the target

queue lengths areql
T ≈ 50kbytes withµl = 100Mbps and the queueing delay of a link

with ql(t) = ql
T is approximately4ms for the PID model. The portion of control packets

is 0.266%. Simulation results for PID, PII2, PI and II2 models are respectively denoted by

G3
PID, G3

PII2 , G2
PID andG2

PII2 .

3.6.1 Scenario 1: Multiple Bottleneck Network With Heterogeneous Round-

Trip Delays

In the first scenario, we investigate various properties of our algorithm. In [27], authors

showed through simulations that the local stability condition derived in the neighborhood

works well for the FCFS discipline. Two assumptions, remotely-throttled-first-serve (RTFS)

and weighted sharing discipline, were needed to decouple the dynamics of the multiple bot-
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Table 3.2: Flow Models Used for Scenario 1 and Fair Rate. (The units ofmi and Fair rate

are in Mbps and the units ofDi are in km. The units of Arrival and Departure time are in

seconds.)

Src. mi wi Di Arr. Dept. Sink

S1 5(4.75) 1 8000 −∞ ∞ Sink1

S2 15(14.25) 3 16000 −∞ ∞ Sink1

S3 0 2 4000 5 ∞ Sink2

S4 20(19) 3 8000 −∞ ∞ Sink2

S5 0 3 12000 −∞ 20 Sink2

S6 0 2 4000 10 15 Sink2

Fair Rate in Time Interval
Src.

−∞ ∼ 5 5 ∼ 10 10 ∼ 15 15 ∼ 20 20 ∼ ∞

S1 25(23.75) 20(19) 21(19.95) 20(19) 18.33(17.42)

S2 75(71.25) 60(57) 63(59.85) 60(57) 55(52.25)

S3 - 20(19) 16(15.2) 20(19) 26.67(25.3)

S4 60(57) 50(47.5) 44(41.8) 50(47.5) 73.33(69.7)

S5 40(38) 30(28.5) 24(22.8) 30(28.5) -

S6 - - 16(15.2) - -

tleneck networks mathematically. They also showed through simulations that FCFS works

better than RTFS. By appealing to this result, we here consider a scenario where two bot-

tlenecks exist. The network configuration is shown in Fig. 3.6 where the bottleneck links 1

and 2 have the link capacity of100Mbps. The flow models used in this scenario and theo-

retical rates of flows satisfying theweighted max-min fairness propertyfor the PID model

are summarized in Table 3.2. For the PII2 model, changes are indicated in parentheses when

needed.

At t = 0s, the queue lengths at link 1 and 2 are already stabilized with4 flows, S1,

S2, S4 and S5. For four gain sets, values ofql(t) and |Q̂l
w| at link 1 and 2, and source

transmission ratesai(t) are shown in Fig. 3.7. ForG3
PID andG2

PID, the queue lengths are

controlled to the target queue length except transient periods. ForG3
PII2 andG2

PII2 , the
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Figure 3.7: Results of Scenario 1: From top to bottom - Queue length at links 1(q1(t)),

Estimated sum of locally bottlenecked flows’ weights at link 1 (|Q̂1
w|), Queue length at link

2 (q2(t)), Estimated sum of locally bottlenecked flows’ weights at link 2 (|Q̂2
w|) and Source

Transmission Rates (ai(t)).
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queue lengths are nearly zero except transient periods, at the cost of 5% underutilization. It

can be observed that the queue length overshoot is smaller and the rate adaptation is faster

when a three-term controller (G3
PID or G3

PII2) is used instead of a two-term controller

(G2
PID or G2

PII2). The overshoots of queue length att = 5s and t = 10s are mainly

due to the smallness of|Ql
w| in this scenario. When|Ql

w| becomes large,|Ql
w| ≫ 1,

such overshoots can be reduced. Att = 50s, the queue length with the gain setG2
PID is

still being stabilized after the departure of S5 att = 20s because the error signale2
1(t) is

saturated to−ql
T due to the saturation nonlinearity atq2(t) = 0. G3

PII2 andG2
PII2 achieve

theoretical fair rates in advance of two gain sets used for the PID model. S3is bottlenecked

at link 2 from t = 5s to t = 20s and bottlenecked at link 1 as S5 stops its transmission at

t = 20s. The actual source transmission rates approach to the theoretical fair rates given in

Table 3.2 except transient period. We can see that our algorithms work well even if multiple

bottlenecks exist.

3.6.2 Scenario 2: Simple Network With Short-lived Flows

In the second scenario, we investigate the effect of short-lived flows toour algorithm.

We use a simple network shown in Fig. 3.8 where10 persistent sources withDi = i ×

1800km, i ∈ {1, 2, ..., 10} and15 on-off sources withDi = (i − 10) × 1200km, i ∈

{11, 12, ..., 25} exist. A on-off source is modelled by a two-state birth-death model where

the dwell time periods in on and off states are exponentially distributed with the mean of

5s and10s respectively.wi = 1 andmi = 0 are used. A portion of the simulation results

is shown in Fig. 3.9. Although the results are oscillatory due to short-lived flows, the

feedback rate and estimated sum of flows’ weights at link 3 are kept in the neighborhood of

6.67Mbps(or6.33Mpbs) and15 respectively. Note that the PII2 model is good at tracking

ideal fair rates andG3
PII2 has the smallest transient queue length. The utilization of link 3

is found to be0.946, 0.913, 0.947 and0.945 respectively with the gain setG3
PID, G2

PID,

G3
PII2 andG2

PII2 . The low utilization ofG2
PID is caused by its slow rate adaptation when

the queue length is zero. The utilization ofG3
PII2 andG2

PII2 is very close toα3
T = 0.95

due to their fast rate adaptation.
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Figure 3.8: Simple network used for Scenario 2.
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CHAPTER 4

APPLICATION -PERFORMANCE ORIENTED

FLOW CONTROL

4.1 Introduction

One of the most common understandings of fairness for a best-effort service network

is max-min fairnessas defined in [1]. An easy algorithm for obtaining a max-min fair

allocation, which is also known as awater-filling algorithm, is given in [1, 33]: rates of

flows are increased at the same pace until a link is saturated. Then the ratesof flows passing

through the saturated link are fixed and others continue to increase at the same pace. (In

this paper, we do not deal with other concepts of fairness [2,12–14].)

There are several works [7,20,22,27] that provide distributed andstable max-min flow

control algorithms that work in single and multiple bottleneck networks in spite of round-

trip delays. Recently, Radunović and LeBoudec [33] pointed out that there are some cases to

which the notion of a bottleneck link and the water-filling approach is not applicable. They

considered not only max-min, but also min-max, fairness and observed that the existence of

max-min fairness is actually a geometric property of the set of feasible allocations. Based

on the relation between max-min fairness and leximin ordering, they completed a unified

framework encompassing weighted and unweighted max-min fairness, and utility max-min

fairness (to be explained) and provided a centralized algorithm that yieldsthese fairness

properties.

In a single link case, utility max-min corresponds to the satisfaction (utilities) of each

user in the network being equal. Let us consider a simple network in which a link of capacity
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bandwidth

utility

U (a ) : elastic1 1

U (a ) : real-time2 2

ueq

a1
a2aeq

u1

u2

Equal Bandwidth Alloc.

Equal Utility Alloc.

voice encoding rate

Figure 4.1: Bandwidth max-min fairness versus utility max-min fairness.

µ is shared by two flows: an elastic flow with utility functionU1(·) and a real-time flow that

transfers voice data with utility functionU2(·). As shown in Fig. 4.1, if the link capacity is

shared equally (i.e.,aeq = µ
2 ), the utility of the elastic flow,u1(= U1(aeq)), becomes much

larger than that of the real-time flow,u2(= U2(aeq)), and the real-time flow is unsatisfactory

because the allowed rate is smaller than the voice encoding rate. In contrast,if the link

capacity is shared in a way thatU−1
1 (ueq)+U−1

2 (ueq) = µ, then both flows gain an identical

utility (i.e., U1(a1) = U2(a2) = ueq), and the real-time flow is satisfied with the allocation

because the allowed rate is greater than the voice encoding rate. The former represents

the bandwidth max-min fair allocation (equal bandwidth allocation in the single link case)

whereas the latter represents the utility max-min fair allocation (equal utility allocation in

the single link case).

There are several works [16, 23, 33] that present link algorithms to achieve the utility

max-min fair bandwidth allocation, assuming that each link knows the utility functions

of all the flows sharing the link. Note that the algorithms used in the cited studies are

not distributed in the strict sense because they require global information,such as utility

functions of users. Questions remain: (i) whether or not there exists adistributed link
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algorithm that does not require per-flow information, including utility functioninformation,

and (ii) whether or not such an algorithm converges in the presence of round-trip delays.

As a solution to these questions, we provide a network architecture with a distributed flow

control algorithm that achieves utility max-min fairness without using any kind of per-flow

operations and provide stability results for the proposed flow control algorithm. In our

proposed architecture, links do not need to know the utility functions of flows sharing the

links.

Wydrowski et al. [28] proposed a somewhat similar architecture, although they did not

mention utility max-min fairness. They considered alinearized modelin which even gain

values depend on the equilibrium point, which cannot be known in advance. Note that utility

functions are naturally nonlinear and local stability results obtained throughlinearization

techniques cannot guarantee global stability. It is very difficult to find aregion of attraction

[21] in such works. In contrast to this work, we consider anonlinear modelthat does not

exploit knowledge of the equilibrium point. To the best of our knowledge, this is the first

work dealing with an analytical framework for the original problem and its stability.

The definition of utility max-min fairness is similar to that of bandwidth max-min fair-

ness, except that utility values of users are max-min fair. Let us denote flow i’s utility value

and utility function byui andUi(·), respectively. Two technical assumptions onUi(·) for

the analysis of the proposed network architecture are given as follows:

A.1. We assume thatUi(·) is a continuous and increasing function of useri’s allocated data

rate. By this assumption there always exists an inverse function ofUi(·), i.e.,U−1
i (·).

It is quite natural that the values of utility functions increase as the allocated data rates

increase.

A.2. We assume thatUi(0) = 0. It is also quite reasonable, since the utility function value

of useri, i.e., the degree of useri’s satisfaction, is zero when zero data rate is allocated.

Let us denote the set of all links, the set of all flows and the set of flows traversing link

l by L, N andN(l), respectively. Their cardinalities are denoted by|L|, |N | and |N(l)|,

respectively. Then, similar to the bandwidth max-min fairness [1], the utility max-min

fairness can be defined as follows.
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Definition 4.1: A rate vector< a1, ..., a|N | > is said to befeasibleif it satisfiesai ≥ 0,

∀i ∈ N and
∑

i∈N(l) ai ≤ αl
T µl, ∀l ∈ L.

Definition 4.2: A rate vector< a1, ..., a|N | > is said to beutility max-min fair if it is

feasible, and for eachi ∈ N and feasible rate vector< ā1, ..., ā|N | > for which Ui(ai) <

Ui(āi), there exists somei′ with Ui(ai) ≥ Ui′(ai′) > Ui′(āi′).

Hereµl denotes the capacity of linkl andαl
T is a constant defining target link utilization

of link l (0 < αl
T ≤ 1). Let a vector< u1, ..., u|N | > denote the utility vector corresponding

to the rate vector< a1, ..., a|N | > whereui = Ui(ai), ∀i ∈ N . Then, Definition 4.2 can

be restated more informally as follows: a rate vector< a1, ..., a|N | > is said to be utility

max-min fair if it is feasible and for each useri ∈ N , its utility ui cannot be increased while

maintaining feasibility without decreasing the utilityui′ for some useri′ for whichui′ ≤ ui.

4.2 Motivation and Backgrounds for Absolute Stability

4.2.1 Motivation

In Chapter 3, we have proposed two network models using PID (proportional, integral,

derivative) and PII2 (proportional, integral, double integral) link controllers and proved the

asymptotic stability of the closed-loop systems with Nyquist stability criterion [25] and Zero

exclusion theorem in robust control theory [26, 29] when flows experience heterogeneous

round-trip delays. We also have shown that PID and PII2 link controller models are identical

in the sense that open-loop transfer functions are identical and stability region for gains is

identical. Compared with PID model, it is shown that PII2 model converges faster because

there is no saturation of feedback control when router buffers are empty. Therefore, in this

chapter, we concentrate on the PID model and avoid repetition regarding PII 2 model. In

homogeneous-delay case where round-trip delays of all flows are equal to τ , the open-loop

transfer function of PID link controller model was given by the following equation. (Eq.

(3.11) in Section 3.3.1)

G(s) ,
gP s + gI + gDs2

s2
exp(−τs). (4.1)

We can find a stabilizing gain set(gD, gP , gI) by choosing a gain set(GD, GP , GI) residing

in stability region depicted in Fig. 3.3 in Section 3.3.2 and calculate(gD, gP , gI) using the
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following relations.

GD , gD, GP , gP τ, GI , gIτ
2. (4.2)

For heterogeneous-delay case, denoting byτ̄ , an upper bound ofτis, we also can find a

stabilizing gain set(gD, gP , gI) by choosing a gain set(GD, GP , GI) and usinḡτ instead

of τ in Eq. (4.2).

We can see that this system can be regarded as a feedback connection of a linear system

G(s) and an identical function, i.e.,φ(y) = y. If φ(·) can be replaced by a memory-

less nonlinear functionφ∗(·) satisfying some conditions while the asymptotic stability still

holds, we can expect that some kind of utility functions related toφ∗(·) may be employed

for utility max-min architecture. The problem of finding stability condition for this kind of

nonlinear feedback systems has received much attention inabsolute stabilityliterature.

4.2.2 Backgrounds for Absolute Stability

If it were possible to deduce the stability of a family of nonlinear systems by examining

only all linear systems within that family, then we may be relieved of burdens to analyze

stability of nonlinear feedback systems. The history of absolute stability began with the

tempting conjecture given by Aizerman [34]. Supposeφ(·) is a time-invariant nonlinearity.

His conjecture was that a linear systemG(s) with any nonlinear feedbackφ(·) belonging

to the sector[a, b], i.e.,ay ≤ φ(y) ≤ by, is asymptotically stable ifφ(y) = ky for anyk

in [a, b] stabilizes the given system. Two examples ofφ(·) belonging to the sector[a, b] are

shown in Fig. 4.2. Although this conjecture is fascinating, it is shown that this conjecture is

false in general. But, inspired by this conjecture, there have appeared several criteria, e.g.,

Circle criterion and Popov criterion [21,35], which can rigorously determine the stability of

nonlinear feedback systems with graphical analysis.

Kalman made another conjecture [36] assuming a more stringent condition forφ(·).

Supposeφ(·) is a memoryless time-invariant nonlinearity, and is continuously differen-

tiable. His conjecture was that a linear systemG(s) with any nonlinear feedbackφ(·)

belonging to the sector[a, b], i.e.,ay ≤ φ(y) ≤ by, is asymptotically stable ifφ(·) belongs

to the incremental sector, i.e.,φ(0) = 0 anda ≤ dφ(y)/dy ≤ b. Although this conjecture

is also shown to be false in general, due to the stringent assumption onφ(·), its applicability

can be higher. For more precise statements of two conjectures, readers are encouraged to
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Figure 4.2: Two examples ofφ(·) belonging to the sector[a, b].

refer to [21,35].

We have several problems in applying absolute stability criteria to our networkarchi-

tecture. Although there is abundant literature including Circle criterion and Popov criterion,

most of them assume that target systems have no delay and are based on Lyapunov function

method and hence, are not applicable to delayed-systems. The second problem is that many

criteria are quite restrictive which means that the shape ofφ(·) is quite limited and we are

allowed to use only a narrow family of utility functions. The third problem is that they

assume that the functionG(s) is asymptotically stable without a feedback; which is not the

case for our systems. In view of aforementioned issues, the proposed system is changed

to an asymptotically stable system̄G(s)(6= G(s)) having a nonlinear feedback connection,

and then we apply Dewey and Jury’s criterion [37] that is not based on Lyapunov function

method.
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4.3 Utility Max-Min Architecture

In this section, we propose a network architecture that achieves utility max-minfairness

at equilibrium. The network architecture with multiple sources and links is depicted in Fig.

4.3. Let us consider a bottleneck linkl ∈ L. Then, the dynamics of the buffer of the link

can be written as

q̇l(t) =







∑

i∈N(l) ai(t − τ l,f
i ) − µl , ql(t) > 0

[
∑

i∈N(l) ai(t − τ l,f
i ) − µl

]+
, ql(t) = 0

(4.3)

whereai(t) is the sending rate of sourcei, τ l,f
i is the forward-path delay from sourcei to

link l, µl is the link capacity of the link and the saturation function[·]+ , max[·, 0] is such

that theql(t) cannot be negative.

A sourcei sends packets according to fair utility value assigned by the network. To

achieve utility max-min fairness, let us assume that the source sends packetsaccording to

the minimum utility value among the utility values assigned by the links along the path of
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its flow. Thus we assume the followingsource algorithm.

Source Algorithm: ai(t) = U−1
i

(

minl∈L(i)[u
l(t − τ l,b

i )]
)

︸ ︷︷ ︸

ui(t)

, (4.4)

whereL(i) is the set of links which flowi traverses,ul(t) is the utility value assigned by

link l on the path of flowi, τ l,b
i is the backward-path delay from linkl to sourcei andUi(·)

is the user-specific utility function of useri. Because the min[·] operation is taken over a

finite number of links, there should exist at least one linkl such thatul = min[·]. Therefore,

each flowi has at least one bottleneckl ∈ L(i).

There are two assumptions employed for the analysis of the network model.

D.1. We assume that the sources arepersistentuntil the closed-loop system reaches a steady

state. By persistent, we mean that the source always has enough data to transmit at the

allocated rate.

D.2. Two delays, say, the forward-path delayτ l,f
i and the backward-path delayτ l,b

i , include

propagation, queueing, transmission and processing delays. We denotethe sum of two

delays byτi and assume that this is constant.

4.3.1 PID and PII2 Link Controller Models

To control flows and to achieve utility max-min fairness, we use a PID link controller

at each link. In PID the link controller model, there is a specified target queue lengthql
T to

avoid underutilization of the link capacity. Because we have a nonzero target queue length

ql
T , the PID model implies thatαl

T = 1 in Definition 4.1. Each link calculates the common

feedback utility valueul(t) for all flows traversing the link according to the PID control

mechanism.

In general, a proportional term increases the convergence speed oftransient responses

and reduces errors caused by disturbances. An integral term can effectively eliminate steady

state error and results in the size of the stability region being reduced. A derivative term adds

some damping and extends the area of the stability region. It also improves the performance

of the transient period.
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Let us denote the set of flows bottlenecked at linkl and its cardinality byQl and|Ql|,

respectively. Thelink algorithm with PID controllerthat uses the difference betweenql(t)

andql
T as input is given by the following equation

Link Algorithm 1: ul(t) =

[

−
1

|Ql|

(

gP el
1(t) + gI

∫ t

0
el
1(t)dt + gDėl

1(t)

)]+

(4.5)

whereel
1(t) , ql(t)−ql

T is the error signal between control target and current output signal

and,gP > 0 andgI , gD ≥ 0. It should be noted that we also can use a PII2 controller as we

did in Section 3.2.2, by definingel
2(t) ,

∑

i∈N(l) ai(t − τ l,f
i ) − αl

T µl whereαl
T < 1. The

link algorithm with PII2 controller is given by the following equation

Link Algorithm 2: ul(t) =

[

−
1

|Ql|

(

hP el
2(t) + hI

∫ t

0
el
2(t)dt + hI2

∫ t

0

∫ t

0
el
2(t)dtdt

)]+

.

(4.6)

This model control flows so that the queue length at steady state becomes zero at the cost

of link underutilization. The main advantage of this model is that the feedback signal is

not saturated atql(t) = 0 and it is shown through simulations in Section 3.6 that the PII2

model results in faster convergence. In this chapter, though we focus on the PID model

to avoid repeating similar arguments for the PII2 model, readers should note that one can

derive similar arguments regarding the PII2 model with ease, as was done in Chapter 3.

4.3.2 Steady State Analysis

Suppose that the closed-loop system has an equilibrium point at which the derivatives of

the system variables are zero, i.e.,limt→∞ q̇l(t) = 0, limt→∞ ql(t) = ql
T , limt→∞ u̇l(t) =

0, limt→∞ ul(t) = ul
s andlimt→∞ ai(t) = ais. More formally, the set of flows bottlenecked

at link l is given by

Ql = {i ∈ N(l) | ais = U−1
i

(

ul
s

)

} (4.7)

and the set of all flows not bottlenecked at linkl but traversing linkl, N(l) − Ql, is given

by

N(l) − Ql = {i ∈ N(l) | ais = U−1
i

(

ub(i)
s

)

andub(i)
s < ul

s}. (4.8)

whereb(i) ∈ L(i) (b(i) 6= l) is some bottleneck for flowi ∈ N(l)−Ql. Then the equation

(4.3) implies that the link capacityµl in the PID link controller model is fully utilized as
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follows:
∑

i∈N(l)

ais = µl. (4.9)

Using Eq. (4.9), and the definitions (4.7) and (4.8), we obtain

∑

i∈Ql

U−1
i

(

ul
s

)

+
∑

i∈N(l)−Ql

U−1
i

(

ub(i)
s

)

= µl. (4.10)

Thus, we finally get the following equation, which means that flows with utility values

u
b(i)
s < ul

s, which are not bottlenecked at linkl, are assigned data ratesU−1
i (u

b(i)
s ) in

advance and the remaining capacity is fairly distributed to flows bottlenecked at link l based

on the common utility valueul
s.

Ui(ais) = ul
s =




∑

i∈Ql

U−1
i





−1 

µ −
∑

i∈N(l)−Ql

U−1
i (ub(i)

s )





for all i ∈ Ql. From the above arguments, we can show that the proposed network archi-

tecture possesses the utility max-min fairness property. (The proof of Theorem 4.1 is in

Appendix 6.5.)

Theorem 4.1 (Utility Max-Min Fairness): The proposed network architecture described

by Eqs. (4.3), (4.4) and (4.5) (or (4.6)) achieves utility max-min fairness at steady state.

4.4 Stability Analysis

Although we presented a multiple bottleneck network model in Section 4.3.1, rigorous

stability analysis of these kinds of models was shown to be very difficult in [27], due to the

dynamics coupling among links that operate on a “first come first serve” (FCFS) principle.

In [27], though such dynamics coupling exists in theory, the effect of coupling was shown to

be negligible through various simulations. Recently, Wydrowski et al. [28]also showed that

the dynamics coupling is of a very weak form. Thus, in this section, we drop the superscript

l and the analysis is focused on a single bottleneck model. We conjecture that our analytical

results can be extended to multiple bottleneck models without significant modification.

We provide a stability theorem when the saturation functions employed in Eqs. (4.3)

and (4.5) are relaxed with a single bottleneck in the network. To overcome three theoretical
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Figure 4.4: A block diagram of the proposed architecture.

difficulties pointed out in Section 4.2.2, we use a loop transformation and applyan improved

absolute stability criterion to our system. Although our main stability theorem assumes that

flows experience the same forward-path and backward-path delays, we conjecture that our

theorem will hold even if flows experience heterogeneous delays, whenan upper bound of

τis, i.e.,τ̄ ≥ maxi∈N [τi] is used.

4.4.1 Homogeneous-Delay Case

To analyze the homogeneous-delay case of the PID control model, letτ f
i = τ f , τ b

i = τ b,

∀i ∈ Q andτ f + τ b = τ . Then all flows experience the same forward-path and backward-

path delay. By Eqs. (4.5) and (4.3), we obtain the following equation:

...
u(t − τ b) = −

1

|Q|




∑

i∈Q

gP äi(t − τ) + gI ȧi(t − τ) + gD
...
a i(t − τ)



 .

Thus we can see that the same transfer functionG(s) given in Eq. (4.1) defines the rela-

tionship between−
∑

i∈Q ai(t) andu(t − τ b). By definingU(·) as follows, we acquire the

block diagram shown in Fig. 4.4 which is a feedback connection ofG(s) and an increasing

and continuous nonlinearityU(·).

U−1(u) ,
1

|Q|

∑

i∈Q

U−1
i (u). (4.11)

Thus we can expect from Fig. 4.4 that an absolute stability theorem might be applicable

to the proposed closed-loop system. Of various absolute stability criteria, wehave found
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Figure 4.5: A block diagram of the proposed architecture after loop transformation.

that Dewey and Jury’s criterion [37] is suitable for our systems based onarguments given

in Section 4.2.2.

The first procedure when applying the criterion is to determine whetherG(s) is asymp-

totically stable becauseG(s) itself without feedback is required to be asymptotically stable

to apply the criterion. However, we can see that the transfer functionG(s) itself without

feedback is not asymptotically stable because it has a double pole ats = 0. To overcome

this problem, we use a loop transformation with a constanth > 0 and the resulting system

is shown in Fig. 4.5. It should be noted that the modified system is identical to theoriginal

system. It is shown in Section 3.3.2 that the closed-loop system with feedbackU−1(u) = u

(an identical function) is asymptotically stabilized when the gainsGD , gD, GP , gP τ

andGI , gIτ
2 fall within a restricted area, shown in Fig. 3.3. Furthermore, it is also proven

in Section 3.3.3 that the closed-loop system is asymptotically stable for any|Q̂w| ≥ |Qw|.

(|Q̂w| and |Qw| are defined in Section 3.3.3. In the systems of this chapter, it is assumed

thatwi = 1, ∀i ∈ Q.)

To summarize, this result implies that the closed-loop system is asymptotically stable

for U−1(u) = hu, ∀h ∈ (0, 1] when we let|Q̂w| = |Qw|/h. Hence we can see that

G(s)/(1 + hG(s)) is asymptotically stable for any gain sets(GD, GP , GI) falling within a

restricted area shown in Fig. 3.3, andh ∈ (0, 1]. We are now ready to state the main result

of this chapter. (Its proof is in Appendix 6.6.)

Theorem 4.2 (Homogeneous-Delay Case):The closed-loop system described by Eqs.
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(4.3), (4.4) and (4.5) (or (4.6)) with the homogeneous-delay assumptionτ f
i = τ f , τ b

i = τ b,

∀i ∈ Q andτ = τ f +τ b is asymptotically stable for arbitrary utility functions with0 < k ≤

dUi/da < ∞, ∀a ∈ [0,∞) and∀i ∈ Q if a gain set(GD, GP , GI) falls within a restricted

area shown in Fig. 3.3 and there exist a finite numberη and a finite numberκ ≥ 0 such that

the open-loop transfer functionG(jω) satisfies the following equation for arbitrarily small

h > 0:

Re

[(

1 +
jωη

1 + κω2

)
G(jω)

1 + hG(jω)

]

+ k > 0, ∀ω ≥ 0. (4.12)

Remark 4.1: One should note that this requirement is not stringent because the max-

imum slopes of the utility functions are not restricted, except for the conditionthat they

should not be infinite. In other words, this restriction means that a user’s satisfaction should

increase with minimum slope ofk for the stability of the whole network. A user can suf-

ficiently emphasize that his satisfaction increases significantly at a certain data rate with

relatively high slope at that data rate; because what matters is not the absolute shape of

one’s utility function, but its relative shape compared with those of others.

The most effective aspect of this theorem is that utility functions have only the minimum

slope requirement and one user can use an arbitrarily-shaped nonlinear utility function that

may differ from the other users’ utility functions. Note that we do not require any kinds of

concavity assumptions which were required in previous approaches [2,12–14]. We strongly

believe that our requirement is one of the least restrictive and most practical requirements

in utility max-min network architecture.

4.4.2 Graphical Interpretation of Theorem 4.2

We know from Section 3.3.1 that the closed-loop system is asymptotically stable when

Ui(a) = a for all i ∈ N . Thus we can infer that Theorem 4.2 is meaningful only when

there existsk ≤ 1 satisfying Eq. (4.12). Even though it is difficult to find ak satisfying Eq.

(4.12) for general cases, the inequality admits an intuitive graphical technique similar to the

Nyquist stability criterion [25]. Let us define two functionsX andY as follows:

X(ω) , Re

[
G(jω)

1 + hG(jω)

]

, Y (ω) ,
ω

1 + κω2
Im

[
G(jω)

1 + hG(jω)

]

.
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Then Eq. (4.12) is equivalent to the following condition:

X(ω) − ηY (ω) + k > 0, ∀ω ≥ 0 ⇐⇒
(

1 −η
)

(

X(ω)

Y (ω)

)

> −k, ∀ω ≥ 0.(4.13)

In two-dimensional Euclidean space, this inequality entails that the closed-loop system is

asymptotically stable if there is a line with slope1/η and an intercept on theX axis−k

such that(X(ω), Y (ω)) trajectory is completely contained in the open right half-space of

the line. Because we have found that it is very difficult to find an equivalent and explicit

symbolic expression of Eq. (4.12) independent ofω, we provide minimum values ofk when

two optimal gain sets found in Section 3.4 are used.

To find a k value independent ofτ , we rewriteG(jω), X(jω) and Y (jω) into the

following equations usingω1 , τω and relations given in Eq. (4.2).

G(jω1) = −
jω1GP + GI − ω2

1GD

ω2
1

(cos(ω1) − jsin(ω1)),

X(ω1) , Re

[
G(jω1)

1 + hG(jω1)

]

, Y (ω1) ,
ω1

1 + κ′ω2
1

Im

[
G(jω1)

1 + hG(jω1)

]

.

whereκ′ , κ/τ2. (The proof of Corollary 4.1 is in Appendix 6.7.)

Corollary 4.1 (Explicit Range of k): ForG3
PID , (GD, GP , GI ) = (0.242,0.868,0.261)

andG2
PID , (GD, GP , GI ) = (0,0.482,0.091) that correspond to the PID and PI optimal

gain sets, respectively, the minimum values ofk are 0.480 and 0.338.

Remark 4.2: Note that, forκ = 0, Eq. (4.12) reduces to the well-known Popov crite-

rion, and the minimum slope constraint is dropped. Fig. 4.6 shows that the minimumslope

constraint in our theorem is essential for getting a smallerk. Thus, instead of the Popov

criterion, which has been regarded as one of the least conservative criteria when the nonlin-

ear feedbackφ(·) is time invariant, we must use Dewey and Jury’s criterion, which allows

much smaller values ofk thanks to the minimum slope constraint.

This corollary provides minimum values ofk for two optimal gain sets. For the PID and

PI controller models, respectively, with the gain setG3
PID andG2

PID, we can use any kinds

of utility function that satisfy, respectively,0.480 ≤ dUi/da < ∞ and0.338 ≤ dUi/da <

∞. To introduce stability margins to the closed-loop system, it is recommended that the

minimum slopes of utility functions be bounded by1.
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Figure 4.6: One sample of(X(ω1), Y (ω1)) plot for G3
PID with h = 0.001.

Lastly, we would like to comment on theinevitability of the minimum slope constraint

in our distributed utility max-min architecture, represented by Eqs. (4.3), (4.4) and (4.5)

(or (4.6)). In a single link case, Eq. (4.4) reduces toai(t) = U−1
i (u(t − τ b

i )). If the slope

dUi/du is sufficiently small, a small change inu(t) can induce a large fluctuation inai(t).

Since feedback delays betweenai(t) andu(t) are nonzero, the fluctuation ofai(t) is not

alleviated immediately and causes the instability of the queue length through Eq. (4.3).

Thus, we can see that the minimum slope constraint of utility functions is inevitablein a

distributed utility max-min architecture with nonzero feedback delays.

4.5 Various Utility Functions

The utility functionUi(·) maps the bandwidthai, allocated by the network, to useri’s

satisfaction. One question might arise as to how we can decide the shape of autility function

to make it represent application-specific satisfaction versus allocated bandwidth. In general,

it is not an easy task to obtain a utility function of an application. Fortunately, there does

exist a certain amount of research along these lines, as cited in [16]. To partially answer

this question, we present four candidate utility functions in this section. We first define the
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Figure 4.7: Utility functions for different application classes

premium utilitywhere flows desire as much bandwidth as possible. In other words, premium

flows yield the least satisfaction compared to other application flows when the same data

rate is allocated to all flows. To satisfy the minimum slope constraint and to introduce

stability margins, the premium utility is defined asUi(a) = a and shown in Fig. 4.7(a). It

should be remarked that the value ofUi(a) in Fig. 4.7 has no specific meaning and its unit

can be arbitrarily chosen by introducing some scaling factor in Eqs. (4.5) and (4.6). What

matters is the relative shape of utility functions, rather than utility values, as we mentioned
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in Remark 4.1.

The elastic utility can be used for flows with elastic applications, such as FTP in the

Internet. In this case, the satisfaction initially increases with a high slope followed by lower

slopes when the allocated bandwidth exceedsasat. It is assumed that an elastic flow is

satisfied sufficiently ifa ≥ asat. A candidate utility function using an exponential function

is given by

Ui(a) =







k
(

1 − exp(−
U ′

i(0)
k

a)
)

, if a < asat

a − asat + k
(

1 − exp(−
U ′

i(0)
k

asat)
)

, if a ≥ asat

wherek is defined ask , asatU
′
i(0)/ log(U ′

i(0)). An elastic utility withU ′
i(0) = 30 and

asat =10Mbps is shown in Fig. 4.7(b). For a fixed value ofasat, various values ofU ′
i(0)

result in different shapes ofUi(·). How can we chooseU ′
i(0)? One way to compare the

absolute values of elastic utility to those of premium utility. In Fig. 4.7(a) and 4.7(b),

when a premium flow is allocated 20Mbps, an elastic flow is allocated 0.8Mbps. When a

premium flow is allocated 95.3Mbps, an elastic flow is allocated 20Mbps. Henceforth, one

can choose an adequate value ofU ′
i(0). The premium utility can be areference utilityfor

other utilities.

In this way, we provide a candidate for thereal-time utility. A real-time flow would be

unsatisfactory if the allowed rate is smaller than a specified rateasat. A real-time flow is

satisfactory only when the allocated ratea is greater than or equal toasat. Thus, a candidate

utility function is given by

Ui(a) =







a , if a < asat

U ′
i(asat)(a − asat) + asat, if asat ≤ a < asat + δ

a − δ + U ′
i(asat)δ , if a ≥ asat + δ

A candidate function for real-time utility is shown in Fig. 4.7(c) withU ′
i(asat) = 100,

asat =4Mbps andδ =1Mbps. Compared to premium flows, a real-time flow is allocated at

least 4Mbps when a flow with premium utility is allocated 4Mbps or more.

For multimedia flows with multi-layer streams where one layer is the base layer and the

others are enhancement layers, the real-time utility can be extended to thestepwise utility

where the application performance increases drastically when an additional streaming layer
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is allocated to them. There are three variablesU ′
i(a

j
sat), aj

sat andδj , corresponding to each

streaming layer. In the case of two streaming layers, a candidate utility functionis given by

Ui(a) =







a , if a < a1
sat

U ′
i(a

1
sat)(a − a1

sat) + a1
sat , if a1

sat ≤ a < a1
sat + δ1

a − δ1 + U ′
i(a

1
sat)δ

1 , if a1
sat + δ1 ≤ a < a2

sat

U ′
i(a

2
sat)(a − a2

sat) + a2
sat − δ1 + U ′

i(a
1
sat)δ

1, if a2
sat ≤ a < a2

sat + δ2

a − δ2 + U ′
i(a

2
sat)δ

2 − δ1 + U ′
i(a

1
sat)δ

1 , if a ≥ a2
sat + δ2.

A sample stepwise utility is shown in Fig. 4.7(d).

4.6 Implementation Considerations

4.6.1 Estimation of|Ql|

The usage of|Ql|, the number of flows bottlenecked at linkl, in Eqs. (4.5) and (4.6)

is not a specific requirement of our architecture but an inevitable requirement of most ap-

proaches. In most approaches, the gain value used for updating source rates or link prices

is normalized by analogous terms. It should be noted that routers should store per-flow in-

formation regarding flows’ activeness to know the exact value of|Ql|. Thus, to eliminate

this overhead,|Ql| must be estimated properly. The condition of Eq. (6.5) is still satisfied

when|Q| in Eq. (4.11) is replaced by|Q̂| ≥ |Q|. Thus, we can see that the overestimation

of |Ql| is allowed, while severe overestimation slows down the convergence speedof the

closed-loop system.

In general, we follow the method described in [7] and modify the method for utility

max-min fairness. When thejth data packet arrives at linkl at time tj , it contains two

fields, ai(t
j − τ l,f

i ) andul′(tj − τ l′,f
i ) wherel′ is the current bottleneck link for flowi.

Using these two values, for thekth interval, the number of flows bottlenecked at linkl can

beapproximatedby

|Q̂l|k =
∑

tj∈((k−1)W,kW ]

DPSj

W · ai(tj − τ l,f
i )

· 1
{

ul′(tj − τ l′,f
i ) ≥ δ · ul(tj)

}

(4.14)

where 1{·} is the indicator function,W is the time interval used for averaging and DPSj is

the size of thejth data packet. Whenul′(tj − τ l′,f
i ) ≥ δ · ul(tj), flow i is regarded a flow

51



CHAPTER 4. APPLICATION-PERFORMANCE ORIENTED FLOW CONTROL

bottlenecked at linkl and the indicator function returns1, otherwise0. The valueδ = 0.9 is

used to introduce a margin for estimation. Note that Eq. (4.14) provides an efficient method

for estimating|Ql| in addition to preventing underestimation of|Ql|. For suppression of the

fluctuation in estimation, the value|Q̂l| is computed as follows:

|Q̂l| ← max[1, λ|Q̂l| + (1 − λ)|Q̂l|k]

whereλ is an averaging factor and it is found thatλ yields the stable and effective estimation

of |Q̂l| when it is set toλ = 0.98.

4.6.2 Discrete-Time Implementations

Our proposed fluid models must be discretized to smooth out the high-frequency fluctu-

ation ofel
1(t) andel

2(t), noisy variation oful(t) caused by packet-to-packet fluctuation and

background traffic fluctuation. A recommended implementation of the PID modelfor the

computation oful(t) with a sampling timeT1 is given by

ul[k] =
[

ul[k − 1] −
1

|Q̂l|

(

A(el
1[k] − el

1[k − 1])

+BT1e
l
1[k] +

C

T1
(el

1[k] − 2el
1[k − 1] + el

1[k − 2])
)]ūl

0

(4.15)

whereA = GP /τ̄ > 0, B = GI/τ̄2 ≥ 0, C = GD ≥ 0 and the saturation function is

defined as[·]ū
l

0 = min [max[·, 0], ū]. One possible choice for antialiasingel
1(t) is to use

periodic-averaging filter, i.e.,el[k] = 1
T1

∫ kT1

(k−1)T1
q(t)dt− ql

T . An integrated version of Eq.

(4.15) seems infeasible because the following term of the integrated equation

−BT1

k∑

i=0

el
1[i]

goes to infinity ask goes to infinity for underloaded links whereql(·) = 0.

For the PII2 model, a recommended implementation for computation oful(t) is given

by

ul[k] =
[

2ul[k − 1] − ul[k − 2] −
1

|Q̂l|

(

AT2(e
l
2[k] − el

2[k − 1])

+ BT 2
2 el

2[k] + C(el
2[k] − 2el

2[k − 1] + el
2[k − 2])

)]ūl

0

(4.16)
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whereA = HI/τ̄ > 0, B = HI2/τ̄2 ≥ 0 andC = HP ≥ 0. One possible choice for

antialiasingel
2(t) is to useel

2[k] = 1
T2

ql+[k]−αl
T µ whereql+[k] is the byte sum of packets

enqueued during the time interval((k − 1)T2, kT2].

4.6.3 Rate-Based Pricing Scheme

The main advantage of our utility max-min architecture is that the objective of flow

control is achieved in adistributedmanner. However, this advantage might be a drawback in

view of fairness because a selfish user can choose a utility function that assigns him a larger

data rate. For example, an elastic flow can intentionally disguise itself as a premium flow to

attain a larger bandwidth share. Let us consider a simple pricing scheme thatcharges users

by the actual size of data they send into the network. That is to say, useri will be charged

pi = bic, wherebi is the total bytes transmitted by useri (or flow i) andc is the cost of

transmitting unit byte in the network. One crucial problem with this pricing schemeis that

there is no penalty for disguised users because they are charged based on the byte-usage of

their applications in the network. An FTP user will try to transmit a fixed-size filein a short

time by choosing a premium utility because there is no penalty when they send dataat a

higher rate by choosing more slowly increasing utility functions.

One way to prevent this kind of selfish actions while achievinggenuineutility max-min

fairness is to introduce weightsw(āi) whereāi is the average data rate of useri during

flow’s duration andw(āi) is an increasing function of̄ai. Then, useri will be chargedpi =

w(āi) · bic. If an elastic flow disguises itself as a premium flow to transmit a fixed-size file,

it is charged higher for transmitting the file because the premium utility function willassign

him a higher data rate andw(āi) will be larger. Real-time and stepwise flows willingly

pay more than elastic flows because they need more bandwidth to reach the comparable

application-performance levels. In the existing flow control algorithms that support only

“best-effort flows”, there has been no way to guarantee users’ various application-specific

performance levels. In utility max-min architecture, network operators now can get more

revenue since the satisfied users now have willingness to pay more for apparently visible

performance gain. Note that the network still does not need to know users’ utility functions

in our proposed pricing scheme. Including our proposed pricing scheme, there might be

various pricing schemes to prevent users from cheating.
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Table 4.1: Parameters Used for Simulation.
ql
T T1 αl

T T2 δ λ DPS W

0.05̄τµl 30∆ 0.95 100∆ 0.9 0.98 500bytes 300∆

4.7 Simulation Results

Using the four types of utility given in Section 4.5, we provide a number of simulation

results using ns-2 simulator [32] to demonstrate the merits of utility max-min flow control

and the performance of our algorithms. In both scenarios, the largest round-trip propagation

delays are set to100ms. To take queueing delays and sampling delays at links into consid-

eration,τ̄ is set to a slightly greater value than this. Other parameters used for simulation

is given in Table 4.1 where∆ is one data packet transmission time, i.e.,∆ , DPS/µl. To

avoid messy figures, we simulated our architecture with only two kinds of three-term link

controllers, i.e., PID and PII2 controllers. Simulation results for the PID and PII2 link con-

troller models are respectively denoted byG3
PID andG3

PII2 . For two-term link controllers,

i.e., PI and II2 controllers, we can obtain simulation results similar to those given in Section

3.6.

4.7.1 Scenario 1: Simple Network With Heterogeneous Round-Trip Delays

The network configuration used for Scenario 1 is shown in Fig. 4.8. In thisscenario,

τ̄ = 110ms is used. The flow models used in this scenario are summarized in Table 4.2,

where each utility corresponds to the utility given in Fig. 4.7. We can see fromTable 4.2 that

flows experience heterogeneous round-trip delays and the maximum round-trip propagation

delay is100ms. In Fig. 4.9, the queue length at link 1, source utilities and source sending

rates are shown. We can see that our proposed algorithms equalize utility values of sources,

while the feasibility condition in Definition 4.1 and utility max-min property in Definition

4.2 are satisfied. For the PID model, the link capacity is fully utilized, while the target queue

length (ql
T = 68.8kbytes) is obtained. For PII2 model, the target utilization (αl

T = 0.95) is

achieved, while the queue length at steady state becomes zero. The inverses of utilities, i.e.,

sending rates, are also shown in Fig. 4.9. It should be noted that the PII2 model achieves

zero queue length at steady states and converges faster than the PID model when some flows
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Figure 4.8: Simple network used for Scenario 1

Table 4.2: Flow Models Used for Scenario 1.
source utility di begin(s) at end(s) at

S1 premium 5ms −∞ ∞

S2 premium 15ms −∞ 25s

S3 premium 20ms −∞ 40s

S4, S5, S6 elastic 5, 25, 30ms 5, 5.1, 5.2s 40.1, 40.2, 40.3s

S7, S8, S9 real-time 10, 35, 40ms 10, 10.1, 10.2s 40.4 40.5 40.6s

S10, S11 stepwise 35, 15ms 15, 15.1s ∞

stop their transmission at the cost of 5% underutilization. As discussed in Section 3.2.2, the

PII2 model quickly achieves fair rates because the saturation nonlinearity at empty buffers

is eliminated.

Three real-time flows (S7 ∼ S9) achieve data rates slightly greater than the encoding

rate (4Mbps) and elastic flows (S4 ∼ S6) achieve smaller data rates. Before t=40s, two

stepwise flows,S10 and S11 achieves data rates slightly greater than the base-layer rate

(4Mbps) due to network congestion. As many flows stop transmission at t=40s, they achieve

data rates (≥12Mbps) including the enhancement-layer rate (8Mbps). One crucial merit of

utility max-min flow control is that multimedia flows are guaranteed minimum data rates

except when the network is severely congested. Furthermore, for flows with stepwise utility,

additional layers can be assigned when the network is lightly congested.
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Figure 4.9: Results of Scenario 1 - Queue length at link 1 (q1(t)), Source utilities (ui(t))

and Source sending rates (ai(t)).

Because premium flows have identical utility functions,Ui(a) = a, sending rates of

premium flows (a1(t) ∼ a3(t)) are nearly identical to source utilities (u1(t) ∼ u11(t)) if
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we ignore the slight time shift due to feedback delay. For PID model, we provide a revised

source algorithm in Appendix 6.8 which suppresses queue length overshoots.
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Figure 4.10: Multiple bottleneck network used for Scenario 2

Table 4.3: Flow Models Used for Scenario 2.
source utility di begin(s) at end(s) at sink

S1 premium 35ms −∞ ∞ Sink3

S2 elastic 15ms −∞ ∞ Sink1

S3 elastic 20ms −∞ ∞ Sink2

S4 elastic 5ms −∞ ∞ Sink3

S5 ∼ S6 elastic 25, 30ms 10, 10.1s ∞ Sink1

S7 ∼ S11 real-time 20, 40, 15, 40, 25ms 20, 20.1, 20.2, 20.3, 20.4s ∞ Sink2

S12 ∼ S14 stepwise 30, 40, 10ms 40, 40.1s ∞ Sink3

4.7.2 Scenario 2: Multiple Bottleneck Network With Heterogeneous Round-

Trip Delays

To show that the proposed models work well in multiple bottleneck networks, wecon-

sider a network configuration in which there are three bottleneck links; seeFig. 4.10. In

this scenario,̄τ = 120ms is used. The flow models used in this scenario is summarized in

Table 4.3. In Fig. 4.11, although there are queue overshoots at t=10s, 20s, 40s because sev-

eral flows begin transmission simultaneously, such dramatic events (e.g.,S7 ∼ S11 begin

transmission simultaneously.) do not occur frequently in real networks. Insteady states,

the sending rates of flows satisfy the feasibility condition and utility max-min property, as
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(ul(t)) and Source sending rate ofS1 (a1(t)).
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Figure 4.12: Results of Scenario 2 - Source sending rates ofS2 ∼ S14 (a2(t) ∼ a14(t)).

shown in Fig. 4.12. BecauseS1 traverses link 1, link 2 and link 3,a1(t) will be nearly iden-

tical to the minimum of the feedback utilities at the three links, min[u1(t), u2(t), u3(t)]. To

avoid lengthy presentation, in Scenario 2, we show only the sending rate ofpremium flow

S1 and feedback utilities at links, instead of the source utilities of flows.

Four intervals are readily distinguishable; [−∞, 10s], [10s, 20s], [20s, 40s] and [40s,

∞]. From−∞ to t=10s,S1 is bottlenecked at all three links. As new elastic flows,S5 and

S6 destined for Sink1 begin transmission at t=10s,S1 becomes bottlenecked only at link 1.
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Thus from t=10s to t=20s, flowS3 andS4 can send data at higher rates andS2 can send data

at a lower rate compared with the previous time interval, as shown in Fig. 4.12. As five real-

time flows,S7 ∼ S11 destined for Sink2 begin transmission at t=20s,S1 is now bottlenecked

at link 2. From t=20s to t=40s,S2, S5 andS6 can send data at higher rates andS3 can send

data at a lower rate compared with the previous time interval. Similarly, when threestepwise

flows destined for Sink3 begin transmission at t=40s,S1 becomes bottlenecked at link 3 and

flows are allocated bandwidth according to utility max-min fairness. Thus we can verify that

our proposed algorithms work well in multiple bottleneck networks where the bottleneck

link of a flow can change dynamically as the network situation changes.
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CHAPTER 5

CONCLUSION

In Chapter 3, we have provided two network models which satisfyweighted max-min

fairnessand dispense with any kind of per-flow operation in routers. We have found equiv-

alent stability conditions in two network models with heterogeneous round-trip delays. The

theorem states that a stabilizing gain found with homogeneous-delayτ also stabilizes all

the networks with heterogeneous delays less than or equal toτ and overestimation of the

sum of flows’ weights is completely safe. We derive the equivalent condition for the asymp-

totic stability of the network as an explicit and usable function of the upper bound τ̄ of all

round-trip delays. We show that the gain sets maximizing the asymptotic decay rates do

not cause the serious performance degradation even though they are obtained using only an

upper bound of round-trip delays.

The PID model achieves not only full utilization but also the target queue length at

its equilibrium point. The PII2 model achieves zero queueing delays and absorbs transient

overshoots in links sacrificing some degree of utilization, andαl
T can be lowered to absorb

the transient queues when many short-live flows exist. It also rapidly achieves fair rates

because the saturation nonlinearity at empty buffers is now eliminated. We believe that our

analytical and experimental results will play an important role in encouragingthe usage of

more sophisticated flow control algorithms in packet networks.

In Chapter 4, we have proposed a control-theoretic framework for application-performance

oriented flow control. Our contribution is three-fold. First, we have founda distributed link

algorithm that attains utility max-min bandwidth sharing while controlling link buffer oc-

cupancy to either zero or a target value. Moreover, the link algorithm does not require any

per-flow information and processing, so it is scalable. Second, our algorithm is shown to
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be asymptotically stable in the presence of round-trip delays for arbitrary forms of utility

function, as long as they are continuous and their slopes are larger than acertain positive

constant. Third, our framework lends itself to a single unified flow control scheme that can

simultaneously serve, not only elastic flows, but also non-elastic flows such as voice, video

and layered video.

Although the stability results given in the first part of this dissertation have been derived

for a single bottleneck network with heterogeneous round-trip delays, and those given in the

second part have been derived for a single bottleneck network with homogeneous round-trip

delays, we were able to see through simulations that the proposed algorithm inthe first part

works well for a multiple bottleneck network and the proposed algorithm in the second

part works well for a multiple bottleneck network with heterogeneous round-trip delays. In

future work, we will extend the stability results to that general case.

In our network models, sources induce overshoots of queue lengths because they im-

mediately adapt to the network-assigned data rates. Although our models, especially the

three-term controller in the PII2 models, are good at reducing transient queues when there

are many flows, one may change the source algorithm so that sources adapt to allocated

data rates smoothly and, as a result, the queue length overshoots are suppressed when there

are small number of flows or when the portion of short-lived flows is large.To achieve fair

rates in a short time while reducing queue length overshoots, we present one revised source

algorithm for PID link controller model in Appendix 6.8. We suggest that onemay use

several techniques proposed in XCP [6] to extend our algorithms for TCP-like sources.
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CHAPTER 6

APPENDIX

6.1 Proof of Proposition 3.1

BecauseG(jω) = −j∞ − ∞2 in the third quadrant, there always exists a valueω̃

(shown as the pointP1 in Fig. 6.1) in 0 < ω̃ < ∞ such that Re[G(jω)] < 0 for all

0 < ω ≤ ω̃. To prove the Proposition, it is sufficient to show that Im[G(jω)] < 0 for all

ω̃ < ω < ω̄. By contradiction, assume that there is a valueω̂ (shown as the pointP2 in

Fig. 6.1) in ω̃ < ω̂ < ω̄ such that Im[G(jω̂)] = 0. Moreover, from Im[G(jω̂)] = 0, it

follows that∠G(jω̂) = 0 or ∠G(jω̂) = π. Since one of two conditions, i.e.,G(jω̂) > 1

or G(jω̂) < −1 should be satisfied, let us assume the former case. But,∠G(jω̂) can not

be zero because−π < ∠G0(jω̂) < 0 and−π < −ω̄τ < −ω̂τ < 0. Therefore, this case

cannot happen.

Let us assume the latter case,G(jω̂) < −1. We can summarize the angle values of

G(jω) as follows.






∠G(j0+) = −π

−π < ∠G(jω̃) < −π
2

∠G(jω̂) = −π

−π < ∠G(jω̄) < 0

limn→∞ ∠G(j (2n+1)π
τ

) = −π

Since the angle function ofG(jω) is continuous, there should be at least three local extrema.
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Figure 6.1: Nyquist plot used for Proposition 3.1.

The angle function and its derivative which can be obtained from Eq. (3.12) are given by






ψ(ω) ≡ ∠G(jω) = arctan
(

gDω2−gI

gP ω

)

− π
2 − ωτ

ψ′(ω) = gP gDω2+gP gI

g2

P
ω2+(gDω2−gI)2

− τ.

Becauseψ′(ω) = 0 is a biquadratic equation, there are at most two solutions in0 < ω < ∞.

This is in contradiction with the fact thatψ(ω) has at least three local extrema.

6.2 Proof of Theorem 3.1

Sufficiency. We can see easily from Fig. 3.2 that the Nyquist plot has a unique intersec-

tion with the unit circle in0 < ω < ∞. More formally, there is a unique positive solution to

the following equation if|gD| < 1, R ≥ 1 andgI > 0 (The casegI = 0 also can be treated

in a similar way.),

|G(jω)| = |G0(jω)| =
(

gD −
gI

ω2

)2

+
(gP

ω

)2

= R2, (6.1)

because Eq. (6.1) is equivalent to the following biquadratic equation

(R2 − g2
D)ω4 + (2gDgI − g2

P )ω2 − g2
I = 0, (6.2)
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and the condition for Eq. (6.2) to have a unique positive solution is equivalent to

(2gDgI − g2
P )2 + 4g2

I (R
2 − g2

D) ≥ 0

and − g2
I (R

2 − g2
D) < 0,

which is already satisfied by the assumption ofgD andR. This means that the Nyquist

plot reaches the unit circle and never depart from it. That is, the part of the Nyquist plot

corresponding toω > ω̄ is entirely contained in the unit circle so that it can never contribute

to encircling or touching−1 + j0. If the assumption ofτ is satisfied, we can easily see that

the Nyquist plot ofG(jω̄) is always below−1 + j0 for 0 < ω ≤ ω̄ and all the assumptions

of Proposition 3.1 are satisfied. Therefore, the Nyquist plot neither does encircle nor touch

−1 + j0 because Im[G(jω)] < 0 for all ω in 0 < ω ≤ ω̄. The open-loop poles = 0 can

be managed with the boundary deviation technique by adding an infinitesimal half-circle.

Appealing to the Nyquist stability criterion, we have proven the stability of closed-loop

system.

Necessity can be proven trivially. If|gD| ≥ 1 or the condition of Eq. (3.14) is violated,

the Nyquist plot simply encircles or touches−1 + j0.

6.3 Proof of Corollary 3.1

Here we give a sketch of proof because a detailed proof requires complicated arguments.

To find a necessary condition, let us assume that0 < GD < 1 is fixed. From the fact that

arccos(·) is a monotonically decreasing function, we see thatGI < ω2
1 (GD + cos(ω1))

andω1 < arccos(−GD). We can consider two cases, i.e.,0 < ω1 ≤ π
2 and π

2 < ω1 <

arccos(−GD). Considering carefully both two cases and using the fact that the function

ωsin(ω) has a unique maximum over the interval0 < ω < π, it follows that

GP <







ω1sin(ω1) over π
2

< ω1 < arccos(−GD)

if arccos(−GD) < ω0,

ω0sin(ω0) if ω0 ≤ arccos(−GD),

(6.3)

This equation can be used in obtaining a necessary stability condition forGP which is

given by Eq. (3.18). The caseGD = 0 can be easily treated separately and can be found by

settingGD = 0 in Eq. (3.18).
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Let us assume that0 ≤ GD < 1 is fixed andGP > 0 takes a fixed value such that

GP = ω∗sin(ω∗) and 0 < ω∗ < arccos(−GD) which is the same to the range ofω1.

When arccos(−GD) < ω0, GI is simply given byGI < ω2
∗(GD + cos(ω∗)) from Eq.

(3.15). Whenω0 ≤ arccos(−GD), we have to consider two cases, i.e.,0 < ω∗ < ω0 and

ω0 ≤ ω∗ < arccos(−GD), separately. Considering in this way, it can be shown that a

necessary stability condition forGI is given by Eq. (3.19).

Although we omit the proof of sufficiency, it can be verified with direct substitution of

Eqs. (3.17), (3.18) and (3.19) into Eqs. (3.15) and (3.16).

6.4 Proof of Theorem 3.2

Proof of necessity is trivial. If the heterogeneous-delay case is asymptotically stable,

then we can simply setρ1 = 1, ρi = 0, ∀i ≥ 2 andτ1 = τ̄ .

For the proof of sufficiency, both conditions of Proposition 3.2 should besatisfied. We

immediately see that the first condition of Proposition 3.2 is already satisfied because we

have a choice of2|Q|-tuple vector, i.e.,ρ1 = 1, ρi = 0, ∀i ≥ 2 andτ1 = τ̄ which stabilizes

the homogeneous-delay case. For the second condition, let us define a circular sector as

follows:

S τ̄
ω = {s ∈ C | |s| ≤ 1, and − τ̄ω ≤ ∠s ≤ 0} .

Let us definez asz ≡
∑

i∈Q ρiexp(−jτiω). By rewritingz in terms of exp(−jτiω) and0

as follows:

z =
∑

i∈Q

ρiexp(−jτiω) +



1 −
∑

i∈Q

ρi



 · 0,

we see thatz ∈ S τ̄
ω becauseS τ̄

ω is a convex set andz is a convex combination of|Q| + 1

points inS τ̄
ω. Furthermore, if we define a setG0(jω)S τ̄

ω ≡ {G0(jω) · s | s ∈ S τ̄
ω} which

is depicted in Fig. 6.2, we see thatV (ω) ⊂ G0(jω)S τ̄
ω for all ω because the following

equation holds:

G(jω, ρ, τ ) = G0(jω)z(jω, ρ, τ ) ∈ G0(jω)S τ̄
ω.

Since the circular sectorG0(jω)S τ̄
ω is bounded by two functions, i.e.,G0(jω)exp(−jτ̄ω)

andG0(jω) and the magnitudes of two functions are equal to|G0(jω)| = |G(jω)|, the

66



CHAPTER 6. APPENDIX

-1+j0

Real Axis

Imag. Axis

t

ww S)j(G 0

Figure 6.2: Nyquist plot used for Theorem 3.2.

circular sectorG0(jω)S τ̄
ω can be expressed as follows:

G0(jω)Sτ̄
ω = {z | ηl ≤ ∠z ≤ ηu, |z| ≤ |G0(jω)|} , (6.4)

ηl ≡ ∠G0(jω) exp(−jτ̄ω) = ∠G0(jω) − τ̄ω, ηu ≡ ∠G0(jω).

For ω̄ < ω, where|z| < 1 for all z ∈ G0(jω)S τ̄
ω, the sectorG0(jω)S τ̄

ω is completely

contained inside the unit circle. Naturally,V (ω), which is a subset ofG0(jω)S τ̄
ω does not

touch−1 + j0. For0 < ω ≤ ω̄, Im[G0(jω)] < 0 and Im[G0(jω)exp(−jτ̄ω)] < 0 hold by

Proposition 3.1. Thus,−π < ηl < 0 and−π < ηu < 0 hold. From Eq. (6.4), we see that

G0(jω)S τ̄
ω is completely contained in the lower half plane. Forω = 0, the value setV (ω)

is infinity. By Proposition 3.2, we now complete the proof of sufficiency.

6.5 Proof of Theorem 4.1

If all links in the network perform the same operation as that described in Section 4.3,

each flow has its own bottleneck link (which can be more than one) and the utility vector

at steady state is feasible in the sense that it satisfies Eq. (4.10) for all bottleneck links

l ∈ L. If we increase the utility value of flowi which is bottlenecked at some linkl while

maintaining feasibility, we should reduce the data rate of flowi′(6= i) that traverses link
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l, i.e., i′ ∈ N(l). SinceUi′(·) is an increasing function by the assumption A.1, the utility

value ofi′ is also reduced. SinceUi′(ai′s) ≤ Ui(ais) for all i′ ∈ N(l) by the definition of

bottleneck link (See, e.g., [1].), we are reducing the utility value of flowi′, which is already

less than or equal to the utility value of flowi. By Definition 4.2, we complete the proof.

To the PII2 model, a similar proof is applicable.

6.6 Proof of Theorem 4.2

For notational simplicity, we define two functions shown in Fig. 4.5 as follows.

Ḡ(s) , G(s)/(1 + hG(s)), Ū−1(u) , U−1(u) − hu.

By the assumption that(GD, GP , GI) is contained in Fig. 3.3, we can see thatḠ(s) is

asymptotically stable for anyh ∈ (0, 1] from the arguments of Section 3.3.3. Then we can

apply the Dewey and Jury’s criterion (Corollary 5 in [37]) to our nonlinear monotone feed-

back system becausēG(s) is asymptotically stable so thatg(t) andġ(t) become elements

of L1(0,∞), i.e., the set of absolutely integrable functions andŪ−1(0) = 0 by the assump-

tion A.2. Although the differentiability of feedback nonlinearities was also assumed, this

assumption is used only for the simplicity of their proof. If the feedback nonlinearities have

left-hand and right-hand derivatives at all points, Dewey and Jury’scriterion still holds.

If there exist a finite numberη and a finite numberκ ≥ 0 such that the inequality (4.12)

is satisfied for some smallh > 0, then the closed-loop system is asymptotically stable with

U−1(u) satisfying the following equation by Dewey and Jury’s criterion.

0 ≤
d

du

(
U−1(u) − hu

)
≤

1

k
.

If this is satisfied for arbitrarily smallh > 0, we have the following condition forU−1(u).

0 <
dU−1(u)

du
≤

1

k
. (6.5)

When each of the utility functions,Ui(a), satisfiesk ≤ dUi/da < ∞, then it also satisfies

0 < dU−1
i /du ≤ 1/k and their sum becomes as follows, due to the finitude of|Q|.

0 <
1

|Q|

∑

i∈Q

dU−1
i (u)

du
≤

1

k
⇐⇒ 0 <

dU−1(u)

du
≤

1

k
.
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Therefore, we can conclude that the closed-loop system is asymptotically stable if the min-

imum slope of the utility functions is restricted byk, i.e.,k ≤ dUi/da < ∞ ∀, a ∈ [0,∞).

For the PII2 model, we can apply the same procedure becauseG(s) of the PII2 model is

identical to that of the PID model.

6.7 Proof of Corollary 4.1

To apply Theorem 4.2, the condition of Eq. (4.13) should be satisfied forh arbitrarily

close to0. When we use a graphical technique with smallh, κ′ has an essential role in

achieving a smallerk. Eq. (4.13) implies thatκ′ has no significant effect whenω1 is small

and in that case the(X(ω1), Y (ω1)) trajectories are nearly identical, independent ofκ′.

However, whenω1 is sufficiently large andκ′ is very small,Y (ω1) becomes very large

and the trajectories of(X(ω1), Y (ω1)) prevents us from obtaining a smallerk value. To

visualize, a sample trajectory whenG3
PID is used withh = 0.001 andκ′ = 0 is shown in

Fig. 4.6. In this figure, the value ofk must be at least2500. Thus, we have to useκ′ to find

a smallerk value. Using the graphical technique shown in Fig. 6.3, we can show that the

following k values satisfyX(ω1) − η′Y (ω1) + k > 0, ∀ω1 ≥ 0 for someη′ , η/τ and

κ′ ≥ 0.

k =
GP

ω∗
1sinω∗

1

+ ǫ

whereω∗
1 is the smallestω1 > 0 satisfyingGI−ω2

1
GD

ω2

1

sin(ω1)−
GP

ω1
cos(ω1) = 0 andǫ > 0 is

any finite number. ForG3
PID andG2

PID, values of GP

ω∗
1
sinω∗

1

are approximately0.4798 and

0.3375, respectively. Thus we complete the proof.
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6.8 Source Algorithm Revision

The source algorithm, given by Eq. (4.4), assumes a source to adjust its sending rate

immediately, to the inverse of the minimum utility value. Therefore, a source can adapt

to the network assigned utility value very fast. Note that this advantage is obtained at the

cost of queue length overshoots in router buffers which can be problematic. For PID link

controller model, Figs. 4.9, 4.11 and 4.12 imply that queue length overshoots occur in a link

only when a new flow becomes bottlenecked at that link, that is to say, when|Ql| increases.

Let us denote byt0i the time at which flowi receives the first feedback utility value after

beginning its transmission. We present one candidate source algorithm in Eq. (SA’) by

introducing a boolean variableisInit and a constantγ which should be greater than 1.







ai(t) = 1

γ
U−1

i (ui(t)) andisInit = 1, if t = t0i

ȧi(t) = 1

γτ̄
U−1

i (ui(t)) , if t > t0i andai(t) < U−1

i (ui(t)) andisInit == 1

ai(t) = U−1

i (ui(t)) andisInit = 0 , if t > t0i andai(t) ≥ U−1

i (ui(t)) andisInit == 1

ai(t) = U−1

i (ui(t)) , otherwise
(SA’)

When isInit is 1, the flow is in initial phase otherwise the flow is in normal phase and

accords with Eq. (3.2). With this revised source algorithm, a source increases its sending

rate from1
γ
U−1

i (ui(t)) to the inverse of the minimum utility value linearly in initial phase.

Thus we can expect thatγ can regulate the speed of rate adaptation effectively.

We also implemented an approximate version of this source algorithm in ns-2 simula-

tor. Simulation results for PID controller model using the same flow models and network

configuration of Scenario 1 are shown in Fig. 6.4. We can see that sending rates of flows

increase carefully during initial phases. The choice ofγ presents us several tradeoffs. While

a largerγ results in a faster convergence speed, a smallerγ allows faster rate adaptation of

flows. To quantify queue length behavior of source algorithms, we definethree performance

indices as follows.

qmaxl , max
t

[ql(t)], qovl , max
t

[ql(t) − ql
T ],

[percent overshoot]l ,
qovl

ql
T

× 100%.
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Figure 6.4: Results of Scenario 1 with the revised source algorithm - Queuelength at link 1

(q1(t)), Source utilities (ui(t)) and Source sending rates (ai(t)).

Table 6.1, whereq1
T = 68.8kbytes, shows that the queue length overshoot and the percent

overshoot become smaller asγ becomes larger. Compared with AIMD (additive increase
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Table 6.1: Queue Length Overshoots of Scenario 1 for SA and SA’. (q1
T =68.8kbytes)

source algorithm link algorithm qmax1 qov1 [percent overshoot]1

SA (Fig. 4.9) PID 328.5kbytes 259.8kbytes 377.8%

SA’ with γ = 20 (Fig. 6.4) PID 171.0kbytes 102.3kbytes 148.7%

SA’ with γ = 40 (Fig. 6.4) PID 120.5kbytes 51.8kbytes 75.3%

multiplicative decrease) in TCP congestion control which results in sluggish convergence

when the bandwidth-delay product is large, our revised source algorithm achieves fair rates

roughly withinγτ̄ seconds irrespective of the bandwidth-delay product.

73



REFERENCES

References

[1] D. Bertsekas and R. Gallager,Data Networks. New Jersey: Prentice Hall, 1992.

[2] F. Kelley, “Charging and rate control for elastic traffic,”Euro. Trans. Telecommun.,

vol. 8, pp. 33–37, 1997.

[3] L. Massoulíe and J. Roberts, “Bandwidth sharing: Objectives and algorithms,” inPro-

ceedings of IEEE INFOCOM, 1999, pp. 1395–1403.

[4] A. Tang, J. Wang, and S. H. Low, “Is fair allocation always inefficient,” in Proceedings

of IEEE INFOCOM, 2004, pp. 35–45.

[5] C. Jin, D. X. Wei, and S. H. Low, “FAST TCP: Motivation, architecture, algorithms,

performance,” inProceedings of IEEE INFOCOM, 2004, pp. 2490–2501.

[6] D. Katabi, M. Handley, and C. Rohrs, “Congestion control for highbandwidth-delay

product networks,” inProceedings of ACM SIGCOMM, 2002.

[7] S. Chong, S. H. Lee, and S. H. Kang, “A simple, scalable, and stableexplicit rate allo-

cation algorithm for max-min flow control with minimum rate guarantee,”IEEE/ACM

Trans. Networking, vol. 9, no. 3, pp. 322–335, June 2001.

[8] P. Ranjan, E. H. Abed, and R. J. La, “Nonlinear instabilities in TCP-RED,” in Pro-

ceedings of IEEE INFOCOM, 2002, pp. 249–258.

[9] V. Misra, W.-B. Gong, and D. Towsley, “Fluid-based analysis of a network of AQM

routers supporting TCP flows with an application to RED,” inProceedings of ACM

SIGCOMM, 2000, pp. 151–160.

[10] C. V. Hollot, V. Misra, D. Towsley, and W.-B. Gong, “A control theoretic analysis of

RED,” in Proceedings of IEEE INFOCOM, 2001, pp. 1510–1519.

74



REFERENCES

[11] B. Vandalore, S. Fahmy, R. Jain, R. Goyal, and M. Goyal, “General weighted fairness

and its support in explicit rate switch algorithms,”Comp. Commun., vol. 23, no. 2, pp.

149–161, Jan. 2000.

[12] F. Kelley, A. Maulloo, and D. Tan, “Rate control for communication networks: shadow

prices, proportional fairness and stability,”J. Oper. Res. Soc., vol. 49, no. 3, pp. 237–

252, Mar. 1998.

[13] S. Low and D. Lapsley, “Optimization flow control–I: Basic algorithms and conver-

gence,”IEEE/ACM Trans. Networking, vol. 7, no. 6, pp. 861–875, Aug. 1999.

[14] R. La and V. Anantharam, “Utility-based rate control in the Internet for elastic traffic,”

IEEE/ACM Trans. Networking, vol. 10, no. 2, pp. 272–286, Apr. 2002.

[15] J. Mo and J. Walrand, “Fair end-to-end window-based congestion control,”IEEE/ACM

Trans. Networking, vol. 8, no. 5, pp. 556–567, Oct. 2000.

[16] Z. Cao and E. W. Zegura, “Utility max-min: An application-oriented bandwidth allo-

cation scheme,” inProceedings of IEEE INFOCOM, 1999, pp. 793–801.
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