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Abstract
This thesis describes flow control algorithms achieving two kinds of max-niin fa
ness properties, that is to ségndwidth max-mifairness anditility max-minfairness and
provides a control-theoretic approach to analyze the stability of propadgedthms. Our
algorithms arescalablein that routers do not need to store any per-flow information of each
flow and they use simple first come first serve (FCFS) discip$iteylein that the stability
is proven rigorously when there are flows with heterogeneous roimddiays, an@ptimal
in that the gains used for controllers are optimally adjusted.

First, we present a network architecture for the distribuiaddwidth max-mirflow
control of elastic flows and generalize stability conditions to enhance nefvesformance.
We suggest two closed-loop system models that approximate our flow kalgooithms
in continuous-time domain where the purpose of the first algorithm is to acthiewarget
gueue length and that of the second is to achieve the target utilization. Thewmsioergence
of many rate-based flow control algorithms, which use queue lengths aissigmals, can
be resolved by the second algorithm. Based on these models, we find tfitactsfor con-
troller gains that stabilize closed-loop systems when round-trip delaysjast &nd extend
this result to the case of heterogeneous round-trip delays with the helgrofexclusion
theorem.

Second, we revise the proposed algorithms and provide applicatioorperice ori-

ented flow control algorithms. We present a network architecture foritiebditedutility



max-minflow control of elastic and non-elastic flows where utility values of usethér
than data rates of users) are enforced to achieve max-min fairnesdsf@evide a dis-
tributed link algorithm that does not use the information of users’ utility funstidio show
that the proposed algorithm can be stabiliped locally but globally we found that the use
of nonlinear control theory is inevitable. The stability of the network is pndvg means
of so-called loop transformation and absolute stability theorem, viewing theoriets a
feedback control system with slope-restricted monotone nonlineardekdEven though
we use a distributed flow control algorithm, it is shown that any kind of utilitycfiom
can be used as long as the minimum slopes of the functions are greater #raaira @os-
itive value. We believe that the proposed distributed algorithm is the firsthiewe utility
max-min fairness with guaranteed stability in a distributed manner.

We simulate our algorithms with optimal gain sets for various configurations imgjud
a multiple bottleneck network to verify the usefulness and extensibility of owrigthgns.
Our framework lends itself to a single unified flow control scheme that cantsinaously
serve, not only elastic flows, but also non-elastic flows such as voidep\and layered

video.
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CHAPTER 1. INTRODUCTION

CHAPTER 1

INTRODUCTION

1.1 Overview and Motivation

Recently many efforts have been devoted to provide a framework figrdeg best-
effort service networks that can offer low-loss, low-delay dataiseswvhere flow control
plays a major role in controlling congestion as well as allocating bandwidth amserg by
enforcing users to adjust their transmission rate in a certain way in respmesngestion
in their path. The potential advantages of such networks would be the abibffetoeven
real-time services without the need for complicated admission control, EEsmservation
or packet scheduling mechanisms.

Flow control is a distributed algorithm to fairly share network bandwidth anmcamg-
peting data sources while maximizing the overall throughput without incucamgestion.
The most common understanding of fairness for a best-effort sergteeork isbandwidth
max-min fairnessas defined in [1]. The intuition behind the max-min bandwidth sharing
is that any flow is entitled to as much as bandwidth use as is for any other flontheith
assumption that all flows have equal priority. This intuition naturally leads tadewee of
maximizing the bandwidth use of flows with minimum bandwidth allocation, thus giving
rise to the termmax-min flow control

The appropriateness of max-min fairness as a bandwidth sharing objeasuwecently
been questioned by Kelly [2] who has introduced the alternative notidradwidth pro-

*To avoid confusion and misunderstandings, note thax-min fairness&ndbandwidth max-min fairness
are the same property, apdoportional fairnessand bandwidth proportional fairnesare the same property.
We omit the word “bandwidth” for brevity.
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portional fairness The objective of proportional fairness may be interpreted as being to
maximize the overall utility of rate allocations assuming each flow has a logarithmic util-
ity function. At first thought, it seems that proportional fairness aclsigyreater overall
throughput than max-min fairness does, by penalizing flows proportiomaimber of hops

in the path in rate allocation [3]. However, this advantage is problematicdieggiairness

in that the path of a flow is chosen by the routing protocol in the networkytite user, so
that it is obviously unfair to penalize flows because of their long path lerkgitthermore,
authors in [4] showed that max-min fairness achieves higher through@uotproportional
fairness in some cases. As of now, no one can say that “one is bettéhéhatier.” Putting
these various facts together, in some cases, one can still argue that méatrngss might

be the better choice than proportional fairness from user’s viewpioice snax-min fairness
treats flows equally irrespective of their path length.

Theory and experiments show that as the per-flow product of bandasditdelay in-
creases, TCP becomes inefficient and prone to instability. In spite olugagi@wbacks of
TCP, itis true that there has been some doubt whether these flow cdgtottans will be
employed in real networks, e.g., in the Internet. Although most researalgeze that cur-
rent TCP/IP networks has many defects and only a major and drastic impeatvén current
networks can overcome such defects, TCP/IP networks are too ubigjaiitdae changed.
Nevertheless, we take notice of some practical application [5, 6] of thesectintrol al-
gorithms with keen interest. For example, FAST TCP [5], which originatech frarious
proportional fair flow control algorithms, is considered to be a sincendidate to replace
TCP. Secondly, XCP (eXplicit Control Protocol) [6] is also considereldg@ sincere can-
didate to achieve max-min fairness in the Internet. Although they employ AlNiDitjae
increase multiplicative decrease) mechanism, note that the mathematical egjdasonb-
ing macroscopic behavior of XCP are the same to those used in [7]. Maremvthors
in [8] showed, through investigating a TCP-RED network with its nonlineaadyics, that
bifurcations occur as various system parameters are varied. Theaseakins, which in-
volve emergence of oscillatory and chaotic behavior, show that nonlitysamics ignored
in many works [9, 10] should be reconsidered.

The first part of this dissertation concerns the designmmfhimum plus weighted max-
min flow control[11], a generalization of bandwidth max-min flow control. In this part, we
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review bandwidth max-min flow control algorithms closely and generalize thegixilisy
conditions to enhance the performance of communication networks. Thhroathematical
analysis and computer simulations, we show that our network-perfornuaiesged flow
control algorithms greatly outperform previous algorithms while achievinggitget queue
length of router buffers or the target utilization of links.

Several works including [2, 12—-14] imported the conceputilfty from the science of
economics. They are setting a new research trend and replacing traddiésearch regard-
ing flow control algorithms. Their main contribution is that they opened up imaation-
theoretic approach where each user is associated with a utility function antetivork
maximizes the aggregate utility. They also introduced the notidranéiwidth proportional
fairnesswhich is achieved if utility functions are logarithmic. One problem not to be-over
looked is that utility functions are restricted to be strictly concave in their wakksgpointed
outin [15], it is the concavity of utility functions that forces fairness betwesers in their
works. It is emphasized in [16] that some applications apparently havanoave utility
functions in general. Therefore, there has been eager demand forhgisigd flow control
algorithms which can support nonconcave utility functions in a distributed erahmthe
second partof this dissertation, we provide application-oriented flow control algorithms
achievingutility max-minfairness in a distributed manner. The proposed algorithms enable
users to employ arbitrary utility functions as long as the minimum slopes of utilitytifums
are larger than a certain positive value. We resolve several analyifioalities such as the
delays in networks and the nonlinearity of utility functions and find controé@éngywhich
stabilize proposed utility max-min networks.

1.2 Chapter Organization

The rest of this dissertation is organized as follows: In Chapter 2, wegynrevious
works related to flow control in communication networks. In Chapter 3, wtichesponds
to the first part we provide network-performance oriented flow control algorithms aehie
ing bandwidth max-min fairness and derive stability conditions and optimalaltartgains.
After considering several implementation issues and presenting seweuddison results,
we summarize Chapter 3. In Chapter 4, which correspondseisecond partwe pro-
vide application-performance oriented flow control algorithms achieving utitiéx-min
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fairness. We provide theoretical backgrounds and derive stabilitgittons which suggest
guidelines for deciding shapes of utility functions. After considering dvmplementa-
tion issues and presenting several simulation results, we summarize Chdpt€hépter 5,
we conclude this dissertation and suggest some further works. In Clégseveral proofs

omitted in previous chapters are presented.
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CHAPTER 2

RELATED WORKS

Although continual growth of data applications has triggered off the thieatelevel-
opment of flow control algorithms, there are several major problems teairdy partially
solved. One of them is round-trip delay caused when feedback domgsgnal traverses
along its route to deliver itself to the corresponding source. This delaygdeedittable
and worse still, can be variational. If all delays of flows are known, we osgyoptimal
control theory [17] in minimizing some performance measure and in globallylizia
the network. But, this requires that every router knows the variationald-drip delays and
that means per-flow information of variational round-trip delays shoulgttweed in every
router.

A number of fair rate allocation algorithms [18,19] have been proposedBR service
in ATM networks. Since they are performance-oriented heuristic algorjttimey cannot
guarantee the asymptotic stability of networks in the presence of roundetdgsd Ben-
mohamed and Meerkov [20] formulated the rate-based flow control proatea discrete-
time feedback control problem with delays. It is notable that they have rshioat their
proposed algorithm can place the poles of the closed-loop system adgrigtsition in
complex plane, yet it still requires that routers know the number of bottkeakeitows for
each round-trip delay. In the sequel, we need a scalable and stableofinsl@lgorithm
that does not require routers know either per-flow information nor ¢gtopalogy informa-
tion. Moreover, gain values used for flow control should not be setitg@rvative values to
avoid degradation of overall performance.

Through linearization techniques, many papers such as [9,10] dextliopar dynamic
models of TCP to analyze and design Active Queue Management (AQNptsgstems.
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One advantage of these approaches is that they consider dynamicP @¥fiich is ubiqui-
tous in current networks. However, as shown in [21], local stabilitylte®btained through
linearization techniques cannot guarantee global stability and it is vedytbdind region
of attraction[21] in these works while practical results of their works have motivatedyman
researches. We can see that there are tradeoffs between the sigggswf analysis and
practical value. Moreover, authors in [8] showed, through investigatiimTCP-RED net-
work with its nonlinear dynamics, that bifurcations occur as various sypteameters are
varied. These bifurcations, which involve emergence of oscillatory aadte behavior,
show that nonlinear dynamics ignored in many works [9, 10] should lmnsidered.

There are some frameworks [12,13] for controlling flows with heteregas round-trip
delays based on optimization theory where the optimal solutionprap®rtionally fairin
the sense that their aggregate logarithmic utility function is maximized. They ectinat
gains used for their algorithms to depend on the number of flows sharing steorgested
link in the network and the longest path used by the sources. Their ayiy@®were focused
not on the performance improvement of the transient response but esttdgishment of
sufficient conditions for stability. Furthermore, to our best knowledgesetinas been no
optimization-theoretic approaches that guarantees stabilization of quetmsgens. It is
notable that a paper based on control theory [20] has shown that tbpivged algorithm
can place the poles of the closed-loop system at arbitrary position in coplples, yet it
still requires that routers know the number of bottlenecked flows for emaaid-trip delay.
In the sequel, we need a scalable and stable flow control algorithm thatndbeequire
routers know either per-flow information nor global topology informatiorar&bver, gain
values used for flow control should not be set to conservative vaduegid degradation of
overall performance.

In [7], authors proposed a simple proportional integral (P1) flow aatigorithm where
users’ sending rates and the network queues are asymptotically stabilzedigue equi-
librium point at which max-min fairness and target queue lengths of linksaehneved.
Although the stability of the closed-loop system was analyzed, that wagtegtto the
case where all round-trip delays are equal. In [22], authors peapasPID flow control
algorithm and found equivalent stability conditions in discrete time domain butatitind
an explicit stability region and optimal controller gains.



CHAPTER 2. RELATED WORKS

The rapid growth of multimedia applications has triggered a new fairnesgpbmudil-
ity max-min fairness Originally, Cao and Zegura [16] introduced the concept of utility
max-min fairness and motivated application-performance oriented flowatofiiney em-
phasized that applications have various kinds of utility function in genealefample, a
voice over IP (VolP) user corresponds to a step-like utility function beedis satisfaction
is at a maximum if the allowed rate is larger than the voice encoding rate and miai-a
mum if the allowed rate is smaller than the encoding rate. The satisfaction ofrtédesace
users with multi-layer streams, consisting of a base-layer stream and multigiecment-
layer streams, would incrementally increase as additional layers were dllGverefore,
to accommodate various types of application, it is necessary to relax thietieston the
shapes of utility functions as much as possible. To support various multimepli@aa
tions in multirate multicast networks, Rubenstein et al. [23] also employed utilitynmiax-
fairness. They showed that if multicast sessions are multirate, the utility maxamiulb-
cation satisfies desirable fairness properties that do not hold in a satgletility max-min

fair allocation.
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CHAPTER 3

NETWORK -PERFORMANCE ORIENTED
FLow CONTROL

3.1 Introduction

The first part of this dissertation concerns the desigmwiimum plus weighted max-
min flow contro[11], a generalization of bandwidth max-min flow control, where each flow
is associated with two parameters, its weightand minimum rate requirement;, such
that the minimum rate of each flow is guaranteed as requested during theherdiireg
time of the flow and the bandwidth unused after allocating the minimum rates isidhare
all flows in the weighted max-min sense. An increase in the weight of a flovs lEadn
increase in the bandwidth share of the flow with the assumption that useragrayfor a
higher weight. Let us define flows source rate, say;, to bea; = w; f; + m; wheref; is
the max-min fair share of the bandwidth unused after allocating the minimum raadls to
flows. Let us denote the set of all links, the set of all flows and the sibw§ traversing
link I by L, N and N (1), respectively. Then, the weighted max-min fairness can be defined
as follows.

Definition 3.1: Arate vector< ay, ..., a;y| > is said to bdeasibleif it satisfiesa; > 0,
Vi e N andZieN(l) a; < alT,ul, Vil € L.

Definition 3.2: A rate vector< ay,...,q|y| >, Wherea; = w;f; + m;, is said to be
weighted max-min fair if it is feasible, and for each € N and feasible fair rate vector
< f1, -, fin > forwhich f; < f;, there exists somé with f; > fi > fy.
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Herey! denotes the capacity of Iirilanda’T is a constant defining target link utilization
(0 < o < 1). Note that admission control is necessary to en30yey,y m; < akp' for
alll € L so that the minimum rate of each flow is guaranteed as requested durinditee en
holding time of the flow. Definition 3.2 can be restated more informally as followatea
vector< ay, ..., ay| > is said to be weighted max-min fair if it is feasible and for each user
1 € N, its fair ratef; cannot be increased while maintaining feasibility without decreasing
the fair ratef;, for some uset’ for which f;; < f;.

In this chapter, our goal is to provide a control-theoretic frameworkdaraletermin-
istic fluid models that reveals not only the existence of such a distributedvieedgjorithm
but also an explicit stability condition of the algorithm in presence of flows watietoge-
neous round-trip delays.

3.1.1 Our Contributions

We propose two control-theoretic max-min flow control models and algorithrhe. T
first algorithm satisfies Definition 3.2 fer,, = 1 such that in the steady-state, bandwidth
at every hottleneck link is used to the full while the minimum plus weighted max-min fair
ness is maintained in bandwidth sharing. Moreover, the queue lengthrgttetdeneck
link converges to the target value, sdly thereby achieving constant queueing delay ex-
pressed byflil—T,. In contrast, the second algorithm satisfies Definition 3.2fer o/T <1
such that in the steady-state, every bottleneck link achieves its target utilizafip') and
hence virtually zero queueing delay while the minimum plus weighted max-min $aiige
maintained. The motivation behind the second algorithm is making the queudaygade
each link to be virtually zero and improving transient performance by absptransient
overshoots occurring before convergence at the expense afe@dink utilization. But the
major advantage of the second algorithm is that the slow adaptation of satesdravers-
ing routers with empty buffers is overcome with this algorithm. The sluggishoieB$
controllers based on queue length is also pointed out in [24]. There¢fmréormer can of-
fer zero-loss, constant-delay data services at full utilization of bottlelirdcs whereas the
latter can offer zero-loss, zero-delay data services and fasterdap¢asion at the expense
of reduced bottleneck link utilization.

In the former, the difference between queue length and target queatb lee. ¢ () —
qlT, is used as a congestion measure at eachl larid the max-min fair ratg; is computed
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by a PID (proportional integral derivative) controller of this queusgth based congestion
measure. In the latte¥, . v ai(= wi f; +m;) — o4l is used as a congestion measure at
each link! and the max-min fair ratg; is computed by a Piproportional integral double
integral) controller of this aggregate-flow based congestion measureshwe that the
closed-loop characteristics of the network under these two differentitdms are actually
identical, yielding the identical stability condition. By appealing to the Nyquistilitiab
criterion [25] and the Zero exclusion theorem in robust control thed®y, [we derive the
sufficient and necessary condition for the asymptotic stability of the netasodn explicit
and usable function of the upper boundf all round-trip delays®{ > 7; foralli € N
wherer; is the round-trip delay of flow). Moreover, we find optimal controller gains for
both PID and Pfi controllers to maximize the asymptotic decay rate of the closed-loop
dynamics, thereby achieving faster convergence. Finally, both PIDPHhdontrollers are
highly scalable in that the computational complexity of the link algorithm is O(1) with
respect to number of flows passing through a link and no per-flow gugireplementation

is necessary at any link.

3.2 Network Model and Controllers

In this section, we propose network models and controllers which achieighted
max-min fairness. The network architecture with multiple sources and linkgistdd in
Fig. 3.1. Let us consider a bottleneck lihkc L. Then, the dynamics of the buffer of the
link can be written by

i) = 2ienq ailt = Tf’g -t K q'(t) >0 5.1)
{ZieN(l) ait —77) =, ¢()=0
wherea;(t) is the sending rate of soura’erf’f is the forward-path delay from sourée
to link 7, 4! is the link capacity of the link and the saturation functigt = max-, 0]
represents that thg(¢) cannot be negative.

A sourcei sends packets according to fair rate value assigned by the networkhitva
weighted max-min fairness, let us assume that the source sends padatiirarto the
minimum value among the fair rate values assigned by the links along the path owits fl

10
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Flows bottlenecked at link b(i)#1/

o] Flows|bottlenecked at link / t

Linkl€L
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Eﬂ Linkl'EL ( Z)‘
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B e
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@ &
“©

Mo

Sources

Figure 3.1: The network architecture for weighted max-min fairness.

Thus we assume the followirgpurce algorithm

Source Algorithm:  a;(t) = m; + w; lmLi(n) [Fi(t — Tf’b)], (3.2)
cL(z

it
where L(i) is the set of links which flow traverses,f!(t) is the rate value assigned by
the link [ on the path of flowi and """ is the backward-path delay from liiko sourcei.
Becausenin[-] operation is taken over a finite number of links, there should exist at least
one link! such thatf! = min[-]. Therefore, each flowhas at least one bottlenetk L (7).
There are several assumptions employed for the analysis of the netwdgt.mo

A.1l. We assume that the sources pegesistenuntil the closed-loop system reaches steady
state. By ‘persistent’, we mean that the source always has enough dietasmit at

the allocated rate.

A.2. We assume that the available link capagifyis constant until the system reaches
steady state. Also, the buffer size at this link is assumed infinite.

11
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A.3. There are two delays, say, the forward-path defaﬁ/and the backward-path delay
Tl-l’b, which include propagation, queueing, transmission and processingsdaiée
denote the sum of two delays byand assume that this is constant.

3.2.1 PID Link Controller Model

To control flows and to achieve weighted max-min fairness, we use a Plbdmikoller
at each link. In the PID link controller model, there is a specified targetejlengthqg).
to avoid underutilization of the link capacity. Because we have a nonzegettgueue
Iengthqlf, the PID model implies thaﬂT = 1 in Definition 3.1. Each link calculates the
common feedback rate valyé(t) for all flows traversing the link according to the PID
control mechanism.

In general, a proportional term increases the convergence spéethsient responses
and reduces errors caused by disturbances. An integral termfeativefly eliminate steady
state error and results in the size of the stability region being reduced ivatie term adds
some damping and extends the area of the stability region. It also improvesrtomuance
of the transient period.

Let us denote the set of flows bottlenecked at firgnd its cardinality byQ! and|Q'|.
The link algorithm with the PID controller that uses the difference betwé@h andd). as
its input is given by

+

Link Algorithm 1:  fi(t) = { (gpell(t) + g1 / t ell(t)ngDéll(t)ﬂ (3.3)
0

1
Q%
wheree! (t) = ¢'(t) — ¢k is the error signal between control target and current output
signal andgp > 0 andgr,gp > 0. Here,|Q',| denotes the sum of locally bottlenecked
flows’ weights, i.e.|Q!,| = > it wi- For convenience in deriving our results, we use the
definition p; = w;/|Q.,|. Then it is satisfied tha} ;.1 pi = 1 andp; > 0 because we
requirew; > 0.

Suppose that the closed-loop system has an equilibrium point at whicktikettves of
the system variables are zero, ilém; .o, ¢'(t) = 0, limy_.o ¢ (t) = ¢4, limy_ 0 a;(t) =
ais andlim;_o, f'(t) = f.. To be more formal, the set of flows bottlenecked at link
given by

Q'={ilie N(I) and as =w;fl 4+ m;} (3.4)

12
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and the set of all flows not bottlenecked at linkut traversing link, N(I) — @', is given
by
N()—Q'={ilie N(I) and ajs = w;f*D +m;andf?® < fl}  (3.5)
whereb(i) € L(i) (b; # 1) is some bottleneck for flow € N(I) — Q. If we assume that
Q' # 0, the equation (3.1) implies that the link capagityin the PID link controller model
is fully utilized as follows.
Z ais = p. (3.6)

Using (3.6), and the definitions (3.4) and (3.5), we obtain

doifitmi)+ Y (il +m) =y

ieQ! iEN()—-Q!
which establishes that the PID link controller model achieves the followigighted max-
min fairness property

ris = wifl = & (ul - Z w; fo0 — Z mz) . (3.7)

eN()-Q! 1EN(1)

3.2.2 PII? Link Controller Model

Instead of using (t), one can useb(t) = ey ailt — 7; LIy — okl as an input
of link controllers wherey,. is the target utilization of link and should be a positive value
smaller thari. In this case, one can use a’Rithk controller model as follows because we
now use rate error signal instead of queue error signal.

Link Algorithm 2:  f'(t) = [ o] (hpeg( )+h[/t€2( )dt+h1~2/ / eb(t dtdt)}Jr
’ (3.8)
wherehp,hrz > 0 andh; > 0. It should be remarked that the PID and’Rtlodel are
not identical becausé (t) = ¢'(t) = >,y ai(t — ThIy — b £ e (t) for gl(t) > 0.
In this model, the purpose of control is to achieve the target utiIizathén, In the PIf
model, note tha#'(t) = —(1 — o&.)u! < 0 wheng!(t) > 0 ande,(t) = 0. Therefore, this
model controls flows so that the queue length at steady state becomes #eraast of
some degree of underutilization. In the PID model, note thét) cannot be smaller than

13
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—¢,- because/ (t) cannot be negative. Thus, one axiomatic advantage of thenBtel is
that the control dynamics are not saturateg! &) = 0 because the controller uses the rate
error signal as its input instead of the queue error signal. Thus the mgdicphsaturation
nonlinearity of the PID model can be overcome by this model.

For steady state analysis, following a similar way given in Section 3.2.1 exicapt
pt — abpt andlimy—, ¢'(t) = 0, 745 is given as follow.

W; i
ris = wif} = @ ot — Z wiff( ) — Z m; | . (3.9)

iEN(1)—Q! iEN(l)

This shows that the Pimodel also achieveseighted max-min fairness property

3.3 Stability Analysis

Although we presented a multiple bottleneck network architecture in Sectiondgb,
ous stability analysis of these kinds of models has been shown to be veryldifii[27] due
to the dynamics coupling among links that operate on a “first come first'Y&1@€S) prin-
ciple. In [27], though such dynamics coupling exists in theory, the effecbupling was
shown to be negligible through simulations. Recently, Wydrowski et al. &8} showed
that the dynamics coupling is of a very weak form. Thus, in this sectiendrop the su-
perscript! and the analysis is focused on a single bottleneck matlelconjecture that our
analytical results can be extended to multiple bottleneck models without sighifircetifi-
cation.

We describe the stability conditions for controller gains for two network moakkn
the saturation functions employed in Egs. (3.1), (3.3) and (3.8) are tklakbe main
contribution of our analysis is that we find thquivalentstability condition in continuous-
time domain for the case flows experience heterogeneous round-trijs defaithe stability
condition depends only on a given upper bound of round-trip delalyftsé we concentrate
on the PID link controller model and similar arguments for thé Rk controller model
will be given in Section 3.3.4.

14



CHAPTER 3. NETWORK-PERFORMANCE ORIENTED FLOW CONTROL

3.3.1 Homogeneous-Delay Case

To analyze the homogeneous-delay case of the PID model, we simply|setbe1,
then there is only one flow which is bottlenecked at the link. We also regarddbes as
the situation where all round-trip delays of flows are equal gndre chosen to bg; =
w;/|Quwl, Vi € Q. This case allows us to drop the subscriptrpf so that the round-trip
delay of flow1 ber. By the homogeneous-delay assumptigingan be set as follows.

o1 = ’g—l‘ —1 and p;=0, V¥i>1l. (3.10)
By Eq. (3.3) and plugging Eg. (3.2) into Eqg. (3.1), we can get the followimgations.
é(t) = w f(t—7),
1

ft) = “10u] lgpér(t) + grei(t) + gpér(t)].

Then the Laplace transform of the open-loop system is given by

G(s) = (gD + %P + %) exp(—7s) (3.11)

Go(s)

which corresponds to the open-loop transfer function of the PID modgls B jw, the
following equations, to which we now apply Nyquist stability criterion [25¢ abtained.

G(jw) = Go(jw) exp(—jTw), Go(jw) = gp — j & — %% (3.12)

w?”

Note that the Nyquist plot of7y(jw), which is depicted in Fig. 3.2 starts in the third
guadrant and ends ab wherew = +o0. Inferring from Fig. 3.2, we can see that the
condition|gp| < 1 is necessary because the Nyquist ploGgfiw) will encircle or touch
—1 4+ j0 unless the condition is satisfied.

Let us denote by andw the point at which Nyquist plot of7y(jw) intersects with
the unit circle and the value af at P, respectively. As shown in Fig. 3.2,is the angle
betweenP and—1 + j0. More precisely,

¢ = arccos$—ReGy(jw)]). (3.13)
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Figure 3.2: Nyquist plot o6 (jw).

Since the Nyquist plot of7(jw) is the Nyquist plot oGy (jw) rotated byrw in the clock-
wise direction, it is required by Nyquist stability criterion that < ¢. Before proving the
theorem for homogeneous-delay case, we need the following propoglt®proof of is in
Appendix 6.1.)

Proposition 3.1: If there exists a unique value € (0,7/7) such thalG(jw)| = 1,
Im[G(jw)] < 0, and|G(jw)| > 1forallw < @, then IMG(jw)] < 0 is satisfied for all
in0 <w <.

With the help of Proposition 3.1, the equivalent stability condition for the homeges-
delay case now can be stated as follows. (Its proof is in Appendix 6.2.)

Theorem 3.1 (Homogeneous-Delay Case, PID ModelXhe closed-loop system of the
PID model with a homogeneous detay> 0 is asymptotically stable if and only ifp| < 1
and the delay is bounded by

arccos(% — gp)

<7< -
w

(3.14)
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3.3.2 Explicit Stability Conditions

Although we acquired the equivalent condition for the stability of our cldseg sys-
tem, the conditions are implicit and do not allow easy choice of controller gging; and
gp. To obtain more explicit stability conditions, we proceed in the following way.

We assume that is fixed to a value and thatp > 0, gp > 0 andg; > 0. We will
find explicit conditions for controller gains. Now, there are three var@ble.,gp, g; and
gp, concerned with the stability conditions. For mathematical tractability, we will ignor
the caser = 0 and use the following definitions of variables.

w1 =wr, Gp =gp, Gp =gp7, G1 = 9172-

If we rewrite Eq. (3.14) and the condition far in terms of new variables assuming
7 > 0, it follows that

O<w < arccos<G—£ — GD> (3.15)
wi
2 2
and <G—2I — GD) + <@> =1. (3.16)
wl w1

Corollary 3.1 (Explicit Stability Region): The stability condition given in Theorem
3.1 is equivalent to the following equations.

0<Gp<l, (3.17)
arcco$—G 1-G% if0<Gp< —co ,

0<Gp< =0y p TH="D swo) (3.18)
woSin(wo) if —coqwp) <Gp <1,

0< G <w?(Gp+codwy)) ifarccod—Gp) < wo,

{ w2 (Gp +cows)) < Gy < w?(Gp +cows)) if wy < arccog—Gp),
(3.19)

wherewy = 2.03 is the value maximizing the functiamsin(w) over the interval) < w < T,
ws1 IS the unique solution off p = wsin(w) over the interval < w < wy, andw,z is the
unique solution oflGp = wsin(w) over the interval andyy < w < arcco§—Gp) which
exists only when the conditiany < arcco§—Gp) is satisfied.
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Figure 3.3: Explicit stability region in terms &fp, Gp andGj.
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Remark 3.1 (Essential Controller Term): From Corollary 3.1, we can see th@t
can be 0. Then the stability condition for controller gains becomes as follows:

0<Gp< %;,

0 < Gr < w?icodw,1).
Similarly, the stability condition whedip = Gy = 0is0 < Gp < w/2. One can
verify that the essential controller term that should be positive is P-tedhenother two
terms are used for performance improvement. In fact, whgn= G; = 0 andGp > 0,
the performance of closed-loop systems is very poor. Since the essamtiedller term
is P-term, one can consider any combinations including P-term such asm’PPII*’,
PID, PIDDY, etc. The main reason for choosing the PID model lies in its simplicity and
efficiency. For example, if we consider the PIbodel, we have to estimate the second
derivative term of the queue length(t) = ¢'(t) — ¢} and the analysis of the PIDBnodel
is much harder than that of the PID model. Similarly, the essential controllerfeerfil”
model is I-term.

The proof of this corollary is in Appendix 6.3. This corollary allows us tovdian
exact stability region, provided that we are given a valué'gt With the help of Corollary
3.1, an explicit stability region is depicted in Fig. 3.3 for various value& gf Notably,
stability region corresponding {6 = 0 is exactly the same to the stability region found
in [7] where PI controller was used for flow control.

3.3.3 Heterogeneous-Delay Case

In this section, we prove a theorem that allows us to control flows with fgespus
round-trip delays only with the knowledge of a given upper bound afidetip delays. This
point is important because a router may not store round-trip delay valdlesvs because
doing so inevitably compels a router to store per-flow information.

With cancellation of Eq. (3.10), we now consider more general situationmenaié
round-trip delays of flows can be different and the sump,ds less than or equal tb. The
reason for allowing ;. , p; < 1 will be clear soon. Similar to Section 3.3.1, we can get
the following open-loop transfer function.

G(s) = (gD + g?P + %) Zpiexp(—ns). (3.20)
1€Q

Go(s)
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Before proving the theorem, we need a proposition.
Proposition 3.2 (-1+j0 Exclusion Theorem): Given a fixed valuev, let us define the
value set
V(w) = {Z= G(jw,p,7)| Y pi <1,0< 7 < r}

i€Q
wherep = (p1,..., pjg|) andt = (71, ..., 7). The system is asymptotically stable if and
only if the following two conditions are satisfied:

e There exists 2|Q|-tuple vector(p1, ..., piq|» 71, - T|g|) Such that the system with
the open-loop transfer function 6f(s, p, T) is asymptotically stable.

e Forallw > 0, the value set’(w) does not touch the poirtl + j0, i.e.,—1 4 jO ¢
V(w).

Basically, this proposition is a direct application of thero exclusion theoremvhich is
one of main results in robust control theory. Explanation and proof ofitberem can be
found in [26, 29]. Denoting by an upper bound of;, i.e.,max;cq 7; < 7, we are ready to
state our main result. (Its proof is in Appendix 6.4.)

Theorem 3.2 (Heterogeneous-Delay Case, PID Modelfhe closed-loop system of
the PID model with heterogeneous delays is asymptotically stable for<llr; < 7 and
for all p; satisfyingzieQ pi; < lifand only if the closed-loop system of the homogeneous-
delay case with delay is asymptotically stable.

This theorem guarantees that a network is stabilized for all combinatiansiaf, < 7
if routers know only one upper bound of round-trip delays, fzehy choosing a controller
gainsetGp,Gp,Gr) = (9p, 9pT, g172) contained in stability region depicted in Fig. 3.3.
Observe that the closed-loop dynamics should be better whenhighmore tightly chosen.
A method for the estimation dfy,,| will be explored in Section 3.5.2 because a router
without per-flow information cannot know the exact sumugf By appealing to Theorem
3.2, we can see that it sompletely saféo overestimatéQ.,|, i.e., |Qu| > |Q.| where
|Q.| is the estimate ofQ.,|, becaus ;. pi = >_;cq wi/|Qul is allowed to be smaller
thanl.
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3.3.4 Stability Analysis for the PII? Model

In this section, we show that the stability arguments given so far can be épplibe
PII* model without any modification. For the Pthodel, by plugging Eq. (3.2) into Eq.
(3.1) and using the relatioiy(t) = é;(t), we can get the following equation.

éa(t) = €1(t) =Y wif(t— ), (3.21)
i€Q

From Eg. (3.8), we can get the following equation.

fe) = IQ | [hpéa(t) + hiéa(l) + hpzea()] (3.22)
Thus the open-loop transfer function becomes
h
G(s) = (hp + 24 P) > piexp(—7;s) (3.23)
1€qQ
Go(s)

By comparing Eq. (3.20) and (3.23) carefully, one can observe thamhequations are
the same if the following substitutions are used.

hp =gp, hr=gp, hp=gr. (3.24)

Because the Nyquist stability criterion and Zero exclusion theorem arttededaly to the
open-loop transfer functions, we can now state the following theorem.

Theorem 3.3 (Homogeneous/Heterogeneous-Delay, PModel): By using the Eq.
(3.24), the stability conditions of the Pthodel for the homogeneous-delay and heterogeneous-
delay case are respectively given by Theorem 3.1 and 3.2.

Thus the stability of the Pimodel can be determined by checking the residence of the
gainsGp = Hp, Gp = Hy andG; = Hp2 in the stability region given in Fig. 3.3 by
defining the gaing{p, H; and H > as follows.

Hp=hp, H;=h;T, HIQEhIQfQ.
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3.4 Optimal Controller Gains

Although we found the equivalent conditions for stability, choosing cdietrgains is
still an open problem, because there is no well-established method foricfp@asns. In
this section, we provide one approach for choosing controller gainsavthe asymptotic
decay rates of closed-loop system are maximized.

At first we focus on the PID model. From Egs. (3.1), (3.2) and (3.3)careget the
following closed-loop equation.

E(t) + ) pilgpér(t —m) + gpéa(t — 1) + grea(t = 7)) = 0, (3.25)
1€Q
For the PIf model, we also get the same closed-loop equation from Egs. (3.21) ag)l (3.2
with change of variables, i.ez; (t) — ea2(t), gp — hp, gp — hr andgr — hp2. Because
all arguments in this section will depend only on the closed-loop equationaweez they
can be applied to the Plinodel identically.

Generally, Eq. (3.25) has infinite number of eigenvalues. Becausdex without per-
flow information cannot know per-flow round-trip delays for the time being, we assume
thatr; = 7, Vi € Q. Then, with change of variables= 77, EqQ. (3.25) becomes

é1(n) +Gpéi(n—1)+Gpér(n—1)+Grei(n—1) =0 (3.26)
whereGp = gp, Gp = gp7 andG = ¢g;72. Then its characteristic equation becomes
H(z) = 2% + Gpz* + Gpz+ G = 0. (3.27)

Any solution to the Eq. (3.26) can be represented by the following sengsision [30, 31],
e1(n) =Y _ pn(n) exp(znn) (3.28)
n=1

wherep,,(n) is a suitable polynomial and, are the roots of the corresponding characteristic
equation (3.27). Let us consider the principal root, denoted‘bwhich is the root having
the largest real part. By letting" = —a + j3, wherea > 0 and € R, it follows from
(3.28) that

e1(n) = c1exp(2*1), (3.29)
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lle1(n)|| < ¢ exp(—an) for largen,

wherec; andc; are constants and- || denotes the Euclidean norm. In terms of the original
variablet(= 7n), it becomes

ller(®)]| < c2 exp(—gt) for larget. (3.30)
T

Note thata/7 is the asymptotic decay at which the closed-loop system tends to the
equilibrium point. We could find controller gain sets maximizing the value lo§ extensive
numerical calculations with the help of graphical analysis. Because tlivatile term
in PID control model and the proportional term in Rtbntrol model are not necessarily
required, we can also use two-term controllers, i.e., Pl controllef aoHtroller, to allow
simpler implementation. The PID, PI, PHnd If controller gain sets which maximize the
values ofa are respectively given as

Ghip = (Gp,Gp,Gr) = (0.242,0.868,0.261),
G%p = (Gp,Gp,Gr) = (0,0.482,0.001),
Gy = (Hp,Hp Hp2) = Ghp,

)

Gpre = (Hp, Hr, Hp) = Gppp

whereG%, , andG%,, are for the PID model an@%, ,,, andG2, ,, are for the Pfimodel.
For two groups of gain sets, the valuescofre1.16 and0.56 respectively. Inferring from
the values ofa, we can expect that a system with a three-term controller (PID & PII
converges approximately twice faster than that with a two-term controllesr(Rf) does.
For two cases, i.eGp = 0.242 andGp = 0, values ofa are depicted in Fig. 3.4.

Because we assumed that= 7, Vi € Q, it is not clear what the asymptotic decay
rate would be if there exist flows withy < 7. Let us consider flows traversing the link
of interest with round-trip delay to bg = 7 < 7. For a given gain s€tGp, Gp, Gj), if
the link usesr in calculation of(gp, gp, gr), then the link will control the flow with gains
(9p,9p,91) = (Gp,Gp/7,Gr/7%) and the corresponding asymptotic decay rate will be
a/T wherea is obtained with the following actual gain set.

(G%,Gh,G3) = (Gp,Gpt /7, G112 /72).
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Figure 3.5: Values ofi* for two groups of gain sets.

To fairly compare the asymptotic decay rates, we can rewriteand Eq. (3.30) as follows
lle1(t)]| < c3 exp(—%-t) for larget, o* = aZ.

For two groups of gain sets, values ®f versusr/7 are depicted in Fig. 3.5. Itis seen
that asymptotic decay rates of three-term controller gain $gfs 4 and G%,,,) are at
least1.45 times larger than those of two-term controller gain sé&ty (,, andG%,,,,). As

7 /7 approaches unity, the gaps of asymptotic decay rates between two gdirceetses.
As 7/7 approaches zero, asymptotic decay rates of two cases convedds tand 0.24
respectively. In fact, one can get following result from the Laplacestiaem of Eq. (3.25)
assuming that; = 7, Vi € Q and(gp, gp, g1) = (Gp,Gp/7,G1/72).

Gp —\/G} — 4G1(1+ Gp)
lim o = Re
7—0 1+GD

In the sequel, we can conjecture that for all combinations ef 7, Vi € Q, the value
of o* given in Eq. (3.30) will be in the interval.35, 1.16] when three-term controllers are
used and in the intervdld.24, 0.57] when two-term controllers are used.
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3.5 Implementation Considerations

3.5.1 Determination of Main Parameters

Here we provide methods for determining main parameters of two models. InkDhe P
model, 7, the upper bound of round-trip delays among all paths traversing the, lamd
¢k, the target queue length at likare closely related to each other. Lgtbe the set
of all round-trip paths traversing link Let us consider a sample round-trip patke p;
traversing the link, i.e.,p =< I1,....lj;,| >, l; € L whereL, = {l1,...,lj;,|} and|L,| is
the cardinality ofZ,. At the worst, there may exist locally bottlenecked flows for any link
l; € L,. Let us assume that the sum of flows’ weights is sufficiently large,|(&,| > 1,
such that the target queue lengths of all links are achieved even in tragsite. Thent!
should satisfy the following equation.

> Torop, + ) ﬁ Vp € pi (3.31)
leL, H
wherer,..p, is the round-trip propagation delay on the pathnd ! is the available link
capacity of linkl. Let us consider a near-worst case situation where two flows are bottle-
necked at the link € L,, and suddenly flowt which has sent data at a rate closgtstops
its transmission abruptly. Thug,., the target queue length of liikshould be set tg7! /!
where is a constant, because the worst-case queue length undershootddiprab to
7'ut. Thus, Eq. (3.31) becomes
e ipﬁ’;’w and 1-|L,|3>0, Vpep>D0.

We can see that < 1/|L,| should be satisfied to allow a positi#é. The choice of3
presents us with several tradeoffs. While a smalldecreases queueing delays in network,
a largerg increases the utilization of the link capacity and alleviates the saturation effect
at ¢'(t) = 0. Here we argue thaf should be set to the lowest value avoiding severe
underutilization of the link capacity. One crucial reason for doing this is|thgtcan be
arbitrarily large in real networks. Moreover, minimizing queueing delays iserimportant
for many flows such as web traffic and multimedia traffic flows, and a highacreases
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7! which is directly related to the performance of the network as shown in E0)3In
summary, we may use the following equation for selectiof! @ndg/,..

1 Tprop,«

T = —
1—|Ly|B
whereT,,p . is the round-trip propagation delay on path |L,-| is the number of links

).

For the PIf model, 7 can be simply set to the maximum round-trip propagation delay

and ¢h = 74! (3.32)

on the pattp*, andp” € p; is the round-trip path maximizing,,p,.. /(1 — | Ly

among all paths traversing the linkthat is,3 = 0. Finally, note thab/T in the PIf model
might be lowered to decrease queues at transient period at the coss afilezation.

3.5.2 Estimation of|Q!,|

To eliminate the overhead of storing per-flow information in a router, the duotally
bottlenecked flows’ weight$@! | = >_icq Wi, should be estimated. In general, we follow
the method described in [7] and extend the methoaviighted max-min fairness property
When thekth control packet arrives at linkat timet/, it contains values ofv;, m; and
a;(t) — Til’f). Using these values, for thigh interval, the sum of locally bottlenecked flows’
weights can bapproximatedy

Z DPS- NCP+ CPS

Qiuk: - cw; - 1 aitj—Til’f —mi25~wiltj
Qu] oao =y e =) @)}

ti e((k—1)W,kW]
where 1{-} is the indicator functionlV is the time interval used for averaging, CPS is the
control packet size. DPS is the average data packet size and it is asthahéor every
transmission of DPSNCP bytes, a source sends a control packet. The portion of control
packets is CPEDPS- NCP+ CPS. The valuey = 0.9 is used to introduce a margin for
estimation. As we have shown in Theorem 3.2, it is safe to overestimate the steighbts.
For suppression of the fluctuation in estimation, the va@fg\ is computed as follows:

|Quul = AQul + (1= N[y ["

where)\ is an averaging factor and it is found thagields the stable and effective estimation
of |QL | when it is set to\ = 0.98.
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3.5.3 Discrete-Time Implementations

Our proposed fluid models must be discretized to smooth out the high-fregtiactu-
ation of ¢! (t) andél, (¢), noisy variation off'(¢) caused by packet-to-packet fluctuation and
background traffic fluctuation. A recommended implementation of the PID nfodéhe
computation off!(¢) with a sampling timel; is given by

FIR = |1k = 1] = i (Alel k] = ek — 1)) +

=l

BT il [k] + £ (e} ] — 2€f [k — 1] + € [k —2))) | (3.33)

whered = Gp/7 >0, B = G;/(7)? > 0,C = Gp > 0, and the saturation function is
defined as{-]gl = min [max[-, 0], ﬂl]. An integrated version of Eq. (3.33) seems infeasible
because- BT} Zf:o e [i] goes to infinity as: goes to infinity for underloaded links where
q['] = 0. One possible choice of antialiasing filtergft) is using periodic-averaging filter,
e, el[k] = & f(]ZT_’H)Tl ¢'(t)dt — ¢&.. The valuew,,q, is the maximum value of weights,
Wmaz = MaXe yw;, Which is added to avoid underestimation|@, | when a flow with a
weight value ofw,,.. arrives at links.

For the PIf model, a recommended implementation for computatiofi'of) is given

by
Pk = 2 = 1) = £k — 2] = i (AT (ch[k] - eblk — 1]) +
alTul

BT2eh[k] + C(eb[k] — 2eb[k — 1] + e[k — 2]))]0

whereA = H;/7 > 0, B = Hp/(7))?2 > 0, C = Hp > 0. One choice okL[k] is
eb[k] = 7;¢'*[k] — arp whereg™ [k] is the byte sum of packets enqueued during the time
interval ((k — 1)1y, kT5).

3.6 Simulation Results

Here we give simulation results in two scenarios to demonstrate the perfarroboar
algorithms and to compare the performance of two models. The simulationsrereisiog
the ns-2 simulator [32]. To be more realistic, the maximum round-trip distanes is the
distance round the earth, which is abdut 10*km in all two scenarios. Thus the largest
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Table 3.1: Parameters Used for Simulation.
Bt B Th|ds T | § X CPS DPS NCP W

1.1p; 0.02 30A | 0.95 150A | 0.9 0.98 40bytes 500bytes 30 300A

Figure 3.6: Multiple bottleneck network used for Scenario 1

round-trip propagation delay on paths traversing a link is set,tg, . = 200ms with the
signal propagation speed ®fx 10°km/s andr! = 200ms/(1 — |L,+|3) is used for the PID
model andr! = 200ms + Tmarg 1S USed for the Pflmodel.rmm,g = 20ms is introduced to

compensate the discretization delaylof The value of L,-| is set to4 and2 respectively in

scenariol and2, assuming that the links of sources and sinks do not incur queueingdelay
We assume that all packets are enqueued in the same buffer and sempdvath FCFS
discipline andw,,., is set to3. Other parameters used for simulation are given in Table
3.1 whereA is one data packet transmission time, i&.= DPS/i!'. Note that the target
gueue lengths ar@’T ~ 50kbytes withu! = 100Mbps and the queueing delay of a link
with ¢!(t) = ¢k is approximatelytms for the PID model. The portion of control packets
is 0.266%. Simulation results for PID, PiI Pl and If models are respectively denoted by

3 3 2 2
Gprp: Gprp2 Gprp andGp .

3.6.1 Scenario 1: Multiple Bottleneck Network With Heterogereous Round-
Trip Delays

In the first scenario, we investigate various properties of our algorithii27], authors
showed through simulations that the local stability condition derived in the beigbod
works well for the FCFS discipline. Two assumptions, remotely-throttletddasve (RTFS)
and weighted sharing discipline, were needed to decouple the dynamiesroittiple bot-
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Table 3.2: Flow Models Used for Scenario 1 and Fair Rate. (The units; @ind Fair rate
are in Mbps and the units @); are in km. The units of Arrival and Departure time are in

seconds.)

Src. ™m; w; D; Aurr. Dept. Sink
S1 5(4.75) 1 8000 —o¢ 00 Sink1
S2 | 15(14.25) 3 16000 —oo 00 Sink1
S3 0 2 4000 5 00 Sink2

S4 20(19) 3 8000 —oo 00 Sink2

3
2

S5 0 12000 —o0 20 Sink2
S6 0 4000 10 15 Sink2

Fair Rate in Time Interval

SIC o5 5~10  10~15 15~20 20~ o0
S1| 25(23.75) 20(19) 21(19.95) 20(19) 18.33(17.42)
S2|| 75(71.25) 60(57) 63(59.85) 60(57)  55(52.25)
s3 - 20(19)  16(15.2) 20(19) 26.67(25.3)
S4| 60(57) 50(47.5) 44(41.8) 50(47.5) 73.33(69.7)
S5|| 40(38) 30(28.5) 24(22.8) 30(28.5) -
S6 - - 16(15.2) - -

tleneck networks mathematically. They also showed through simulations th& wGiks
better than RTFS. By appealing to this result, we here consider a scer@ie two bot-
tlenecks exist. The network configuration is shown in Fig. 3.6 where the betidinks 1

and 2 have the link capacity ab0Mbps. The flow models used in this scenario and theo-
retical rates of flows satisfying theeighted max-min fairness property the PID model

are summarized in Table 3.2. For the’®hodel, changes are indicated in parentheses when
needed.

At t = 0s, the queue lengths at link 1 and 2 are already stabilized Wwitbws, S1,
S2, S4 and S5. For four gain sets, values;/'sf) and|Q’,| at link 1 and 2, and source
transmission rates; () are shown in Fig. 3.7. Fa#%,,, andG%, ,, the queue lengths are
controlled to the target queue length except transient periodng% and Gﬁjm, the
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gueue lengths are nearly zero except transient periods, at thef é§stumderutilization. It
can be observed that the queue length overshoot is smaller and theaptatiad is faster
when a three-term controlleG{,; ,, or G%,,.) is used instead of a two-term controller
(G%,p, or Gfpm). The overshoots of queue lengthtat= 5s andt = 10s are mainly
due to the smallness d)’,| in this scenario. WhenQ! | becomes largel@),| > 1,
such overshoots can be reduced.tAt 50s, the queue length with the gain s8¢, , is
still being stabilized after the departure of S5 at 20s because the error signej(t) is
saturated to-¢}. due to the saturation nonlinearity@(t) = 0. G%,,» andG%,, achieve
theoretical fair rates in advance of two gain sets used for the PID modéd.te&lenecked
at link 2 fromt¢ = 5s tot = 20s and bottlenecked at link 1 as S5 stops its transmission at
t = 20s. The actual source transmission rates approach to the theoreticatéaigizen in
Table 3.2 except transient period. We can see that our algorithms wéréwea if multiple
bottlenecks exist.

3.6.2 Scenario 2: Simple Network With Short-lived Flows

In the second scenario, we investigate the effect of short-lived flowsit@lgorithm.
We use a simple network shown in Fig. 3.8 whefepersistent sources with; = i x
1800km, ¢ € {1,2,...,10} and15 on-off sources withD; = (i — 10) x 1200km, ¢ €
{11,12, ...,25} exist. A on-off source is modelled by a two-state birth-death model where
the dwell time periods in on and off states are exponentially distributed with tha ofea
5s and10s respectivelyw; = 1 andm; = 0 are used. A portion of the simulation results
is shown in Fig. 3.9. Although the results are oscillatory due to short-livedsflehe
feedback rate and estimated sum of flows’ weights at link 3 are kept in tgebwrhood of
6.67Mbps(or6.33Mpbs) and15 respectively. Note that the Plnodel is good at tracking
ideal fair rates and;’“;;m has the smallest transient queue length. The utilization of link 3
is found to be).946, 0.913, 0.947 and0.945 respectively with the gain s€t3,,,,, G%,p,
G%,2 andG%,,,,. The low utilization ofG%,; , is caused by its slow rate adaptation when
the queue length is zero. The utilization@#,,,. andG7, . is very close tax} = 0.95
due to their fast rate adaptation.
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Figure 3.9: Results of Scenario 2: From top to bottom - Queue length at ligR(8)),
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CHAPTER4

APPLICATION -PERFORMANCE ORIENTED
FLow CONTROL

4.1 Introduction

One of the most common understandings of fairness for a best-effoitsametwork
is max-min fairnessas defined in [1]. An easy algorithm for obtaining a max-min fair
allocation, which is also known aswater-filling algorithm, is given in [1, 33]: rates of
flows are increased at the same pace until a link is saturated. Then thefriétas passing
through the saturated link are fixed and others continue to increase atrtieemce. (In
this paper, we do not deal with other concepts of fairness [2,12-14].)

There are several works [7, 20,22, 27] that provide distributedstatde max-min flow
control algorithms that work in single and multiple bottleneck networks in spitewid-
trip delays. Recently, Radun@and LeBoudec [33] pointed out that there are some cases to
which the notion of a bottleneck link and the water-filling approach is not agipkc They
considered not only max-min, but also min-max, fairness and observeth¢hexistence of
max-min fairness is actually a geometric property of the set of feasible allosatidased
on the relation between max-min fairness and leximin ordering, they completeifiedu
framework encompassing weighted and unweighted max-min fairnesstibyduax-min
fairness (to be explained) and provided a centralized algorithm that yiedde fairness
properties.

In a single link case, utility max-min corresponds to the satisfaction (utilities) df ea
user in the network being equal. Let us consider a simple network in whick afloapacity
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,utility
----- Equal Bandwidth Alloc.
------ Equal Utility Alloc.

U, (a)): elastic

voicefencoding rate

U,(a,) : real-time

|

|

|

- !

Uple gy 1 .
a, deq a, bandwidth

Figure 4.1: Bandwidth max-min fairness versus utility max-min fairness.

w is shared by two flows: an elastic flow with utility functiéf (-) and a real-time flow that
transfers voice data with utility functiobi, (). As shown in Fig. 4.1, if the link capacity is
shared equally (i.ea., = §), the utility of the elastic flowy; (= Ui (aeq)), becomes much
larger than that of the real-time flow, (= Uz(a¢q)), and the real-time flow is unsatisfactory
because the allowed rate is smaller than the voice encoding rate. In coifitthst)ink
capacity is shared in a way thaf ' (ueq) + Uy * (ueq) = p1, then both flows gain an identical
utility (i.e., U1 (a1) = Ua(a2) = ueq), and the real-time flow is satisfied with the allocation
because the allowed rate is greater than the voice encoding rate. The fepresents
the bandwidth max-min fair allocation (equal bandwidth allocation in the single hsk)
whereas the latter represents the utility max-min fair allocation (equal utility allocatio
the single link case).

There are several works [16, 23, 33] that present link algorithmsheae the utility
max-min fair bandwidth allocation, assuming that each link knows the utility fungtion
of all the flows sharing the link. Note that the algorithms used in the cited studies a
not distributed in the strict sense because they require global informatich, as utility
functions of users. Questions remain: (i) whether or not there exidistabutedlink
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algorithm that does not require per-flow information, including utility funciidiormation,

and (ii) whether or not such an algorithm converges in the presenaunfitrip delays.
As a solution to these questions, we provide a network architecture with éoatistt flow

control algorithm that achieves utility max-min fairness without using any kinmeoflow

operations and provide stability results for the proposed flow controkilign In our

proposed architecture, links do not need to know the utility functions ofsflelsaring the
links.

Wydrowski et al. [28] proposed a somewhat similar architecture, altnthey did not
mention utility max-min fairness. They consideretireearized modein which even gain
values depend on the equilibrium point, which cannot be known in advélate that utility
functions are naturally nonlinear and local stability results obtained thrbogarization
techniques cannot guarantee global stability. It is very difficult to firsbéon of attraction
[21] in such works. In contrast to this work, we consideranlinear modethat does not
exploit knowledge of the equilibrium point. To the best of our knowledgis, iththe first
work dealing with an analytical framework for the original problem and itbibta

The definition of utility max-min fairness is similar to that of bandwidth max-min fair-
ness, except that utility values of users are max-min fair. Let us denuoté'slatility value
and utility function byu; andU;(-), respectively. Two technical assumptionsi@st-) for
the analysis of the proposed network architecture are given as follows:

A.1. We assume thdf;(-) is a continuous and increasing function of useallocated data
rate. By this assumption there always exists an inverse functioh(of, i.e.,U; ().
It is quite natural that the values of utility functions increase as the allocatedates
increase.

A.2. We assume thdf;(0) = 0. It is also quite reasonable, since the utility function value
of useri, i.e., the degree of usés satisfaction, is zero when zero data rate is allocated.

Let us denote the set of all links, the set of all flows and the set of flavetsing link
I by L, N and N(I), respectively. Their cardinalities are denoted|by, |N| and|N (1)|,
respectively. Then, similar to the bandwidth max-min fairness [1], the utility max-
fairness can be defined as follows.
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Definition 4.1: Arate vector< aq, ..., ain| > is said to bdeasibleif it satisfiesa; > 0,
Vie N andZieN(Z) a; < alT,ul, Vil € L.

Definition 4.2: A rate vector< ay, ..., a)y| > is said to beutility max-min fairif it is
feasible, and for eache N and feasible rate vectet aq, o GIN| > for which U;(a;) <
Ui(ai), there exists som@ with U;(a;) > Uy (ay) > Uy(ay).

Herep! denotes the capacity of lifkandal. is a constant defining target link utilization
of link (0 < af. <1). Leta vectok uy, ..., u)y| > denote the utility vector corresponding
to the rate vectok ay, ..., a;y| > Whereu; = Ui(a;), Vi € N. Then, Definition 4.2 can
be restated more informally as follows: a rate vegton, ..., a;y| > is said to be utility
max-min fair if it is feasible and for each usee N, its utility u; cannot be increased while
maintaining feasibility without decreasing the utility for some useft’ for whichu; < u;.

4.2 Motivation and Backgrounds for Absolute Stability

4.2.1 Motivation

In Chapter 3, we have proposed two network models using PID (propattimtegral,
derivative) and Pfl(proportional, integral, double integral) link controllers and proved the
asymptotic stability of the closed-loop systems with Nyquist stability criterion [@8]zero
exclusion theorem in robust control theory [26, 29] when flows déepee heterogeneous
round-trip delays. We also have shown that PID andIPk controller models are identical
in the sense that open-loop transfer functions are identical and stabgibnréor gains is
identical. Compared with PID model, it is shown that’Ptiodel converges faster because
there is no saturation of feedback control when router buffers ar¢yefiperefore, in this
chapter, we concentrate on the PID model and avoid repetition regartihmédel. In
homogeneous-delay case where round-trip delays of all flows aed &gt the open-loop
transfer function of PID link controller model was given by the followingiation. (Eq.
(3.11) in Section 3.3.1)

gps + g1 + gps*
52

G(s) = exp(—7s). (4.1)

We can find a stabilizing gain s@jp, gp, gr) by choosing a gain s¢&p, Gp, G1) residing
in stability region depicted in Fig. 3.3 in Section 3.3.2 and calculgie gp, g7) using the
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following relations.
Gp £ gp, Gp2gpr, G;=gr (4.2)

For heterogeneous-delay case, denoting bgn upper bound of;s, we also can find a
stabilizing gain setgp, gp, gr) by choosing a gain sétGp, Gp, Gy) and usingr instead
of 7in Eq. (4.2).

We can see that this system can be regarded as a feedback connkatioear system
G(s) and an identical function, i.e¢(y) = y. If ¢(-) can be replaced by a memory-
less nonlinear function™(-) satisfying some conditions while the asymptotic stability still
holds, we can expect that some kind of utility functions related*te) may be employed
for utility max-min architecture. The problem of finding stability condition for thisdkof
nonlinear feedback systems has received much attentiasolute stabilityiterature.

4.2.2 Backgrounds for Absolute Stability

If it were possible to deduce the stability of a family of nonlinear systems byigiag
only all linear systems within that family, then we may be relieved of burdensatyzam
stability of nonlinear feedback systems. The history of absolute stabilitynbegh the
tempting conjecture given by Aizerman [34]. Supp@s$e is a time-invariant nonlinearity.
His conjecture was that a linear systénis) with any nonlinear feedback(-) belonging
to the sectorfa, b], i.e.,ay < ¢(y) < by, is asymptotically stable ib(y) = ky for any k
in [a, b] stabilizes the given system. Two exampleg6f belonging to the sectdu, b] are
shown in Fig. 4.2. Although this conjecture is fascinating, it is shown that tnigecture is
false in general. But, inspired by this conjecture, there have appearerhkcriteria, e.g.,
Circle criterion and Popov criterion [21, 35], which can rigorously detee the stability of
nonlinear feedback systems with graphical analysis.

Kalman made another conjecture [36] assuming a more stringent conditi@f{-for
Supposeyp(-) is a memoryless time-invariant nonlinearity, and is continuously differen-
tiable. His conjecture was that a linear systéis) with any nonlinear feedback(-)
belonging to the sectdu, b], i.e.,ay < ¢(y) < by, is asymptotically stable i#(-) belongs
to the incremental sectpr.e.,#(0) = 0 anda < d¢(y)/dy < b. Although this conjecture
is also shown to be false in general, due to the stringent assumptiof)oits applicability
can be higher. For more precise statements of two conjectures, reaglerscauraged to
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Figure 4.2: Two examples af(-) belonging to the sectdu, b].

refer to [21, 35].

We have several problems in applying absolute stability criteria to our netsroHi-
tecture. Although there is abundant literature including Circle criterion apacriterion,
most of them assume that target systems have no delay and are basegondwfunction
method and hence, are not applicable to delayed-systems. The secbladrpis that many
criteria are quite restrictive which means that the shapg ofis quite limited and we are
allowed to use only a narrow family of utility functions. The third problem is thatth
assume that the functiafi(s) is asymptotically stable without a feedback; which is not the
case for our systems. In view of aforementioned issues, the propgseasis changed
to an asymptotically stable systeff{s)(# G(s)) having a nonlinear feedback connection,
and then we apply Dewey and Jury’s criterion [37] that is not basedyapunov function
method.
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Figure 4.3: The network architecture for utility max-min fairness.

4.3 Utility Max-Min Architecture

In this section, we propose a network architecture that achieves utility makaimess
at equilibrium. The network architecture with multiple sources and links is depicteig.
4.3. Let us consider a bottleneck linke L. Then, the dynamics of the buffer of the link
can be written as

’ Yienpailt =) —ut L d()>0
q(t)= ILf Ot I (4.3)
ZieN(l) ai(t —77")—p'| , ¢(t)=0

whereaq;(t) is the sending rate of SOUf@ETiI’f is the forward-path delay from sourc¢e¢o
link 7, ¢! is the link capacity of the link and the saturation functjgri £ max-, 0] is such
that theg!(t) cannot be negative.
A sourcei sends packets according to fair utility value assigned by the network. To
achieve utility max-min fairness, let us assume that the source sends paoketding to
the minimum utility value among the utility values assigned by the links along the path of
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its flow. Thus we assume the followirsgpurce algorithm

7

Source Algorithm:  a;(t) = U;! (minlew) [ul(t — Tl’b)]), (4.4)

Uq (t)

whereL(i) is the set of links which flow traversesy!(t) is the utility value assigned by
link [ on the path of flow, rf’b is the backward-path delay from lirilko sourcei andU;(-)
is the user-specific utility function of usér Because the mijf operation is taken over a
finite number of links, there should exist at least one liskch that,! = min[-]. Therefore,
each flowi has at least one bottlenetk L(7).

There are two assumptions employed for the analysis of the network model.

D.1. We assume that the sourcespeesistentntil the closed-loop system reaches a steady
state. By persistent, we mean that the source always has enough datanatted the
allocated rate.

D.2. Two delays, say, the forward-path detdy and the backward-path dela}’, include
propagation, queueing, transmission and processing delays. We tiensten of two
delays byr; and assume that this is constant.

4.3.1 PID and PII? Link Controller Models

To control flows and to achieve utility max-min fairness, we use a PID link obetr
at each link. In PID the link controller model, there is a specified targeteylengthg). to
avoid underutilization of the link capacity. Because we have a nonzeret tawgue length
¢, the PID model implies that’, = 1 in Definition 4.1. Each link calculates the common
feedback utility value:!(¢) for all flows traversing the link according to the PID control
mechanism.

In general, a proportional term increases the convergence spéehsient responses
and reduces errors caused by disturbances. An integral termfeativefly eliminate steady
state error and results in the size of the stability region being reduced ivaties term adds
some damping and extends the area of the stability region. It also improvesrtbemance
of the transient period.
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Let us denote the set of flows bottlenecked at firgnd its cardinality byQ! and|Q’|,
respectively. Thdink algorithm with PID controllerthat uses the difference betwegit)

andg’. as input is given by the following equation
1 t *

Link Algorithm 1:  u!(t) = [—@ <gpel1(t) + g1 /0 el (t)dt + gDéll(t)>] (4.5)
wheree! (t) £ ¢'(t) — ¢} is the error signal between control target and current output signal
and,gp > 0 andgy, gp > 0. It should be noted that we also can use 4 &dhtroller as we
did in Section 3.2.2, by defining) (t) £ 3", v ai(t — 77) — aku! whereal, < 1. The

link algorithm with PIF controlleris given by the following equation

Link Algorithm 2:  w!(t) = [—,71” (hpelz(t) + hy / t eb(t)dt + hy / t / t eg(t)dtdt>]+.
0 0 Jo @9
This model control flows so that the queue length at steady state becoroes fee cost
of link underutilization. The main advantage of this model is that the feedkigoklss
not saturated af'(t) = 0 and it is shown through simulations in Section 3.6 that thé Pl
model results in faster convergence. In this chapter, though we fattiseoPID model
to avoid repeating similar arguments for the’Rtiodel, readers should note that one can
derive similar arguments regarding the’Pfiodel with ease, as was done in Chapter 3.

4.3.2 Steady State Analysis

Suppose that the closed-loop system has an equilibrium point at whicktiketi/es of
the system variables are zero, ilem; .o ¢'(t) = 0, limi oo ¢'(t) = ¢, limy—oo w'(t) =
0, limy_, o0 1! (t) = ul andlim; .o a;(t) = a;s. More formally, the set of flows bottlenecked
atlink [ is given by
Q' ={ie N(I) | ais = U7 (ul)} (4.7)
and the set of all flows not bottlenecked at linkut traversing link, N (1) — @', is given
by
N() - Q' ={ie N(I) | as = U (ub@')) andu?® < ul}. (4.8)

3 S

whereb(i) € L(i) (b(i) # 1) is some bottleneck for flowc N (1) — Q'. Then the equation
(4.3) implies that the link capacity! in the PID link controller model is fully utilized as
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follows:

Z a;s = . (4.9)

ieN()
Using Eq. (4.9), and the definitions (4.7) and (4.8), we obtain

ZU;l( )+ Z U ( <>) . (4.10)
i€Q! ieN(l)—
Thus, we finally get the following equation, which means that flows with utiIity eslu
WY < ul, which are not bottlenecked at link are assigned data raté% ! (u )) in
advance and the remaining capacity is fairly distributed to flows bottlenetkie& abased
on the common utility value’.

Ui azs =

=207

ieQ!

-1
- 5 )
ieN()—-Q!

for all i € Q'. From the above arguments, we can show that the proposed netwhik arc

tecture possesses the utility max-min fairness property. (The proof airé@ime4.1 is in
Appendix 6.5.)

Theorem 4.1 (Utility Max-Min Fairness): The proposed network architecture described
by Egs. (4.3), (4.4) and (4.5) (or (4.6)) achieves utility max-min fairnésgeady state.

4.4 Stability Analysis

Although we presented a multiple bottleneck network model in Section 4.3.1ptigor
stability analysis of these kinds of models was shown to be very difficult ih) f2i& to the
dynamics coupling among links that operate on a “first come first serv@Fgj principle.
In [27], though such dynamics coupling exists in theory, the effect opling was shown to
be negligible through various simulations. Recently, Wydrowski et al.428] showed that
the dynamics coupling is of a very weak form. Thus, in this section, we deoguperscript
[ and the analysis is focused on a single bottleneck model. We conjecture tlzatadytical
results can be extended to multiple bottleneck models without significant modificatio

We provide a stability theorem when the saturation functions employed in BEd®). (
and (4.5) are relaxed with a single bottleneck in the network. To overcoree theoretical
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> ) G(s)

gga[ (t) ul( ' ) ‘ u(t 'Tb)
]

Figure 4.4: A block diagram of the proposed architecture.

difficulties pointed out in Section 4.2.2, we use a loop transformation and apptgproved

absolute stability criterion to our system. Although our main stability theorem asstinate
flows experience the same forward-path and backward-path delaysomjecture that our
theorem will hold even if flows experience heterogeneous delays, amepper bound of
7;S, I.e.,T > max;en|[7;] IS used.

4.4.1 Homogeneous-Delay Case

To analyze the homogeneous-delay case of the PID control model, 4etr/, 7> = 7°,
Vi € Q andr/ + 7% = 7. Then all flows experience the same forward-path and backward-
path delay. By Egs. (4.5) and (4.3), we obtain the following equation:

Wt — ) 0] (ngaz 7) + g1ai(t — 7) + gpd;s (tT)) :

i€Q

Thus we can see that the same transfer funati¢s) given in Eq. (4.1) defines the rela-
tionship betweer- 3, a;(t) andu(t — ). By definingl/(-) as follows, we acquire the
block diagram shown in Fig. 4.4 which is a feedback connectiah(@f and an increasing
and continuous nonlinearity(-).

RO =Y (4.11)
1Ql Z;?

Thus we can expect from Fig. 4.4 that an absolute stability theorem mighidieable
to the proposed closed-loop system. Of various absolute stability criteriagweefound
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Figure 4.5: A block diagram of the proposed architecture after loopfoanation.

that Dewey and Jury’s criterion [37] is suitable for our systems baseatguments given
in Section 4.2.2.

The first procedure when applying the criterion is to determine whétlieris asymp-
totically stable becaus@(s) itself without feedback is required to be asymptotically stable
to apply the criterion. However, we can see that the transfer functien itself without
feedback is not asymptotically stable because it has a double peole-d To overcome
this problem, we use a loop transformation with a constant 0 and the resulting system
is shown in Fig. 4.5. It should be noted that the modified system is identical trigieal
system. It is shown in Section 3.3.2 that the closed-loop system with feethodck) = u
(an identical function) is asymptotically stabilized when the gdins = gp, Gp 2 gpr
andGr £ grr? fall within a restricted area, shown in Fig. 3.3. Furthermore, it is also prove
in Section 3.3.3 that the closed-loop system is asymptotically stable fq@nyz |Quw|-

(IQ.| and|Q,,| are defined in Section 3.3.3. In the systems of this chapter, it is assumed
thatw;, =1, Vi € Q.)

To summarize, this result implies that the closed-loop system is asymptotically stable
for U= (u) = hu, Yh € (0,1] when we let|Q.,| = |Qu|/h. Hence we can see that
G(s)/(1+ hG(s)) is asymptotically stable for any gain s¢tsp, G p, G) falling within a
restricted area shown in Fig. 3.3, ahd: (0, 1]. We are now ready to state the main result
of this chapter. (Its proof is in Appendix 6.6.)

Theorem 4.2 (Homogeneous-Delay Case)he closed-loop system described by Egs.
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(4.3), (4.4) and (4.5) (or (4.6)) with the homogeneous-delay assumgtienr/, 70 = 7,

Vi € Q andr = 7/ 4+ 7? is asymptotically stable for arbitrary utility functions with< & <
dU;/da < o0, Va € [0,00) andVi € Q if a gain set(Gp, Gp, G) falls within a restricted
area shown in Fig. 3.3 and there exist a finite numpand a finite numbet > 0 such that
the open-loop transfer functiaf(jw) satisfies the following equation for arbitrarily small
h > 0:

jen G(jw)
> 0. .
Re[<1+1+mg>1+hG(jw)]+k>o, Yw >0 (4.12)

Remark 4.1: One should note that this requirement is not stringent because the max-
imum slopes of the utility functions are not restricted, except for the conditianthey
should not be infinite. In other words, this restriction means that a usgissation should
increase with minimum slope df for the stability of the whole network. A user can suf-
ficiently emphasize that his satisfaction increases significantly at a cert@inmata with
relatively high slope at that data rate; because what matters is not thetebsiape of
one’s utility function, but its relative shape compared with those of others.

The most effective aspect of this theorem is that utility functions have oalgnthimum
slope requirement and one user can use an arbitrarily-shaped nomniitigafunction that
may differ from the other users’ utility functions. Note that we do not remairy kinds of
concavity assumptions which were required in previous approachEs{P4]. We strongly
believe that our requirement is one of the least restrictive and most @lagtgquirements
in utility max-min network architecture.

4.4.2 Graphical Interpretation of Theorem 4.2

We know from Section 3.3.1 that the closed-loop system is asymptotically sthlele w
Ui(a) = a for all i € N. Thus we can infer that Theorem 4.2 is meaningful only when
there existg: < 1 satisfying Eq. (4.12). Even though it is difficult to findcasatisfying Eq.
(4.12) for general cases, the inequality admits an intuitive graphicalitpehsimilar to the
Nyquist stability criterion [25]. Let us define two function&andY” as follows:

X(w) £ Re[%} V() E i [1 +Gé‘éi;w)} |
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Then Eqg. (4.12) is equivalent to the following condition:

X(w)

Xw)—nmY(w)+k>0,Vw>0 <— (1 —n)(y(

) > —k, Vw > {4.13)
In two-dimensional Euclidean space, this inequality entails that the closedsistem is
asymptotically stable if there is a line with slop¢n and an intercept on th& axis —k
such that( X (w), Y (w)) trajectory is completely contained in the open right half-space of
the line. Because we have found that it is very difficult to find an equiNadad explicit
symbolic expression of Eq. (4.12) independenvpive provide minimum values éfwhen
two optimal gain sets found in Section 3.4 are used.

To find ak value independent of, we rewriteG(jw), X (jw) andY (jw) into the
following equations using; = 7w and relations given in Eq. (4.2).

_JjwiGp+Gr — wiGp

Gljin) = - (coswr) — jsinu))
N G(jwi) A W G(jwr)
Xt 2 Rel ] Y T |t

wherex’ 2 k/72. (The proof of Corollary 4.1 is in Appendix 6.7.)

Corollary 4.1 (Explicit Range of k): ForG%,,, =(Gp, Gp, G1)=(0.242,0.868,0.261)
andG%;, = (Gp, Gp, Gr) = (0,0.482,0.091) that correspond to the PID and Pl optimal
gain sets, respectively, the minimum valueg @fre 0.480 and 0.338.

Remark 4.2: Note that, forx = 0, Eq. (4.12) reduces to the well-known Popov crite-
rion, and the minimum slope constraint is dropped. Fig. 4.6 shows that the minstopm
constraint in our theorem is essential for getting a smallemThus, instead of the Popov
criterion, which has been regarded as one of the least conservatidreacvhen the nonlin-
ear feedbacky(-) is time invariant, we must use Dewey and Jury’s criterion, which allows
much smaller values df thanks to the minimum slope constraint.

This corollary provides minimum values bffor two optimal gain sets. For the PID and
PI controller models, respectively, with the gain &8t; , andG%, ,, we can use any kinds
of utility function that satisfy, respectivel,480 < dU;/da < oo and0.338 < dU;/da <
oco. To introduce stability margins to the closed-loop system, it is recommended éhat th
minimum slopes of utility functions be bounded by
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—-8000 —-6000 —-4000 —-2000 0
X(jo,)

Figure 4.6: One sample ¢ (w), Y (w1)) plot for G%; , with A = 0.001.

Lastly, we would like to comment on thieevitability of the minimum slope constraint
in our distributed utility max-min architecture, represented by Egs. (4.3)) éhd (4.5)
(or (4.6)). In a single link case, Eq. (4.4) reduces i) = Ul-_l(u(t —72)). If the slope
dU; /du is sufficiently small, a small change ir{¢) can induce a large fluctuation in(t).
Since feedback delays betweeyit) andu(t) are nonzero, the fluctuation ef(t) is not
alleviated immediately and causes the instability of the queue length through B). (4
Thus, we can see that the minimum slope constraint of utility functions is inevitalale
distributed utility max-min architecture with nonzero feedback delays.

4.5 Various Utility Functions

The utility functionU;(-) maps the bandwidth;, allocated by the network, to usés
satisfaction. One question might arise as to how we can decide the shaptdiof function
to make it represent application-specific satisfaction versus allocategvith. In general,
it is not an easy task to obtain a utility function of an application. Fortunatelye tthees
exist a certain amount of research along these lines, as cited in [16]arfially answer
this question, we present four candidate utility functions in this section. \Btedifine the
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Figure 4.7: Utility functions for different application classes

premium utilitywhere flows desire as much bandwidth as possible. In other words, premiu
flows yield the least satisfaction compared to other application flows wherathe data
rate is allocated to all flows. To satisfy the minimum slope constraint and to irtteodu
stability margins, the premium utility is defined &(a) = a and shown in Fig. 4.7(a). It
should be remarked that the valuelgia) in Fig. 4.7 has no specific meaning and its unit
can be arbitrarily chosen by introducing some scaling factor in Egs. (Adbj46). What
matters is the relative shape of utility functions, rather than utility values, as wéaned
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in Remark 4.1.

The elastic utility can be used for flows with elastic applications, such as FTP in the
Internet. In this case, the satisfaction initially increases with a high slope fdldy lower
slopes when the allocated bandwidth exceeds. It is assumed that an elastic flow is
satisfied sufficiently it > a,,;. A candidate utility function using an exponential function
is given by

k <1 — exp(—@a)) , ifa < asqt

( a— Qgqt + K (1 - eXp(_Ui]gO) asat))a if > ase

wherek is defined as = a,,,U!(0)/1og(U!(0)). An elastic utility withU!(0) = 30 and
asqt =10Mbps is shown in Fig. 4.7(b). For a fixed valueaf;, various values ot/;(0)
result in different shapes d@f;(-). How can we choos#&/(0)? One way to compare the
absolute values of elastic utility to those of premium utility. In Fig. 4.7(a) and %.7(b
when a premium flow is allocated 20Mbps, an elastic flow is allocated 0.8Mbp&n\&
premium flow is allocated 95.3Mbps, an elastic flow is allocated 20Mbps. Hmtiteone
can choose an adequate valud{0). The premium utility can be eeference utilityfor
other utilities.

In this way, we provide a candidate for theal-time utility. A real-time flow would be
unsatisfactory if the allowed rate is smaller than a specifiedaate A real-time flow is
satisfactory only when the allocated ratis greater than or equal tQ,;. Thus, a candidate
utility function is given by

a , fa<agy
Ul(a) = Ui,(asat)(a - asat) + Qsat, if Asat < a < Qgat + 1)
a—90+ U{(asat)é R if a > Qsat + 0

A candidate function for real-time utility is shown in Fig. 4.7(c) witH(as.) = 100,
asqt =4Mbps andd =1Mbps. Compared to premium flows, a real-time flow is allocated at
least 4Mbps when a flow with premium utility is allocated 4Mbps or more.

For multimedia flows with multi-layer streams where one layer is the base layerand th
others are enhancement layers, the real-time utility can be extendeddtephvése utility
where the application performance increases drastically when an adbsiicreaming layer
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is allocated to them. There are three variatﬁj’gé@j ) aﬁ;at andd’, corresponding to each

sat/)?

streaming layer. In the case of two streaming layers, a candidate utility funstiiven by

a , ifa<aly
Ul(agar) (@ — a3qy) + @iy , ifag, <a<ag, +6'
Ui(a) = ¢ a— 86 +Ul(al,)s? , ifal, +6'<a<a?y,
Ui/(agat)(a — @3yy) + a5y — 0" + U{(a;at)(517 if a2, <a < aZy,+96°
[ @ — 0%+ Uj(al)0° = 0" + Ulage)0t  , ifa>al, +46°

A sample stepwise utility is shown in Fig. 4.7(d).

4.6 Implementation Considerations

4.6.1 Estimation of|Q’|

The usage ofQ!|, the number of flows bottlenecked at linkin Egs. (4.5) and (4.6)
is not a specific requirement of our architecture but an inevitable regaireof most ap-
proaches. In most approaches, the gain value used for updatireegates or link prices
is normalized by analogous terms. It should be noted that routers shorédosieflow in-
formation regarding flows’ activeness to know the exact valugbf Thus, to eliminate
this overhead|@'| must be estimated properly. The condition of Eq. (6.5) is still satisfied
when|Q| in Eq. (4.11) is replaced by)| > |Q|. Thus, we can see that the overestimation
of |@'| is allowed, while severe overestimation slows down the convergence spéee
closed-loop system.

In general, we follow the method described in [7] and modify the method for utility
max-min fairness. When thgth data packet arrives at linkat time ¢/, it contains two
fields, a;(t/ — 77/) andu! (# — 7/"/) wherel’ is the current bottleneck link for flov.
Using these two values, for thgh interval, the number of flows bottlenecked at linkan

be approximatedy

. DPYS o / ,
Q= T W@ A sl )] @)
ve(enwirw] W a;(t) —7;7)

where 1{-} is the indicator functionl¥’ is the time interval used for averaging and DS
the size of thejth data packet. Whea (t/ — 7f) > 5 - ul(t7), flow i is regarded a flow
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bottlenecked at link and the indicator function returris otherwise). The valued = 0.9 is
used to introduce a margin for estimation. Note that Eq. (4.14) providedicierf method
for estimating @'| in addition to preventing underestimation|F|. For suppression of the
fluctuation in estimation, the valu®'| is computed as follows:

Q' — max1, A|Q' + (1 - \)|Q""]

where)\ is an averaging factor and it is found thayields the stable and effective estimation
of |Q'| when it is set to\ = 0.98.

4.6.2 Discrete-Time Implementations

Our proposed fluid models must be discretized to smooth out the high-fregtiectu-
ation of ¢! (t) andél (t), noisy variation ofu! () caused by packet-to-packet fluctuation and
background traffic fluctuation. A recommended implementation of the PID nifodéhe
computation ofu! (t) with a sampling timef is given by

1
[o4

BTl k] + %(eg K] — 26}k — 1) + ¢k~ 2)))]

ullk] = [u'lk = 1] = —— (A(e}[#] — ek —1])

(4.15)

al

0

whereA = Gp/7 > 0, B = G;/7* > 0, C = Gp > 0 and the saturation function is

defined as{-]gl = min[max-,0],u]. One possible choice for antialiasin§(t) is to use
1 rkTy

periodic-averaging filter, i.ee![k] = 7 f(kflm

(4.15) seems infeasible because the following term of the integrated equation

k
~BTy ) ei[i]
=0

goes to infinity ag goes to infinity for underloaded links wheg&-) = 0.

q(t)dt — ¢ An integrated version of Eq.

For the PIf model, a recommended implementation for computation’ o) is given
by
1
1!
+ BT3eb k] + C(eh[k] — 2€hlk — 1] + bl — 2)) )|

Wl[k] = [2ullk — 1] — ullk — 2] — (ATQ(eIQ[k:] — e[k — 1))

(4.16)

al

0
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whereA = H;/7 > 0, B = H;2/7* > 0andC = Hp > 0. One possible choice for
antialiasingeh(t) is to useeh[k] = 7 ¢'*[k] — ofp whereg * [k] is the byte sum of packets
enqueued during the time internv@k — 1)75, kT3].

4.6.3 Rate-Based Pricing Scheme

The main advantage of our utility max-min architecture is that the objective of flow
control is achieved in distributedmanner. However, this advantage might be a drawback in
view of fairness because a selfish user can choose a utility functiorstfigha him a larger
data rate. For example, an elastic flow can intentionally disguise itself as a pndlow to
attain a larger bandwidth share. Let us consider a simple pricing scheneh#nges users
by the actual size of data they send into the network. That is to say; uskkibe charged
p; = b;c, whereb; is the total bytes transmitted by usiefor flow i) andc is the cost of
transmitting unit byte in the network. One crucial problem with this pricing schsritet
there is no penalty for disguised users because they are chargedipatbe byte-usage of
their applications in the network. An FTP user will try to transmit a fixed-sizerfileshort
time by choosing a premium utility because there is no penalty when they sendtdata
higher rate by choosing more slowly increasing utility functions.

One way to prevent this kind of selfish actions while achiegaguineutility max-min
fairness is to introduce weights(a;) wherea; is the average data rate of useduring
flow’s duration anduv(a;) is an increasing function af;. Then, usei will be chargedy; =
w(a;) - bic. If an elastic flow disguises itself as a premium flow to transmit a fixed-size file,
it is charged higher for transmitting the file because the premium utility functioragsiign
him a higher data rate and(a;) will be larger. Real-time and stepwise flows willingly
pay more than elastic flows because they need more bandwidth to reachrtharable
application-performance levels. In the existing flow control algorithms thppart only
“best-effort flows”, there has been no way to guarantee useriguapapplication-specific
performance levels. In utility max-min architecture, network operators reowget more
revenue since the satisfied users now have willingness to pay more fareagy visible
performance gain. Note that the network still does not need to know wsiéitg functions
in our proposed pricing scheme. Including our proposed pricing schiraee might be
various pricing schemes to prevent users from cheating.
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Table 4.1: Parameters Used for Simulation.
d Ty | o To | 6 A DPS w

0.05/ 30A | 0.95 100A | 0.9 0.98 500bytes 300\

4.7 Simulation Results

Using the four types of utility given in Section 4.5, we provide a number of sitioula
results using ns-2 simulator [32] to demonstrate the merits of utility max-min flowaontr
and the performance of our algorithms. In both scenarios, the largesttoip propagation
delays are set th00ms. To take queueing delays and sampling delays at links into consid-
eration,7 is set to a slightly greater value than this. Other parameters used for simulation
is given in Table 4.1 wherd is one data packet transmission time, i&.2 DPS/y!. To
avoid messy figures, we simulated our architecture with only two kinds of-tereelink
controllers, i.e., PID and Pltontrollers. Simulation results for the PID and itk con-
troller models are respectively denoted®y;; , andG?%,, .. For two-term link controllers,

i.e., Pl and If controllers, we can obtain simulation results similar to those given in Section
3.6.

4.7.1 Scenario 1. Simple Network With Heterogeneous Roundirip Delays

The network configuration used for Scenario 1 is shown in Fig. 4.8. Insttésario,
7 = 110ms is used. The flow models used in this scenario are summarized in Table 4.2,
where each utility corresponds to the utility given in Fig. 4.7. We can seeTednie 4.2 that
flows experience heterogeneous round-trip delays and the maximuah-t@upropagation
delay is100ms. In Fig. 4.9, the queue length at link 1, source utilities and source sending
rates are shown. We can see that our proposed algorithms equalize ulilég e sources,
while the feasibility condition in Definition 4.1 and utility max-min property in Definition
4.2 are satisfied. For the PID model, the link capacity is fully utilized, while thetapgeue
length @4 = 68.8kbytes) is obtained. For Plinodel, the target utilizatiom{, = 0.95) is
achieved, while the queue length at steady state becomes zero. Thesmviusilities, i.e.,
sending rates, are also shown in Fig. 4.9. It should be noted that thea&del achieves
zero queue length at steady states and converges faster than the RiIDvined some flows
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Figure 4.8: Simple network used for Scenario 1

Table 4.2: Flow Models Used for Scenario 1.

source utility d; begin(s) at end(s) at
S1 premium 5ms —00 00
So premium 15ms —00 25s
Ss premium 20ms -0 40s

S4, S5, Sg elastic 5, 25, 30ms 5,5.1,5.2s 40.1,40.2, 40.3s
S7, Ss, Sg || real-time 10, 35,40ms 10, 10.1, 10.2s  40.4 40.5 40.6s
S10, S11 stepwise 35, 15ms 15, 15.1s 00

stop their transmission at the cost of 5% underutilization. As discussediio$82.2, the
PII> model quickly achieves fair rates because the saturation nonlinearity & eoffers
is eliminated.

Three real-time flowsS; ~ Sg) achieve data rates slightly greater than the encoding
rate (4Mbps) and elastic flow${ ~ Sg) achieve smaller data rates. Before t=40s, two
stepwise flowsS;y and S;; achieves data rates slightly greater than the base-layer rate
(4Mbps) due to network congestion. As many flows stop transmission &ttty achieve
data rates*¥12Mbps) including the enhancement-layer rate (8Mbps). One cruciél ofier
utility max-min flow control is that multimedia flows are guaranteed minimum data rates
except when the network is severely congested. Furthermore, far fittv stepwise utility,
additional layers can be assigned when the network is lightly congested.
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Figure 4.9: Results of Scenario 1 - Queue length at link'1t{), Source utilities ¢;(t))
and Source sending rates ({)).

Because premium flows have identical utility functioh(a) = a, sending rates of
premium flows ¢ (t) ~ as(t)) are nearly identical to source utilities(t) ~ w11 (t)) if
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we ignore the slight time shift due to feedback delay. For PID model, wage@vrevised
source algorithm in Appendix 6.8 which suppresses queue length ootssh
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5m 5m

150Mbps 150Mbps

Figure 4.10: Multiple bottleneck network used for Scenario 2

Table 4.3: Flow Models Used for Scenatrio 2.

source utility d; begin(s) at end(s) at sink
S1 premium 35ms —00 oo Sink3
Sy elastic 15ms —00 oo Sinkl
Ss elastic 20ms —00 oo Sink2
Sa elastic 5ms —00 oo Sink3
S ~ Sg elastic 25, 30ms 10, 10.1s oo Sinkl
S7 ~ Sq1 | real-time 20, 40, 15, 40, 25ms 20, 20.1, 20.2, 20.3, 20.4s oo Sink2
S12 ~ S14 || stepwise 30, 40, 10ms 40,40.1s oo Sink3

4.7.2 Scenario 2: Multiple Bottleneck Network With Heterogereous Round-
Trip Delays

To show that the proposed models work well in multiple bottleneck networksomwe
sider a network configuration in which there are three bottleneck linksFigee4.10. In
this scenario; = 120ms is used. The flow models used in this scenario is summarized in
Table 4.3. In Fig. 4.11, although there are queue overshoots at t=A)N1@ because sev-
eral flows begin transmission simultaneously, such dramatic eventsSe.g.,511 begin
transmission simultaneously.) do not occur frequently in real networkstebudy states,
the sending rates of flows satisfy the feasibility condition and utility max-min ptppes
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Figure 4.11: Results of Scenario 2 - Queue length at link2)), Feedback utilities at links
(u!(t)) and Source sending rate $f (ay(t)).
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Figure 4.12: Results of Scenario 2 - Source sending ratés ef S14 (az(t) ~ a14(t)).

shown in Fig. 4.12. Becaus$g traverses link 1, link 2 and link 34, (¢) will be nearly iden-
tical to the minimum of the feedback utilities at the three links, [anif¢), u2(¢), u?(¢)]. To
avoid lengthy presentation, in Scenario 2, we show only the sending ratemium flow
S; and feedback utilities at links, instead of the source utilities of flows.

Four intervals are readily distinguishable:do, 10s], [10s, 20s], [20s, 40s] and [40s,
oo]. From —co to t=10s,S; is bottlenecked at all three links. As new elastic flofssand
S¢ destined for Sink1 begin transmission at t=18sbecomes bottlenecked only at link 1.
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Thus from t=10s to t=20s, flows andS, can send data at higher rates &adan send data
at a lower rate compared with the previous time interval, as shown in Fig. 4slfivereal-
time flows,S; ~ S1; destined for Sink2 begin transmission at t=28sis now bottlenecked
at link 2. From t=20s to t=40%-, S5 andSg can send data at higher rates &ahdcan send
data at a lower rate compared with the previous time interval. Similarly, whenstepeise
flows destined for Sink3 begin transmission at t=4)d)ecomes bottlenecked at link 3 and
flows are allocated bandwidth according to utility max-min fairness. Thus wearify that
our proposed algorithms work well in multiple bottleneck networks where thidebeck
link of a flow can change dynamically as the network situation changes.
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CHAPTER 5

CONCLUSION

In Chapter 3, we have provided two network models which satisfighted max-min
fairnessand dispense with any kind of per-flow operation in routers. We havedfequiv-
alent stability conditions in two network models with heterogeneous roundétgys. The
theorem states that a stabilizing gain found with homogeneous-adeddgo stabilizes all
the networks with heterogeneous delays less than or equahtm overestimation of the
sum of flows’ weights is completely safe. We derive the equivalent comdiiothe asymp-
totic stability of the network as an explicit and usable function of the uppendowof all
round-trip delays. We show that the gain sets maximizing the asymptotic detesyd@
not cause the serious performance degradation even though theytaireed using only an
upper bound of round-trip delays.

The PID model achieves not only full utilization but also the target queugtheat
its equilibrium point. The Pfimodel achieves zero queueing delays and absorbs transient
overshoots in links sacrificing some degree of utilization, ahctan be lowered to absorb
the transient queues when many short-live flows exist. It also rapidlgahfair rates
because the saturation nonlinearity at empty buffers is now eliminated. Weebtiag our
analytical and experimental results will play an important role in encourapmgsage of
more sophisticated flow control algorithms in packet networks.

In Chapter 4, we have proposed a control-theoretic framework fdicapipn-performance
oriented flow control. Our contribution is three-fold. First, we have foamlistributed link
algorithm that attains utility max-min bandwidth sharing while controlling link buffer o
cupancy to either zero or a target value. Moreover, the link algorithra doerequire any
per-flow information and processing, so it is scalable. Second, ourithligois shown to

61



CHAPTER 5. CONCLUSION

be asymptotically stable in the presence of round-trip delays for arbitoanysf of utility
function, as long as they are continuous and their slopes are larger tfeatain positive
constant. Third, our framework lends itself to a single unified flow controéme that can
simultaneously serve, not only elastic flows, but also non-elastic flowsasigoice, video
and layered video.

Although the stability results given in the first part of this dissertation hage Herived
for a single bottleneck network with heterogeneous round-trip delagshase given in the
second part have been derived for a single bottleneck network withdpemeous round-trip
delays, we were able to see through simulations that the proposed algorithefirst part
works well for a multiple bottleneck network and the proposed algorithm in ¢lcersl
part works well for a multiple bottleneck network with heterogeneous rdtipdielays. In
future work, we will extend the stability results to that general case.

In our network models, sources induce overshoots of queue lengthsdeethey im-
mediately adapt to the network-assigned data rates. Although our modedsjaly the
three-term controller in the Pimodels, are good at reducing transient queues when there
are many flows, one may change the source algorithm so that sourqast@@docated
data rates smoothly and, as a result, the queue length overshoots asssagdpvhen there
are small number of flows or when the portion of short-lived flows is lafgeachieve fair
rates in a short time while reducing queue length overshoots, we presergwsed source
algorithm for PID link controller model in Appendix 6.8. We suggest that oray use
several techniques proposed in XCP [6] to extend our algorithms forlik€Rources.
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CHAPTER 6

APPENDIX

6.1 Proof of Proposition 3.1

BecauseG(jw) = —joo — oo? in the third quadrant, there always exists a value
(shown as the poinf; in Fig. 6.1) in0 < @ < oo such that REZ(jw)] < 0 for all
0 < w < @. To prove the Proposition, it is sufficient to show thafdjw)] < 0 for all
@ < w < w. By contradiction, assume that there is a valuéshown as the poin®, in
Fig. 6.1) in® < @ < @ such that INiG(jw)] = 0. Moreover, from IG(jw)] = 0, it
follows that/G(jw) = 0 or ZG(j&) = m. Since one of two conditions, i.&5(jw) > 1
or G(jw) < —1 should be satisfied, let us assume the former case. &kifjw) can not
be zero becausenr < ZGy(jw) < 0 and—7m < —wT < —wT < 0. Therefore, this case
cannot happen.

Let us assume the latter cage(jw) < —1. We can summarize the angle values of
G(jw) as follows.
ZG(j01) = -7
- < LG(jw) < —F
LG(jw) = —m
—m < LG(jw) <0

limy, o0 ZG(j EEUT) = 7

Since the angle function @ jw) is continuous, there should be at least three local extrema.
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Figure 6.1: Nyquist plot used for Proposition 3.1.

The angle function and its derivative which can be obtained from Eg2)2rE given by

Y(w) = LG(jw) = arctan(%) — T _wr

w

V(W) = grgpw’+gpgr
9pw?+(gpw?—g1)?

Because)’'(w) = 0 is a biquadratic equation, there are at most two solutiofsin < oc.
This is in contradiction with the fact that(w) has at least three local extrema.

6.2 Proof of Theorem 3.1

Sufficiency. We can see easily from Fig. 3.2 that the Nyquist plot haggmeintersec-
tion with the unit circle ind < w < co. More formally, there is a unique positive solution to
the following equation ifgp| < 1, R > 1 andg; > 0 (The casg; = 0 also can be treated
in a similar way.),

Ny LNy gr\? grP\% _ o
G| = [Goliw)| = (90 = Z5) "+ (22) = B2, (6.1)
because Eg. (6.1) is equivalent to the following biquadratic equation

(R* — gb)w* + (29pg1 — gp)w* — g7 =0, (6.2)
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and the condition for Eg. (6.2) to have a unique positive solution is equivele

(29pg1 — 9p)* + 4g7(R* — gp) > 0

and — g7(R* - gp) <0,

which is already satisfied by the assumptionggf and R. This means that the Nyquist
plot reaches the unit circle and never depart from it. That is, the painieoNyquist plot
corresponding ta > @ is entirely contained in the unit circle so that it can never contribute
to encircling or touching-1 + ;0. If the assumption of is satisfied, we can easily see that
the Nyquist plot ofG(jw) is always below-1 + ;0 for 0 < w < @ and all the assumptions
of Proposition 3.1 are satisfied. Therefore, the Nyquist plot neithes doeircle nor touch
—1 4+ j0 because ING(jw)] < 0forallwin 0 < w < @. The open-loop pole = 0 can
be managed with the boundary deviation technique by adding an infinitesiihairicte.
Appealing to the Nyquist stability criterion, we have proven the stability of cldeep
system.

Necessity can be proven trivially. |§p| > 1 or the condition of Eq. (3.14) is violated,
the Nyquist plot simply encircles or touched + ;0.

6.3 Proof of Corollary 3.1

Here we give a sketch of proof because a detailed proof requiredicatep arguments.
To find a necessary condition, let us assume thatGp < 1 is fixed. From the fact that
arccog-) is a monotonically decreasing function, we see tiat< w? (Gp + cow))
andw; < arcco$—Gp). We can consider two cases, i.8.< w; < §andf < w; <
arcco$—Gp). Considering carefully both two cases and using the fact that the function
wsin(w) has a unique maximum over the interfak w < m, it follows that

wisin(wy) overf < w; < arcco$—Gp)
Gp < if arccog—Gp) < wo, (6.3)
wpSin(wyp) if wy < arcco$—Gp),
This equation can be used in obtaining a necessary stability conditi@grfavhich is
given by Eq. (3.18). The casgp = 0 can be easily treated separately and can be found by
settingGp = 0in Eq. (3.18).
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Let us assume thdt < Gp < 1 is fixed andGp > 0 takes a fixed value such that
Gp = wSin(w,) and0 < w, < arcco$—Gp) which is the same to the range of.
When arccoé-Gp) < wo, Gy is simply given byG; < w?(Gp + cogw,)) from Eq.
(3.15). Wheny < arcco$—Gp), we have to consider two cases, i®.< w, < wy and
wo < we < arcco$—Gp), separately. Considering in this way, it can be shown that a
necessary stability condition fa¥; is given by Eq. (3.19).

Although we omit the proof of sufficiency, it can be verified with directstithtion of
Egs. (3.17), (3.18) and (3.19) into Egs. (3.15) and (3.16).

6.4 Proof of Theorem 3.2

Proof of necessity is trivial. If the heterogeneous-delay case is astingitp stable,
then we can simply set; = 1, p; =0, Vi > 2 andn = 7.

For the proof of sufficiency, both conditions of Proposition 3.2 shoulddiisfied. We
immediately see that the first condition of Proposition 3.2 is already satisfiedibeove
have a choice d|Q|-tuple vector, i.e.p; = 1, p; = 0, Vi > 2 andr; = 7 which stabilizes
the homogeneous-delay case. For the second condition, let us deficellarcsector as
follows:

ST ={seC|l|s| <1, and — 7w < /s < 0}.

Let us definez asz = >, piexp(—j7iw). By rewriting = in terms of exp—jr;w) and0
as follows:
2= piexp(—jmiw) + (1 - ZPZ) -0,
i€Q 1€Q
we see that € S7 becauseS is a convex set and is a convex combination gf)| + 1
points inS7. Furthermore, if we define a sét(jw)S] = {Go(jw) - s | s € ST} which
is depicted in Fig. 6.2, we see th&tw) C Go(jw)S] for all w because the following
eqguation holds:
G(jw, p,T) = Go(jw)z(jw, p, T) € Go(jw)S].

Since the circular sectd®(jw)S], is bounded by two functions, i.6Go(jw)exp(—j7w)
and Gy(jw) and the magnitudes of two functions are equal@g(jw)| = |G(jw)|, the
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Figure 6.2: Nyquist plot used for Theorem 3.2.

circular sectoiGy(jw) S can be expressed as follows:
Go(jw)ST = {z |m < £z <1, |2 < |Go(jw)} (6.4)
m = £LGo(jw) exp(—jTw) = LGo(jw) — Tw, Ny = LGo(jw).

Foro < w, where|z] < 1 forall z € Go(jw)ST, the sectorGy(jw)S7, is completely
contained inside the unit circle. Naturallj(w), which is a subset offy(jw)S7, does not
touch—1 + j0. For0 < w < @, IM[Gy(jw)] < 0 and IMGy(jw)exp(—;j7w)] < 0 hold by
Proposition 3.1. Thus;7 < < 0 and—n < 7, < 0 hold. From Eg. (6.4), we see that
Go(jw)ST is completely contained in the lower half plane. koe= 0, the value set (w)

is infinity. By Proposition 3.2, we now complete the proof of sufficiency.

6.5 Proof of Theorem 4.1

If all links in the network perform the same operation as that describeddtioget. 3,
each flow has its own bottleneck link (which can be more than one) and the uétitgn
at steady state is feasible in the sense that it satisfies Eq. (4.10) for alhboklénks
I € L. If we increase the utility value of flowwhich is bottlenecked at some lirlkwhile
maintaining feasibility, we should reduce the data rate of flqw ) that traverses link
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l,i.e.,i € N(I). SinceUy(-) is an increasing function by the assumption A.1, the utility
value of?’ is also reduced. Sindg; (a;s) < U;(a;s) for all ' € N(1) by the definition of
bottleneck link (See, e.g., [1].), we are reducing the utility value of flowvhich is already
less than or equal to the utility value of flok By Definition 4.2, we complete the proof.
To the PIF model, a similar proof is applicable.

6.6 Proof of Theorem 4.2

For notational simplicity, we define two functions shown in Fig. 4.5 as follows.
G(s) 2 G(s)/(1 +hG(s)), U (u)2U (u) - hu.

By the assumption thatGp, Gp, G) is contained in Fig. 3.3, we can see tlias) is
asymptotically stable for any € (0, 1] from the arguments of Section 3.3.3. Then we can
apply the Dewey and Jury’s criterion (Corollary 5 in [37]) to our nonlin@@notone feed-
back system becaus#(s) is asymptotically stable so thaft) andg(t) become elements
of L1(0, 00), i.e., the set of absolutely integrable functions &f1d (0) = 0 by the assump-
tion A.2. Although the differentiability of feedback nonlinearities was alswiaesl, this
assumption is used only for the simplicity of their proof. If the feedback nealities have
left-hand and right-hand derivatives at all points, Dewey and Jaritsrion still holds.
If there exist a finite numbey and a finite numbex > 0 such that the inequality (4.12)
is satisfied for some small > 0, then the closed-loop system is asymptotically stable with
U~1(u) satisfying the following equation by Dewey and Jury’s criterion.
0< % (U_l(u) — hu) < %

If this is satisfied for arbitrarily smah > 0, we have the following condition fdr ! (u).
U~ (u)

du

: (6.5)

e

0< <

When each of the utility functiong/;(a), satisfies: < dU;/da < oo, then it also satisfies
0 < dU; ! /du < 1/k and their sum becomes as follows, due to the finitudgof

1 AU (u)
du k = 0< du

1
< —.
~k
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Therefore, we can conclude that the closed-loop system is asymptotieddlg & the min-
imum slope of the utility functions is restricted Byi.e.,k < dU;/da < oo V¥, a € [0, 0).
For the PI¥ model, we can apply the same procedure becai(s¢ of the PIP model is
identical to that of the PID model.

6.7 Proof of Corollary 4.1

To apply Theorem 4.2, the condition of Eq. (4.13) should be satisfiet &bitrarily
close to0. When we use a graphical technique with sntalk’ has an essential role in
achieving a smallet. Eq. (4.13) implies that’ has no significant effect wheny is small
and in that case théX (w;),Y (w1)) trajectories are nearly identical, independent<bf
However, whenw; is sufficiently large and:’ is very small,Y (w;) becomes very large
and the trajectories dfX (w;), Y (w1)) prevents us from obtaining a smallewvalue. To
visualize, a sample trajectory whér,, ;, is used withh = 0.001 andx’ = 0 is shown in
Fig. 4.6. In this figure, the value @& must be at least500. Thus, we have to us€ to find
a smallerk value. Using the graphical technique shown in Fig. 6.3, we can show #hat th
following & values satisfyX (w;) — 'Y (w1) + k > 0, Yw; > 0 for somen’ £ n/7 and

k' > 0.
Gp

= *al *
wjsinwy

GI*W%GD
- 2
wi

wherew is the smallesb; > 0 satisfying sin(wy) — g—fcos(wl) =0ande > 0is
Gp
wiSinuy

0.3375, respectively. Thus we complete the proof.

any finite number. Fo&%,,, andG%, ,, values of are approximately.4798 and
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Figure 6.3: Two samples ¢fX (w1), Y (w1)) plot for G, , andG%, .
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6.8 Source Algorithm Revision

The source algorithm, given by Eq. (4.4), assumes a source to adjushdmg rate
immediately, to the inverse of the minimum utility value. Therefore, a source capt ad
to the network assigned utility value very fast. Note that this advantage is etitatrthe
cost of queue length overshoots in router buffers which can be pnaltie For PID link
controller model, Figs. 4.9, 4.11 and 4.12 imply that queue length overshomisia a link
only when a new flow becomes bottlenecked at that link, that is to say, gieimcreases.
Let us denote by? the time at which flowi receives the first feedback utility value after
beginning its transmission. We present one candidate source algorithm i(S&Y by
introducing a boolean variabiglnit and a constant which should be greater than 1.

a;(t) = U7 (ui(t)) andisinit =1, if ¢ = ¢

ai(t) = 35U (u(t)) , it t >t anda;(t) < U, (ug(t)) andislnit ==
ai(t) = Ut (u; ( )) andisinit =0 , if ¢t > 9 anda;(t) > U; " (ui(t)) andislnit == 1
ai(t) = Ut (ui(t)) , otherwise

(SA)
Whenislinit is 1, the flow is in initial phase otherwise the flow is in normal phase and
accords with Eqg. (3.2). With this revised source algorithm, a source sesdts sending
rate from%U[1 (u;(t)) to the inverse of the minimum utility value linearly in initial phase.
Thus we can expect thatcan regulate the speed of rate adaptation effectively.

We also implemented an approximate version of this source algorithm in ns-2 simula
tor. Simulation results for PID controller model using the same flow models ambrie
configuration of Scenario 1 are shown in Fig. 6.4. We can see that serades of flows
increase carefully during initial phases. The choice pfesents us several tradeoffs. While
a largery results in a faster convergence speed, a smalilows faster rate adaptation of
flows. To quantify queue length behavior of source algorithms, we défiee performance

indices as follows.

gmaz' £ max[q'(t)], gov' £ mtaX[ql (t) = arl,

[percent overshodtz 22 x 100%.

l
dr
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Figure 6.4: Results of Scenario 1 with the revised source algor
(¢'(t)), Source utilities¢;(t)) and Source sending rates (t)).

Table 6.1, wherg}. = 68.8kbytes, shows that the queue length overshoot and the percent
overshoot become smaller adhecomes larger. Compared with AIMD (additive increase
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Table 6.1: Queue Length Overshoots of Scenario 1 for SA and §A=68.8kbytes)

source algorithm link algorithm  gmaz? gov!  [percent overshoot]
SA (Fig. 4.9) PID 328.5kbytes 259.8kbytes 377.8%
SA with v = 20 (Fig. 6.4) PID 171.0kbytes 102.3kbytes 148.7%
SA with ~ = 40 (Fig. 6.4) PID 120.5kbytes 51.8kbytes 75.3%

multiplicative decrease) in TCP congestion control which results in sluggistecgence
when the bandwidth-delay product is large, our revised source algoathieves fair rates
roughly withiny7 seconds irrespective of the bandwidth-delay product.
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