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The role of the operating system - provide a virtual environment for a process.
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What is the first thing an operating system wants to do?
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A system call involves the following steps:

1. The application runs a system call.
2. The system call is handled by the guest operating system.
3. The guest operating system checks the OS IDT.
4. The hypervisor handles the interrupt.

The system call is indicated by INT 0x80.
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A system call involves several steps:

1. The application runs a system call, typically through an interrupt (INT 0x80).
2. The hypervisor handles the interrupt.
3. The hypervisor checks the operating system's IDT (Interrupt Descriptor Table) to determine which procedure to call.
4. The hypervisor calls the appropriate OS procedure.
5. The OS procedure is executed.
6. The OS procedure handles the interrupt.
7. The hypervisor returns to the user application.
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<table>
<thead>
<tr>
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</tr>
</tbody>
</table>
If the guest operating system is executing in user mode—how does it protect itself from the application process that is also running in user mode?

If we allow the guest operating system to run in kernel mode—then the hypervisor cannot protect itself.
If the guest operating system is executing in user mode - how does it protect itself from the application process that is also running in user mode?
If the guest operating system is executing in user mode - how does it protect itself from the application process that is also running in user mode?

If we allow the guest operating system to run in kernel mode - then the hypervisor cannot protect itself.
## System Call Revisited

<table>
<thead>
<tr>
<th>Hypervisor</th>
<th>Guest Operating System</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>kernel space</td>
<td>user space</td>
</tr>
<tr>
<td></td>
<td></td>
<td>in user mode</td>
</tr>
<tr>
<td>Hypervisor</td>
<td>Guest operating system</td>
<td>Application</td>
</tr>
<tr>
<td>------------</td>
<td>------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td></td>
<td>kernel space</td>
<td>user space</td>
</tr>
<tr>
<td></td>
<td></td>
<td>in user mode</td>
</tr>
<tr>
<td></td>
<td></td>
<td>system call</td>
</tr>
<tr>
<td>Hypervisor</td>
<td>Guest operating system</td>
<td>Application</td>
</tr>
<tr>
<td>------------</td>
<td>------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td></td>
<td>kernel space</td>
<td>user space</td>
</tr>
<tr>
<td></td>
<td></td>
<td>in user mode</td>
</tr>
<tr>
<td></td>
<td></td>
<td>system call</td>
</tr>
<tr>
<td></td>
<td></td>
<td>INT 0x80</td>
</tr>
</tbody>
</table>
system call revisited

Hypervisor  Guest operating system  Application

kernel space  user space

in user mode  system call

INT 0x80
system call revisited

Hypervisor  Guest operating system  Application

kernel space  user space

change tables

in user mode

system call

INT 0x80
system call revisited

Hypervisor
kernel space
change tables
OS now in user space

Guest operating system
user space

Application
in user mode
system call
INT 0x80
system call revisited

Hypervisor

kernel space

Guest operating system

user space

Application

in user mode

system call

INT 0x80

change tables

OS now in user space
system call revisited

Hypervisor
kernel space

Guest operating system
user space

Application

in user mode
system call
INT 0x80

change tables
OS now in user space

in user mode
system call revisited

Hypervisor

Guest operating system

Application

kernel space

user space

in user mode

system call

INT 0x80

change tables

OS now in user space

in user mode

handle interrupt
system call revisited

- Hypervisor
  - kernel space
  - change tables
  - OS now in user space

- Guest operating system
  - user space

- Application
  - in user mode
  - system call
  - INT 0x80

- in user mode
- handle interrupt
- return to user
system call revisited

Hypervisor
kernel space

Guest operating system
user space

Application

in user mode
system call
INT 0x80

→

change tables
OS now in user space

in user mode
handle interrupt

→

change tables
return to user
system call revisited

<table>
<thead>
<tr>
<th>Hypervisor</th>
<th>Guest operating system</th>
<th>Application</th>
</tr>
</thead>
<tbody>
<tr>
<td>kernel space</td>
<td>user space</td>
<td>in user mode system call</td>
</tr>
<tr>
<td>change tables</td>
<td></td>
<td>INT 0x80</td>
</tr>
</tbody>
</table>

OS now in user space

in user mode handle interrupt

change tables

OS in kernel space

return to user
system call revisited

Hypervisor | Guest operating system | Application

kernel space | user space

in user mode
system call
INT 0x80

change tables
OS now in user space

in user mode
handle interrupt

change tables
OS in kernel space

return to user
System call revisited

Hypervisor

Guest operating system

Application

Kernel space

User space

in user mode

system call

INT 0x80

in user mode

handle interrupt

return to user

resume execution

change tables

OS now in user space

change tables

OS in kernel space

handle interrupt
.. thank god for hardware
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Why do they have to run on the same hardware?
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- **Emulators**
  - Can emulate a different hardware than the host machine (QEMU, Simics).

- **Virtual machines**
  - Choose operating system but hardware is set (Xen, KVM, VirtualBox, VMware).

- **Containers**
  - Separated name spaces in the same operating system (Dockers, Linux Containers).

- **Runtime systems**
  - Dedicated to a language (JVM, Erlang).
... but I never installed a Hypervisor?
VirtualBox etc also installs a kernel module that turns your regular operating system into a hypervisor.
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