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Abstract—To ensure frequency stability in future low inertia power grids, fast ancillary services such as fast frequency reserves (FFR) have been proposed. In this work, the coordination of conventional (slow) frequency containment reserves (FCR) with FFR is treated as a decentralized model matching problem. The design results in a dynamic virtual power plant (DVPP) whose aggregated output fulfills the system operator (SO) requirements in all time scales, while accounting for the capacity and bandwidth limitation of participating devices. This is illustrated in a 5-machine representation of the Nordic synchronous grid. In the Nordic grid, stability issues and bandwidth limitations associated with non-minimum phase zeros of hydropower is a well-known problem. By simulating the disconnection of a 1400 MW importing HVDC link, it is shown that the proposed DVPP design allows for coordinating fast FFR from wind, with slow FCR from hydro, while respecting dynamic limitations of all participating devices. The SO requirements are fulfilled in a realistic low inertia scenario, even with moderate wind resources, without the need for curtailment or battery installations.
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I. INTRODUCTION

DEREGULATION of the market and the transition towards renewable energy, is diversifying the mechanics behind electricity production. At the same time, the frequency stability of grids are becoming more sensitive to load imbalances due to the growing share of power electronic- (PE) interfaced generation [1]. A number of relatively recent blackouts are related to large frequency disturbances. The incidence of this phenomena is expected to increase in the future as the energy transition continues; in fact they have doubled from the early 2000s [2]. With growing shares of renewables, system operators (SOs) are therefore increasingly demanding renewable generation and other small scale producers to participate in frequency containment reserves (FCR) [3].

Virtual power plants (VPPs), aggregating together groups of small scale producers and consumers, is a proposed solution to allow smaller players with more variable production to enter into the market with the functionality of a larger conventional power plant [4], [5]. The main objectives are to coordinate dispatch, maximize the revenue, and to reduce financial risk of variable generation, in the day-ahead and intra-day markets [6], [7]. But also other services, such as voltage regulation [8] and allocation of FCR resources [9]–[11] have been proposed.

In this work, we design controllers that coordinate FCR over all time scales, beyond mere set-point tracking, forming a dynamic virtual power plant (DVPP) offering dynamic ancillary services [12]. While none of the individual devices may be able to provide FCR consistently across all power and energy levels or over all time scales, a sufficiently heterogeneous ensemble will be able to do so. Examples of heterogeneous devices complementing each other while providing fast frequency reserves (FFR) include hybrid storage pairing batteries with supercapacitors providing regulation on different time scales [13], [14], demand response [15], or wind turbines (WTs) [16]–[18] that can provide a quick response but subject to rebound effects that have to be compensated by other sources later on, if not operated below the maximum power point (MPP) [19].

The contribution of this work is the design of a decentralized dynamic ancillary service, distributing FCR between a heterogeneous ensemble of devices, to form a DVPP. The controllers rely on dynamic participation factors (DPFs) and are designed so that all devices collectively match the Bode diagram of a design target, specified by the SO requirements. Stability is ensured by selecting a suitable design target and by ensuring that the DPFs account for the capacity and speed limitations of participating devices. To test the design, we consider a model of the Nordic synchronous grid. In the Nordic grid, FCR is almost exclusively provided by hydro power. The controllability and storage capability of hydropower makes it ideal for this purpose. In recent years however, the inertia reduction due to the renewable energy transition has made the bandwidth limitations associated with non-minimum phase (NMP) waterway dynamics a problem. Since the bandwidth of hydro-FCR cannot be increased without reducing the closed-loop stability margins [20], the Nordic SO’s have launched a project to complement hydro-FCR with FFR from other power sources [21]. In this work wind and hydro resources in the Nordic grid are coordinated as a DVPP. Numerical simulations indicate that the latest regulations can be fulfilled without the need for curtailment or battery installations.

The remainder of the paper is structured as follows. Section II presents the control problem, introducing the test system and models of controllable energy sources. Section III, formally
introduces the DVPP control design. In Section IV a local DVPP is designed and in Section V we close the frequency loop and coordinate FCR and FFR in the whole grid. Section VI concludes the paper with a discussion of the results.

II. PROBLEM FORMULATION

In this work, we are interested in the frequency containment and post fault dynamics of the center of inertia (COI). That is, we do not directly address short term synchronization and inter-area oscillations in the control design. In the end, stability is verified in simulations by applying the control to a detailed power system model designed for large signal analysis.

Power balance between production and consumption is ensured by controlling the COI frequency [22]. For a network with \( n_{\text{gen}} \) synchronous machines, the COI frequency is

\[
\omega_{\text{COI}} = \frac{\sum_{i=1}^{n_{\text{gen}}} M_i \omega_i}{M}, \quad M = \sum_{i=1}^{n_{\text{gen}}} M_i
\]

where \( \omega_i \) is the speed and \( M_i \) the inertia of machine \( i \). Assuming that the grid stays connected, the motion of the COI frequency is determined by the power balance

\[
sM \omega_{\text{COI}} = P_{\text{COI}} = \sum_{i=1}^{n} P_{\text{in},i} - P_{\text{out},i}
\]

of the \( n \) inputs and outputs distributed all over the system.

For the analysis, we assume that physical frequency-dependent or frequency-controlled power sources can be linearized, e.g., neglecting effects of saturation. The power balance \( P_{\text{COI}} \) is divided into frequency-dependent power sources \( F_i(s)\omega_{\text{COI}} \) and external power sources \( u_i \), so that

\[
P_{\text{COI}} = \sum_{i=1}^{n} F_i(s)\omega_{\text{COI}} + u_i = F(s)\omega_{\text{COI}} + u.
\]

We can then express the COI frequency disturbance response

\[
\omega_{\text{COI}} = \frac{1}{sM + F(s)}u. \tag{1}
\]

Let \( F_i(s) \) be broken up into \( F_i(s) = D_i(s) + H_i(s)\cdot K_i(s) \), where \( D_i(s) \) is some fixed frequency-dependent load or power source (typically assumed to be a constant), \( H_i(s) \) represent the dynamics of some controllable power source, and \( K_i(s) \) is a linear FCR controller taking a measurement of the local frequency as input. The goal is then to design \( K_i(s), i \in \{1, \ldots, n\} \), so that (1) fulfills the FCR requirements of the SO. In this paper we will study this problem using a case study of a 5-machine representation of the Nordic synchronous grid.

A. The Nordic 5-Machine Test System

Consider the Nordic 5-machine (N5) test system shown in Fig. 1a. The system is phenomenological but has dynamical properties similar to the Nordic synchronous grid. The model is adapted from the empirically validated 3-machine model presented in [23]. Loads, synchronous machines and WTs are lumped up into a single large unit at each bus. The model is developed in Simulink Simscape Electrical [24]. Hydro and thermal units are modeled as 16th order salient-pole and round rotor machines, respectively. Assuming that inverters are operated within allowed limits and are fast enough so that their dynamics have only a marginal effect on (1), we model all inverter sources as grid-following controllable power loads.\(^1\)

The amount of synchronous generation connected to the grid varies with the load demand and dispatch. Therefore the amount of system kinetic energy varies greatly over the year [21]. Here, we will consider a high-inertia scenario, adapted from [23], with \( W_{\text{kin}} = 240 \text{ GWs} \) and a low-inertia scenario with \( W_{\text{kin}} = 110 \text{ GWs} \) distributed according to Table I. Loads are modeled as constant power loads with a combined proportional frequency dependency \( D(s) = D = 400 \text{ MW/Hz} \).

To specify a desired “ideal” FCR response, we use the FCR for disturbance (FCR-D) specifications in the Nordic synchronous grid. The FCR-D is used to contain the frequency outside normal operation. Following a rapid frequency fall from 49.9 to 49.5 Hz, the reserves should be 50 % activated within 5 s and fully activated in 30 s. Following larger disturbances the maximum instantaneous frequency deviation (the nadir) should be limited to 1 Hz [25]. Hence, we let the FCR-D design target take the form

\[
F_{\text{FCR}}(s) = R_{\text{FCR}} \frac{6.5s + 1}{(2s + 1)(17s + 1)}. \tag{2}
\]

Consider the dimensioning fault to be the instant disconnection of the NordLink HVDC cable [26] importing 1400 MW from Germany into Norway as shown in Fig. 1a. Choosing \( R_{\text{FCR}} = 3100 \text{ MW/Hz} \), the post-fault system stabilizes at 49.5 Hz, as seen in Fig. 1b. The second-order filter in (2) is tuned so that the FCR-D requirements are fulfilled for both scenarios, while

\(^1\)The full model, and test cases presented in this work, are available at the GitHub repository https://github.com/joakimbjork/Nordic5.
also avoiding an overshoot and a second frequency dip when the frequency is restored.

In Figs. 1b and 1c, we consider ideal actuation $H_I(s) = 1$. Thus, (2) is realized with ideal controllable power sources distributed at buses 1, 2, and 3 so that the total controlled input $P_{FCR} = F_{FCR}(s)(\omega_{ref} - \hat{\omega})$, where $\omega_{ref}$ is the frequency reference and $\hat{\omega} \approx \omega_{COI}$ is the locally measured frequency. As shown in Fig. 1b, this approximation has no big impact on the result, assuming that the post fault system remains stable. With reduced inertia, the speed of the system increases. This also increases the cross-over frequency of the FCR open-loop

$$L(s) = F_{FCR}(s) \frac{1}{sM + D},$$

obtained by breaking the loop at the input/output of $F_{FCR}(s)$, as shown in Fig. 2. Since real actuators will have bandwidth limitations, the low-inertia scenario therefore poses a greater control challenge.

When deviating from the above ideal actuation scenario, as we will see, the NMP characteristics of hydro units will make it impossible to match the design target (2). The target can be modified, by increasing the cross-over frequency, so that the FCR-D requirements are fulfilled even if FCR are delivered by hydro governors. However, due to bandwidth limitations imposed by the NMP zeroes, see next section for details, this is not a good solution since this reduces the closed-loop stability margins [20]. Because of this, the Nordic SOs have developed a new market for FFR [21]. FFR can be provided by, e.g., battery sources or wind farms bidding on such a market.

In this work, we consider the control problem of coordinating multiple heterogeneous plants with different time constants and limitations. We will consider hydro units, batteries, and WTs.

**B. Hydro Governor Model**

The hydro governor model implemented in this work is an adaptation of the hydro governor model available in the Simulink Simscape Electrical library [24]; modified to allow a general linear FCR controller, $K(s)$, instead of the predefined PID/droop control structure as shown in Fig. 3. The nonlinear second-order model is useful for large-signal time-domain simulations. For the linear design, the turbine is modeled as a second-order model is useful for large-signal time-domain simulations. For the linear design, the turbine is modeled as a

$$H_{hydro}(s) = \frac{z - s}{s + 2z sT_y + 1},$$

where $T_y$ is the servo time constant, $g_0$ the initial gate opening, and $T_w$ the water time constant [22].

Following a gate opening, the pressure over the turbine falls before the water accelerates, due to the inertia in the water column. Because of this, the initial power surge will be in the opposite direction of the gate opening change. This behaviour results in a bandwidth limitation which in the linearized model (3) is characterized by the RHP zero [22].

**C. Battery Storage Model**

In the time frame of interest for frequency control, the dynamics of battery storage units are dominated by the dynamics of the inverter and its controls [9], [10]. Assuming that the inverter dynamics have no significant impact on (1), see Remark 1 later on, we therefore model batteries as ideal controllable power sources, with

$$H_{battery}(s) = 1.$$
the sustainable steady-power, as shown by the power/speed characteristics in Fig. 10b later on. To ensure stability, a variable speed feedback controller, $F_{\text{stab}}$, is implemented [16]. The controller uses measurements $\hat{v}$ and $\hat{\Omega}$ of the wind and rotor speed, to modify the power reference $P_{\text{ref}}$ to $P_{\text{stab}}$. As shown in [16], the dynamics most relevant for FFR are

$$P_c \approx \frac{s - z}{s + k_{\text{stab}} - z} P_{\text{ref}},$$

where the RHP zero $z$ is a function of the drivetrain and aerodynamics, and $k_{\text{stab}}$ is the effective stabilizing feedback gain from $F_{\text{stab}}$ at the current wind speed. As the turbine deaccelerates, $z$ increases. Keeping the turbine above the minimum allowed speed, then $z \leq \bar{z}$. Let $k_{\text{stab}} = 2\bar{z}$, then

$$H_{\text{wind}}(s) = \frac{s - \bar{z}}{s + \bar{z}}$$

is a linear representation useful for analysis and control design. For the modified NREL turbine, $\bar{z} = 5.8\omega_0 \cdot 10^{-3}$ [16].

III. DVPP Control Design

Using FFR from wind to assist FCR from slower conventional generation has been proposed in the literature [17]–[19]. In this work, we take this one step further. We develop a linear control design method that coordinates the dynamic response of a heterogeneous ensemble of plants, so that the combined Bode plot of all participating plants matches a target function over all frequency ranges. Using the target function (2) result is a DVPP that meet the SO’s FCR-D requirements. The method is general and allows us to take into account energy capacity, power, and bandwidth limitations. From a control design perspective, limitations imposed by NMP zeros will be the hardest to address, since they also affect stability margins. Therefore, this work focuses on combining hydro and wind.

This section presents a coordinated FCR/FFR control design method. It can be applied globally, or locally in a DVPP. Our design is based on the COI model and assumes asymptotic synchronization on the average mode. In the end, stability is verified by applying the control and simulating the power system model.

A. Coordinated FCR/FFR Using Model Matching

Let $D(s) = D$ represent the uncontrolled, proportional, frequency dependent loads in the system and let $H(s) = [H_1(s), \ldots, H_n(s)]^T$, and $K(s) = [K_1(s), \ldots, K_n(s)]^T$.

Breaking the loop at the input of $K(s)$ in Fig. 5 the global open-loop gain of the FCR control scheme becomes

$$L(s) = \sum_{i=1}^n L_i(s), \quad L_i(s) = G(s) \cdot H_i(s) \cdot K_i(s)$$

(4)

where $G(s) = 1/(sM + D)$.

We pose the DVPP design as a decentralized model matching problem. Let $L_{\text{des}}(s) = G(s) \cdot F_{\text{FCR}}(s)$ be the desired, stable and MP, loop-gain that fulfill the FCR-D specifications. The loop-gain of each plant is then given by

$$L_i(s) = c_i(s) \cdot L_{\text{des}}(s) = c_i(s) \cdot G(s) \cdot F_{\text{FCR}}(s)$$

(5)

where $c_i(s)$, are DPFs to be designed. DPFs are frequency-dependent version of static participation factors [22], which allow us to take the dynamic characteristics of each device into account. The controller for subsystem $i$ is then given by

$$K_i(s) = c_i(s) \cdot F_{\text{FCR}}(s)/H_i(s).$$

We say that perfect model matching is achieved if

$$\sum_{i=1}^n c_i(s) = 1, \quad \forall s \in \mathbb{C}$$

(6)

in which case $L_1(s) + \cdots + L_n(s) = c_1(s) \cdot L_{\text{des}}(s) + \cdots + c_n(s) \cdot L_{\text{des}}(s) = L_{\text{des}}(s)$. However, taking into account dynamical constraint of the actuators $H_i(s)$, such as NMP zeros, we may have to relax (6) to ensure that $K_i(s)$ is proper and that the resulting closed-loop system is internally stable. We relax (6) by allowing a mismatch in the equality. Typically, we want a good match at steady state up to some frequency $\omega_B$, e.g., we want

$$\sum_{i=1}^n c_i(j\omega) = 1 \text{ for } \omega \in [0, \omega_B].$$

Remark 1: A rule of thumb is that, for the resulting closed-loop system to be close to nominal, we want a good match up until at least ten times the cross-over frequency [28]. For model matching in the low-inertia N5 test case in Fig. 1c this indicates that $\omega_B \approx 2.6\text{rad/s}$. This also justifies neglecting stable dynamics of batteries and PEs in the FCR/FFR control design since these typically are $\gg 2.6\text{rad/s}$ [9], [10].

B. Internal Stability

In addition to shaping the COI frequency disturbance response, we have to ensure internal stability with respect to the interfaces between the plant $G(s)$, the FCR controllers $K_i(s)$, and the controllable power sources $H_i(s)$ in Fig. 5.

Theorem 1 ([29]): The system is internally stable if and only if the sensitivity

$$S(s) = \frac{1}{1 + L(s)}$$

(7)

is stable and no unstable pole-zero cancellation occur between plants and controllers $G(s), H_i(s), \text{and } K_i(s), i \in \{1, \ldots, n\}$.

Corollary 1: In case of RHP poles $p_j \in \mathbb{C}_+$ in $H_i(s)$ or $G(s)$ we need that

$$L_i^{-1}(p_j) = 0.$$

Since we are not allowed to cancel RHP poles, any RHP poles must therefore remain in the global open-loop $L(s)$. However, if $p_j$ belongs to $H_i(s)$, we may pre-stabilize $H_i(s)$ by first designing a local feedback controller [30].

Corollary 2: In the case of NMP zeros $z_j \in \mathbb{C}_+$ in $H_i(s)$ or $G(s)$ we need that

$$L_i(z_j) = 0.$$

Zeros cannot be moved by series compensation or feedback. So unlike unstable poles these must remain in the system.
However, since zeros are moved by parallel connections, as in Figs. 5 and 6, it is not necessary for the NMP zeros of $H_i(s)$ to remain in the global loop-gain $L(s)$.

For the remainder, we assume that $G(s)$ is stable and MP, and that any unstable poles in $H_i(s)$ have been pre-stabilized. The problem that remains is then how to deal with NMP zeros. Ideally, we want the global open-loop to be MP so that perfect matching (6) can be achieved.

C. Choosing Dynamic Participation Factors (DPFs)

There are many ways of choosing the DPFs $c_i(s)$, $i \in \{1, \ldots, n\}$. Ideally, the factors are distributed between VPP units to play on their dynamic strengths, compensate for their weaknesses, and align with economic considerations. To illustrate how this can be achieved, we here propose a method where the frequency control is divided up into slower FCR and faster FFR.

Let $c_i(s)$, $i \in \{1, \ldots, m\}$ and $c_i(s)$, $i \in \{m+1, \ldots, n\}$ be the DPFs for FCR and FFR, respectively. Let each producer specify a variable $k_i$ indicating their willingness or marginal cost for supplying FCR/FFR. Normalize the constants so that $\sum_{i=1}^{m} k_i = 1$ and $\sum_{i=m+1}^{n} k_i = 1$.

Starting with FCR, let

$$c_i(s) = k_i B_i(s)/B_i(0), \quad i \in \{1, \ldots, m\}$$

where, as necessary according to Corollary 2,

$$B_i(s) = \prod_{j=1}^{n} \frac{z_j - s}{s + p_j}$$

contains all the $n_2$ NMP zeroes of the plant $H_i(s)$. The poles $p_j$ are design parameters, e.g., to adjust the cross-over frequency of $L_i(s)$. A good starting point however, is to let $p_j = z_j$ so that the DPFs are all-pass.

Next, we design the FFR participation factors. Let

$$c_i(s) = \frac{k_i B_i(s)}{B_i(\infty)} \left(1 - \sum_{i=1}^{n} c_i(s)\right), \quad i \in \{m+1, \ldots, n\}$$

where $B_i(s)$ are first-order filters (8). Note that $B_i(0)$ and $B_i(\infty)$ will be real numbers with different signs.

At this point, we have FCR and FFR controllers that achieve perfect matching $\sum_{i=1}^{n} c_i(s) = 1$ for $s = 0$ and $s \to \infty$. Since no NMP zeros are cancelled, internal stability is achieved if the sensitivity (7) is stable. However, if any of the FFR plants $H_i(s)$ are NMP, we do not have perfect model matching, due to the required modifier $B_i(s)/B_i(\infty)$. If the total sum is MP however, this can be amended by adding a final normalization step $c_i'(s) = c_i(s) / \sum_{i=1}^{n} c_i(s)$.

IV. ILLUSTRATIVE EXAMPLES ON DVPP CONTROL DESIGN

In this section we will show how a set of heterogeneous plants can be controlled so that they together form a DVPP with favourable MP characteristics. We do this, using DPFs as described in Section III. For simplicity, we consider open-loop control of a subsystem connected to the grid. Therefore, it is not yet possible to state any requirement on the loop gains (4) and (5). Instead, the design is specified in terms of the ideal FCR response (2). The insight gained from this will later be used for the Nordic case study.

A. FCR Provided by Two Hydro Units

Consider a subsystem with two 50 MVA hydro units exporting power to the grid as shown in Fig. 6. Assume water time constants $T_{w,1} = 1.25$ s and $T_{w,2} = 2.5$ s, respectively, and an initial gate opening $g_0 = 0.8$ and servo time constant $T_y = 0.2$ s for both turbines, then

$$H_1(s) = \frac{2 - s + 1}{s + 2 + s0.2 + 1}, \quad H_2(s) = \frac{2 - s + 0.5}{s + 1 + s0.2 + 1}.$$

Goal: Design FCR controllers $K_1(s)$ and $K_2(s)$ for the two-hydro subsystem so that: both units increase their steady-state power output by 10 MW following 1 Hz frequency reference step, and so that $H_1(s) \cdot K_1(s) + H_2(s) \cdot K_2(s)$ comes close to the ideal FCR response (2) with $R_{FCR} = 20$ MW/Hz.

Solution: From Proposition 1 in the Appendix, we know that the two-hydro subsystem will have a RHP zero $z \in [0.5, 1]$. Thus, perfect matching is not realizable. The design criteria requires that $c_1(0) = c_2(0) = 0.5$, and for internal stability, RHP zeros need to be included. Let $K_i(s) = c_i(s) \cdot F_{FCR}(s)/H_i(s)$, $i \in \{1, 2\}$ with

$$c_1(s) = 0.5 \frac{-s + 1}{s + 1} \quad \text{and} \quad c_2(s) = 0.5 \frac{-s + 0.5}{s + 0.5}.$$  \hspace{1cm} (9)

Result: The resulting sum equals

$$c_1(s) + c_2(s) = \frac{-s + 1/\sqrt{2}(s + 1/\sqrt{2})}{(s + 1)(s + 0.5)}.$$

As shown in Fig. 7a the model matching is fulfilled at steady-state with $c_1(0) + c_2(0) = 1$. However, the consequence of the RHP zero is that the DPF $c_1(s) + c_2(s)$ have a −180° phase shift at higher frequencies. The 1 Hz step response in Fig. 7b shows the characteristic NMP initial drop. This is an unavoidable physical property of the hydro governors that make it impossible to fulfill the design target (2).

Although perfect matching is impossible, the performance can be improved by modifying the participation factors, e.g.,
by selecting faster poles in (9), or by selecting a design target (2) with a higher cross-over frequency. However, in low-inertia power systems, this may result in dangerously low closed-loop stability margins or even instability [20]. A more robust solution is to complement hydropower with FFR.

B. Battery Storage FFR Support

As shown in IV-A, it is impossible to achieve a MP FCR response using only hydro units. To improve the transient response, one solution is to assist the hydro units with FFR from a battery storage, forming a DVPP as shown in Fig. 6.

Goal: Consider the battery storage as an ideal controllable power source, with \( H_3(s) = 1 \). Design \( K_3(s) \) so that the DVPP, with \( F(s) = c(s) \cdot F_{FCR}(s)/H(s) \), fulfills

\[
\sum_{i=1}^{3} K_i(s) \cdot H_i(s) = F_{FCR}(s)
\]

that is, design the DPFs as in (6).

Solution: From Proposition 2 in the Appendix, we know that since \( \text{Re} \left[ c_1(j\omega) + c_2(j\omega) \right] \leq 0, \forall \omega \), the complementary DPF

\[
c_3(s) = 1 - (c_1(s) + c_2(s)) = 2s \frac{(s + 0.75)}{(s + 1)(s + 0.5)}
\]

is guaranteed to be stable and MP. With the battery dynamics, \( H_3(s) \), being stable and MP, perfect matching is achieved with \( K_3(s) = c_3(s) \cdot F_{FCR}(s)/H_3(s) \).

Result: As seen in Fig. 8a, the battery compensates for the phase lag of the hydro units so that \( \sum_{i=1}^{3} c_i(s) = 1 \). As a result, the DVPP output in Fig. 9a matches the ideal response \( P_{\text{den}} = F_{FCR}(s)(\omega_{\text{ref}} - \hat{\omega}) \). With a more detailed battery plus converter model, perfect matching can only be expected up to a certain frequency.

Having a stable MP controllable power source is ideal for providing FFR in a DVPP. With a battery storage, bounds on achievable performance are determined by the power rating and the storage capacity. As shown in Fig. 9b, for assisting the 100 MVA hydro park, we need at least 5.5 MW and 17 kWh.

C. Wind Power FFR Support

An alternative to providing FFR with battery storage, is to assist with FFR from wind power. Compared to the battery solution however, for the WT, its dynamics cannot be neglected.

![Figure 8. Bode diagram of participation factors, where \( c(s) = \sum_{i=1}^{3} c_i(s) \).](image)

![Figure 9. Power output of the battery-hydro DVPP.](image)

![Figure 10. Wind-hydro DVPP with a 30 MW wind farm.](image)
response and the ideal response comes from the fact that the linear model (11) underestimates the power output of the nonlinear WT dynamics [16] as seen in Fig. 11b.

V. COORDINATED FCR/FFR IN THE N5 TEST SYSTEM

In this section, we study FCR/FFR control design in the N5 test system introduced in Section II-A. First we show that, providing FCR solely from hydro power, the MP design target (2) cannot be achieved. Then we show that the desired MP design can be achieved by combining hydro and wind.

A. Hydropower FCR in the N5 Test System

Consider the N5 110 GWs test case studied in Section II-A, but now assume that the FCR is provided by hydro units. Based on the test case in [23], let parameters and FCR resources be distributed according to Table II. The FCR controllers for the three hydro units are designed following the same procedure as in Section IV-A. By design, the target (2) just barely fulfills the FCR-D requirements with ideal actuation and control $P_{\text{des}} = F_{\text{FCR}}(\omega)(\omega_{\text{ref}} - \hat{\omega})$. Since the hydro-FCR is NMP, the FCR-D requirements are no longer fulfilled since the combined output at buses 1, 2, and 3, $P_{\text{hydro}} \neq P_{\text{des}}$, as seen in Fig. 12a. The reason for this is the negative phase shift, in the aggregated hydro open loop $L_{\text{hydro}}$ resulting from the NMP zero, shown in Fig. 12b.

B. Coordinated Wind and Hydropower in the N5 Test System

Consider again the N5 110 GWs test case, but now let the hydro resources be complemented with FFR from wind power at buses 2 and 4, as shown in Fig. 1a. Assume that the WT's participating in FFR have a total nominal power rating of 2000 MW distributed according to Table III. Using the same design procedure described in Section IV-C we leverage the FFR capability of the WTs to achieve perfect matching. With a total output $P_{\text{wind}}$, the combined wind-hydro FCR/FFR response closely matches the ideal response $P_{\text{des}}$, as seen in Fig. 13a. As shown in Fig. 13b, with the aggregate wind open-loop $L_{\text{wind}}$, the FCR-D requirements are now fulfilled with no significant change to the cross-over frequency of $L_{\text{hydro}}$.

The proposed DVPP design method is aligned with the FFR market solution developed to cope with future low-inertia scenarios in the Nordic grid [21]. To address limitations caused by the NMP characteristics of hydro and wind, the proposed DVPP solution targets the whole angular frequency range, so that the interactions between slow and fast dynamics can be addressed when distributing frequency reserves.

VI. CONCLUSIONS

A method for distributing ancillary FCR services between a heterogeneous ensemble of controllable plants, by forming a DVPP, has been derived. The method matches the aggregated loop-gain of all participating devices to the Bode diagram of a target function, specified by the SOs requirements. Treating the design as a decentralized model matching problem, the final controller can be implemented with local frequency measurements. The proposed DVPP design was implemented in a model of the Nordic synchronous grid. By compensating for the NMP dynamics of hydro, the FCR-D requirements where fulfilled with quite moderate wind resources, without the need for curtailment or battery installations.
There is no automatic control of the tie-line power flows, or area control error (ACE) [22], in the Nordic grid [23]. This justifies using the COI disturbance response (1) for the control design. Instead, ACE is treated indirectly when allocating FCR reserves. Future work will extend the design to incorporate ACE directly. Extending the analysis to include network dynamics also allows for a meaningful representation of voltage dynamics. This allows for including load modeling and voltage control in the control design. We will also extend the DVPP design, taking device-level constraints into account, uncertainty, and real-time adaption of DPFs.

APPENDIX

**Proposition 1:** Consider two stable plants \( c_i(s), i \in \{1, 2\} \) with one real NMP zero each at \( z_i > 0 \). Assume positive signed dc gain, i.e., let \( c_i(0) > 0 \). Then \( c(s) = c_1(s) + c_2(s) \) must have at least one real NMP zero \( z \in [z_1, z_2] \).

**Proof:** Let \( c_i(s) = a_i(s)z_i - s/b_i(s) \), where \( b_i(s) \) and \( a_i(s) \) are polynomials with no RHP roots. Without loss of generality, assume that plants have been normalized so that \( b_1(s) = b_2(s) = b(s) \). Then \( c(s) = c_1(s) + c_2(s) \) is

\[
\begin{align*}
c(s) &= \left( z_1a_1(s) + z_2a_2(s) - s(a_1(s) + a_2(s)) \right)/b(s),
\end{align*}
\]

and has zeros on the positive real axis where

\[
\frac{z_1a_1(\sigma) + z_2a_2(\sigma)}{a_1(\sigma) + a_2(\sigma)} - \sigma = 0, \quad \sigma \geq 0. \tag{12}
\]

With \( c_i(0) > 0 \), and with no zeros in the RHP, \( a_i(\sigma) > 0 \), \( \forall \sigma \geq 0 \). The first term in (12) is therefore a convex combination

\[
\frac{z_1a_1(\sigma) + z_2a_2(\sigma)}{a_1(\sigma) + a_2(\sigma)} \in [z_1, z_2], \quad \forall \sigma \geq 0.
\]

Since \( 0 < \min(z_1, z_2) \leq \max(z_1, z_2) < \infty \), (12) must have at least one real NMP zero where \( \sigma = z \in [z_1, z_2] \).

**Proposition 2:** Consider a stable and proper plant \( c_1(s) \). If \( \text{Re} [c_1(j\omega)] \leq 1, \forall \omega \), then perfect matching is achieved with the stable and MP plant \( c_2(s) = 1 - c_1(s) \).

**Proof:** If \( c_1(s) \) is stable and proper, then so is \( c_2(s) = 1 - c_1(s) \). If \( \text{Re} [c_1(j\omega)] \leq 1, \forall \omega \), then \( \text{Re} [c_2(j\omega)] \geq 0, \forall \omega \). Since \( c_2(s) \) is stable and positive real, it is also MP [31].

**Proposition 3:** Consider a stable first-order plant

\[
c_1(s) = \frac{(1 + \varepsilon)z_1 - s}{s + z_1},
\]

with RHP zero \( z_1 > 0 \) and \( \varepsilon > 0 \) so that \( c_1(0) > 1 \). Then under perfect matching, the assisting first-order plant \( c_2(s) = 1 - c_1(s) \) is stable, has a RHP zero in \( z_2 = z_1\varepsilon/(2 + \varepsilon) \), and has a negative steady-gain \( c_2(0) = -\varepsilon < 0 \).

**Proof:** The assisting plant \( c_2(s) \) is

\[
1 - c_1(s) = \frac{s(2 + \varepsilon) - z_1\varepsilon}{s + z_1} = \frac{2 + \varepsilon}{s + z_1} \left( s - \frac{z_1\varepsilon}{2 + \varepsilon} \right).
\]
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