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Abstract

The paper describes a process for road networlerathility analysis, from (i) the
conceptual definition of vulnerability measuresptigh (ii) the derivation of practical
indicators and models adapted to available datataidimplementation in
computational procedures, to (iii) the applicatadrthe methodology in case studies. In
the first step, the vulnerability concept is defired quantified formally, and distinct
user and technological perspectives are highlightedhe second step, the conceptual
measures are adapted and calculated according tmitiditions, requirements and goals
of a particular analysis. The paper describes jpadhdicators and algorithms
developed for large-scale vulnerability analyses.the third step, the paper analyzes
both single link closures and area-covering disomstand the distribution of impacts
among different regions in a case study on the 8kedad transport system. The spatial
patterns are put in connection with the regionalations in location and travel patterns
and network density. Finally, the implications fmicy and possible approaches to
vulnerability management are discussed.
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1. Introduction

Modern society relies upon the collection of systend institutions known as the infrastructure to
support the welfare and living standard of peopldownside of this dependency is that sudden
failures and disruptions in the systems may caegere strains on the society. Road network
disruptions can threaten the possibility for pedplesceive medical care and other critical sesiice
More generally, they impair people’s accessibiigydaily activities such as commuting to work,
doing the shopping, etc. Furthermore, there magige costs associated with remedies and
restoration of the transport system to a fully aegienal state. It is thus of interest to study the
magnitude and distribution of impacts due to dions in different parts of the network, so that
resources for prevention, mitigation and restoretian be suitably allocated.

Disruptions can be caused by a wide range of evsaitse of which originate within the transport
system, including traffic accidents and techniedlifes. Other events are external strains imposed
the system, often caused by nature, as with fldadslslides, heavy snowfall, storms, wildfires,
earthquakes etc. While accidents and technicalr&glmay have limited extents, disruptions caused
by nature may cover large areas in the road network

Road network vulnerability analysis can be defiasdhe study of potential degradations of the road
transport system and their impacts on society, timgléhe road infrastructure as a network with §ink



(road segments) and nodes (intersections). Resedechst in the topic grew in the early 2000s as
part of a broader focus on critical infrastructpretection. Several recent natural disasters and
terrorist attacks raised awareness that societyligerable to disruptions in these infrastructure
systems. It was recognized by some researcheradhatuantitative methods for assessing the
consequences of severe, albeit seemingly unlikiidyuptions of the road transport system were
needed (Berdica, 2002; D’Este and Taylor, 2003).

The subsequent vulnerability research has embiacett exploration of perspectives, metrics and
methods. A number of papers have proposed framewmrknetrics for evaluating road network
vulnerability (Chen et al., 2007; Jenelius et2006; Qiang and Nagurney, 2008; Sullivan et all,(20
Taylor and Susilawati, 2012). Other studies foaushe modeling and computational aspects of the
analysis (Erath et al., 2009; Knoop et al., 2008thep et al., 2011). A third line of research ey
mathematical modeling and optimization techniquesléntify worst-case scenarios, or best responses
to such scenarios (Bell et al., 2008; Matisziw &hdray, 2009). Finally, many papers put most
emphasis on the vulnerability evaluation itself iB@and Gutiérrez, 2011; Dalziell and Nicholson,
2001; Tatano and Tsuchiya, 2008).

As the literature becomes more diverse and speedlthere is a growing need also for synthesis of
various proposed methodologies into integratedyaisaframeworks. The aim of this paper is thus to
describe a process for large-scale road networkevability analysis: from (i) the conceptual

definition of vulnerability measures, through (e derivation of practical indicators and models
adapted to available data and their implementatiamomputational procedures, to (iii) the applioati

of the methodology in case studies. The intentsaihat such a comprehensive description will help
researchers to identify parts of the process waédiions and improvements can be made, and to see
how contributions in one area can be connectedtd im other parts of the process.

The task in the first step of the process is tonfily define and quantify the concept of vulneriégil

and to highlight different perspectives from whiahnerability can be viewed. This paper proposes
that road network vulnerability is the societakrid road infrastructure disruptions. The impadts o
disruption scenarios for individuals are evaluateeconomic terms. Two perspectives of

vulnerability are distinguished: the first perspezfocuses on the users and considers how differen
user groups are affected under various disruptienarios. The second perspective focuses on the
road network and considers how disruptions of cgifié network elements affect the users and society
overall.

In the second step, the conceptual measures goeeddand calculated according to the data,
computational requirements and desired outputpafracular analysis. This paper describes the
derivation of one such set of practical indicateseloped for large-scale vulnerability analysesgis
data from a travel demand forecasting model. A BdSed approach and algorithms for computing the
vulnerability indices for very large networks aregented.

In the third step the implemented measures areesipl generate useful information about the
specific study area, or to draw more general caimhs regarding the factors contributing to
vulnerability. This paper expands upon a seriestudies of the Swedish road transport system
(Jenelius 2009, 2010; Jenelius and Mattsson, 2@ single link closures and area-covering
disruptions are considered and the distributioimgfacts among users in different regions is
investigated. The spatial patterns that are fouadaplained in terms of the properties of the
vulnerability metrics and models, and are put innEztion with the regional variations in locatiomda
travel patterns and network density.

2. Conceptualization: Perspectives and formal vulnmability measures

Transport system vulnerability is here seen asesgsirisk of transport system disruptions and
degradations. Road network vulnerability analyisigarticular, focuses on the road transport system



and models the physical inftrastructure as a nétwblinks (road segments) and nodes
(intersections). The notion of risk is adopted frdaplan and Garrick (1981), who propose that the
results of a risk analysis can be representedissdd “triplets”, each consisting of a descriptiof a
particular scenario, the probability of that scémaccurring, and the impact of the scenario. Tisle r
is then the set of all triplets.This definitionwaflnerability is more general than the simplifieation
that risk is theproduct of probability and consequence. Thus, a vulnetgl@halysis may well put
particular focus on rare, extreme events. Furthegptbe focus is on the users of the road network,
that is, people, businesses and services, ratherthie network itself.

Consider an individual, denoteg and a road network disruption scenario, denatdcdom a scenario
space). Each dimension di represents a relevant aspect of the disruptiarh as the element
involved (the set of road network links and nod#s,duration, the time of occurrence, the levéls o
capacity reductions, etc. With each scenaris further associated a “null” scenasig(c) € Q that
represents the baseline, normal level of operatiomsg the time of the disruption had it not
occurred, and against which the impact of the gison is assessed.

Vulnerability analysis involves comparing and aggting the various aspects of the disruption
impacts for different users under different scevgrThe impacts must therefore be expressed ia unit
such that interpersonal comparisons and aggregati@anmeaningful. For cost-benefit analyses of
vulnerability-reducing investments, it is desiratdesxpress the disruption impacts in economic $erm
This allows prevention, repair and restoration €tste added and compared to the disruption
impacts, such as delayed goods deliveries and eddarcessibility to societal services.

With these aims it is reasonable to adopi@ o-economic approach and view users (i.e., individuals,
businesses etc.) as economic agents interactihgeatth other and the infrastructure. The individual
is thus seen as a consumer of goods, activitiedgces and travel. Network disruptions often lead t
increased travel times for travellers. An increiasteavel time means that an individual may lose
income, may have to sacrifice time from other atiéig, and may get reduced accessibility to sokieta
services. The micro-economic framework postuldtasindividuals make decisions in order to
maximize their obtained utility, while businessedions seek to maximize their profits, under the
prevailing circumstances. Tlvempensating variation, or CV for short, represents the smallest amount
that the individual should be willing to acceptcasnpensation for the disruption (or in the casarof
improvement, the largest amount that the user ghtmeiwilling to pay for it) (Mas-Colell et al., 199
The compensating variation is used here as a fameabkure of the impact of a disruption for
individuals. For individuah and disruption scenarwthis quantity is denotediC,, (a). The

framework is illustrated in Figure 1.
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Figure 1: lllustration of the framework for vulnera bility analysis.




2.1 Vulnerability and exposure

Vulnerability may be viewed from two different ppestives. The first perspective is to focus on the
societal side of the system. For a particular individuag omay ask: Under various conceivable
disruption scenarios, how would the individual ffected, and what is the probability of each
scenario occurring? One may also ask: What wouldhéémnpacts of the worst-case plausible
scenario, and what are the long-run expected irmpd&ystem disruptions?

Following Jenelius et al. (2006), the impact fairggle user under a certain disruption scenario is
referred to as thexposure of the user to that scenario (Taylor and Susila{@2&t12) use the term
“vulnerability” for essentially the same concepteaposure). Combining the exposure with the
probability of the scenario gives tkiglnerability of the user to that scenario. Exposure can thus be
seen as conditional vulnerability from a societigpective. The idea behind the exposure concept is
to study and compare the situation for differedividuals depending on the socioeconomic,
demographic and geographic variables of interest) as gender, age, income or residential location.
This makes it possible to study the distributiongbacts among users, and identify groups of
individuals that would be particularly severelyesfted by a certain scenario.

Within this formal framework the exposure of usdo scenari@ is simply
E(n|o) = ACy(0). 1)

Rather than focusing on single individuals, one maye often be interested in the exposure of
aggregateroups of individuals. The (meanjser exposure of a groupg = {n,, ...,nNg}, whereN, is
the number of individuals in the group, to scenarie then

UE(g | o) = Nigzney ACH(0). )

It is often of interest to consider some aggregaasures of user exposure across a wide range of
scenarios. One approach is to consider the wasst along one or several dimensions of the
scenarios. Thevorst-case exposure thus captures the most severe impact for thetbaea disruption

of particular kind can have, regardless of the ability that this scenario will occur. Such an ysé
can be useful for emergency preparedness and vekearso probabilities are highly uncertain, which
is often the case.

To formalize the worst-case exposure of grgughe dimensions of the scenario spQcare
partitioned into two subspaces, dendigdandQ,, such that a scenarie Q can be written as
o = (01,0,), Whereg; € Q, andg, € Q,. Without loss of generality, consider the worssgible
impacts along the dimensions(, while the dimensions i€, are kept fixed at a certain pownt.
Assuming that a maximum exists, the worst-case elggosure of with respect t@2, is then

UEY®(g | 01,Q;) = maxUE(g | 01,03), (3)
0,€Q,

As an example, if the worst-case impact of a sifigleclosure in a road network is considered,
may represent the different links in the road nekwehile Q; may represent different possible closure
durations, times of occurrence etc., of whighs a particular case.

If each conceived disruption scenario is associaiéda probability, another possible aggregation
approach is to multiply probability and impact anmhsider the statistically expected vulnerability
along one or several dimensions of the scenariegerinining these probabilities, however, is an
inherently difficult problem. A somewhat more maeable task, perhaps, is to assessdiative
probabilities of different scenarios, so that piuliges can be normalized across all considered
scenarios to add up to 1. This expected conditienlalerability is referred to asxpected exposure



and makes it possible to study how vulnerability teind to be distributed among individuals in the
long run.

Formally, every considered disruption scenarig associated with a probability normalized to 1
across all scenarios. Some dimensions of the soesEace may be infinite (such as all possible
closure durations), whereas others may be finiteh(ss all links in the network), which means that
probabilities should be represented by a multivartiscrete-continuous distribution function

Fqo(x) = P(0 < x) whereo < x is to be interpreted element-wise. Given a padicwaluex, for the
dimensiong; one can derive the conditional distribution fuantkq, (x, | x;) = P(0, < x; | 07 =

x1). The expected user exposure givgns then

UE®P(g|01,Q) = fgz UE(g | 01, 02)dFq, (02 | 07). (4)

2.2 Importance and criticality

The second perspective on vulnerability focusethetechnological side of the system. For a given
component or group of components, here collectigalied arelement, one may ask: What is the
probability that the element is disrupted (in a@a@erway, under certain conditions), and what would
be the welfare impacts for society? Following Nisloo and Du (1994), the impact of a disruption of
a given element is called timportance of the element. Many other terms have been usdifarent
fields for the same concept, including “criticalifyraylor and Susiwalati, 2012) and “vulnerability”
(Knoop et al., 2008).

The main purpose behind the importance measucecismpare and rank different elements. This
allows, for example, the identification of partstloé transport system where disruptions would be
particularly severe. Disruptions of such elemeafs@sent worst-case scenarios and the elements can
also be considered potential targets for antagoratticks on the system. Identifying important
elements means that targeted measures can bettaleziuce the risk (i.e., the probability and/or
consequences) of disruptions in those locationdowimg Nicholson and Du (1994), the combination
of importance and disruption probability is caltbdcriticality of the element. Importance can thus be
expressed as conditional criticality.

The concept of element importance entails thatieixlr implicit assumptions are made about other
scenario dimensions (time of occurrence, duratiegree of performance reduction, etc.), in a way
that makes comparisons among elements meaningdfu§, The importance of the element is
calculated as the total impact of a certain disompscenario involving the element, conditional on
certain values for the other dimensions. Separdtiagelement, denotexd from the values for the
other dimensions, jointly denoted the scenario can be written@s= (y, e). The importance of
elemente can be defined with respect to a particular groupsersg as

Iely, g9) =Zn€g ACy(y, e). (5)
In this paper only the overall importance of eletadar all users is considered, and the group inslex
omitted.
3. Implementation: Derivation and computation of practical measures

3.1 From formal to practical measures

Depending on available data and the focus of theesyuent analysis, many different forms of
practical vulnerability measures can be derivethftbe same formal framework. In this section one
such set of practical indicators and algorithmsoissidered, adapted for large-scale vulnerability



analyses of the Swedish road network (Jenelius,Z80B0; Jenelius and Mattsson, 2012). In the data
to which the vulnerability measures are adaptezlrdlad network is modelled as a directed graph.
Each network linkk has a fixed length and a travel time To the network is connected a g}, of
special origin/destination (OD) nodes. All OD notiese associated coordinates that allow them to be
partitioned into geographical regions. The averagaber of trips of a certain type (e.g., work tyips
being made during a certain time period (such astimual average daily travel demand) between
each OD node pair is available in demand matrices.

It should be noted that the data condenps, while the formal measures concéndividuals. Moving
from users to trips could influence the analysi #ingle user makes multiple trips and the impafcts
a disruption are not additive across trips, aseddwy Jenelius et al. (2011). It could also affect
exposure comparisons between groups if the nunfligps made per user varies between groups.
Here, however, the term user is used even thoughritis of analysis will be trips.

Furthermore, the impact model is adapted to thel lefrdetail in the analysis that the availableadat
allows, which is relatively coarse. It is assumieat disruption scenarios consistcomplete closures
of one or several links for a certain duratignvhich is typically assumed to be a few days astmo
During this time the travel demand is inelastithte disruption, so that all trips between each @D p
that would be made normally will also be made betwthe same OD pair given the disruption,
although possibly postponed until the normal situnsis restored. The travel demand per unit time
between each OD pa(t, ), denoted;;, is constant during the disruption.

Finally, the compensating variation for trip rethte the disruption is assumed to be proportiomal t
the increase in travel time or duration of postpoeet of the trip, i.e., théelay of the trip. People
choose routes and departure times in order to niEritravel time. Moreover, the proportionality
constant, i.e., the value of time, is assumed tihdesame for all trips and individuals, so thde&y
of a certain length is considered equally sevegandiess of who is affected. The value of timdent
a common proportionality constant for all trips arash be omitted in relative analyses.

Thus, a disruption scenario can be described wiltwo parameters: the element (the link or group
of links) being closedz, and the closure duration, A trip is also characterized by two factors: the
OD pair(i,j) and the departure time relative to the start amtlo# the disruption.

The total delay for all trips betweémnd; during the disruption given scenatio= (t,e) compared
to the null scenario with all links fully operat@iis denoted\T;;(z). In order to analyze spatial
variations in exposure, trips can be grouped basdte regions where they start. Retlenote the set
of regions, let (i) be the region where OD nodés located, and Igte » mean that OD nodéeis
located within regiom. The total travel demand betweieand; during the duration of the disruption
is x;;7, and the user exposure of the region to sceifare) is (compare with (2))

Yier ZjeN,q AT (D)

Yier LjeNyg XijT

UE(r|t,e) =

(6)

Theworgt-case user exposure for a given closure duratios found by taking the maximum of

UE (r|t, e) across the set of considered eleméntshich corresponds to the general@etin the

formal framework. Similarly, thexpected user exposure is found by associating each elewidnt
normalized closure probability(e|t) and calculating the expected impact across alidened
elements as a weighted sum, corresponding to thergleintegrals in the formal framework. Thus, the
worst-case and expected user exposure of regaza (compare with (3) and (4))

UEY¢(r|t, &) = max UE(rle, 1), (7
UES®(r|1,&) = Yeee p(eln)UE(r|e, 7). (8)



The overall importance of elements obtained by summingT;; () across all OD pairs (compare
with (5)),

I(e|t) = Yienyy Ljen,q AT (D). 9)
3.2 Representation of disruption scenarios

Within the presented framework, different kindshetwork disruption scenarios defined by closing
one or more links and/or nodes are conceivablee Ha10 kinds of scenarios are studied: single-link
disruptions and area-covering network disruptidine latter is a way of representing the form of
spatial correlation among adjacent links/nodesithpical for many external strains caused by
nature. In principle, it would be straightforwamdstudy any combination of disrupted links/nodes.
From a computational point of view this is not catgtionally feasible for a large-scale network.
Already considering all combinations of two diswegbtinks is beyond feasibility in the large-scale
Swedish case study; there are more than 6 milsach different combinations (with its 34,704 links
that may be disrupted, see Section 4.1).

For single-link disruptions, simultaneous closuseboth directions of two-way road segments are
considered. Since a directed graph model of the network is used, a two-way road segment is
represented by two links in opposite directions.efdamente thus consists of a pair of directed links
for two-way streets, and a single link for one-vg&igets. In a full-range analysis, the &ebnsists of

all such elements, with some exceptions. Parts of the network oatsitthe study area may have
been kept to provide alternative routes and rethocder effects, but should not be closed in the
analysis. Other links may not represent physicadireegments and should also be excluded, such as
connectors to/from OD nodes, ferry lines, etc.

For area-covering disruptions, the methodologyemesd by Jenelius and Mattsson (2012) is
considered here. In this approach, a complete ageeof the study area is made using evenly
displaced grids of uniformly shaped and sizelts (see Figure 2). Each cell represents the precise
spatial location and extent of a disrupting evé&ntsimulate the event, any road links (including OD
connectors to prevent intra-zonal trips, but exicigderry links and external links) intersectingth
cell (fully or partially) are completely closed ftre duration of the disruption, while all linkstside
the cell are completely unaffected. An elemetitus contains all links that intersect a particakll,
and the sef contains the elements corresponding to everyagiidthat intersects the study area. The
size of the grid cells is chosen to capture theasttaristics of the kind of events that are relévan

the analysis.
Closed cell ~_| A\
A
Closed links _A %
(element) \

Studyarea —

ODnode —|
\\/

K




Figure 2: lllustration of the grid-based approach b full-range area-covering disruption analysis. The
geographical study area is represented by the irradar polygon.

3.3 Computation of vulnerability measures

The spatial nature of transport systems and disnujpiazards makes GIS a natural tool for performing
vulnerability analyses. If GIS layers of the regi@and the OD nodes are available, GIS methods can
be used to identify the region in which each ODenzdocated. This information is used to calculate
measures of regional exposure. For the grid-baspabach to analyzing area-covering disruptions,
GIS methods can be further used to create the, grath represented as a layer of cells. All calts n
covering the study area are easily identified aimihbed away. With a layer containing the road
network links, it is then straightforward to iddwtall links intersecting each cell in order to itefthe
network element associated with the cell. Onceldibription impact have been performed, the GIS
environment is also useful for visualizing the tesaf the calculations.

To calculate the disruption impacts the model dbedrin Jenelius (2010) is considered here. Users
know the shortest path and its travel time for lbthnull scenario and the disruption scenariayels
as the closure duration, denoteance the closure occurs. If there are availatlésss, a user thus
chooses to travel along the new shortest route wait until the links in elemertare reopened if this
means reaching the destination faster. The diftarémtravel time between the new and the original
shortest route is denotedfj. If there are no alternative routes, expressefntgs: oo, the user waits

until the closure is lifted. Assuming that tradelmand is evenly or randomly distributed over time,
the total delayAT; during the closure is (for a derivation, see JasgR010)

e

ALE\
xijAtiej(T— 2”) if Atf; <1,

ATE (1) =

; (10)

xi]"l.'z

2

otherwise.

The model is adapted to very large, mainly uncotegieoad networks, where computation time and
memory consumption are important issues. In pdaicit is assumed that the closure of a link does
not affect the travel time on any other link. TAgproximation is considered reasonable for most of
the Swedish road network used in the case studyniddel also makes strong assumptions on the
information available to the users and on theiratiélty to react in an optimal way to this inforriat.

For comparisons between different disruption saesathe model is arguably good enough. Should a
more sophisticated and computationally efficieriagenodel be developed, it would be
straightforward to replace the present one.

The most straightforward way of computing the impad"g- () for all OD pairs and scenarios is to
calculate the travel timeﬁj between all OD pairs in the null scenario, cldeenente and compute
the disruption travel times; for all OD pairs. The delays are then found fr&w difference in travel
timesAtiej. The process is repeated for each eleraent.

Large-scale vulnerability analysis requires sigmifit amounts of computations to calculate the
impacts of all disruption scenarios for all usdilse computational load can be decreased significant
however, by making use of the property that ODdlaivmmes are independent in the absence of
congestion. An alternative approach is thus td &tam a specific OD nodeand calculate the
shortest path tree to all other nodes, for examgiieg Dijkstra’s algorithm. Then only such elements
e € £ where at least one link e e is in the shortest path tree frameed to be considered; elements
with no link in the shortest path tree will notdet delays for origii when closed. This reduces the
number of shortest path calculations that mustdseopmed.

If elemente has at least one link in the shortest path treeetement is closed and the shortest path
tree is updated. The update can be performed byrramijkstra’s algorithm from scratch. However,



it is possible to increase computational perfornedincther by using eeoptimization algorithm on the
initial shortest path tree. When all elements £ have been considered, the process is repeated for
each origin nodée N, ;.

In the implementation considered here, Dijkstrégoathm is performed with approximate buckets
(Cherkassky et al., 1993), which has been fourmktparticularly fast for road networks (Zhan and
Noon, 1998). The reoptimization algorithm is adddtem Buriol et al. (2004) and uses the same
approximate buckets structure. The reoptimizatigorighm requires that the travel time on a single
link is increased. An element closure is therefonglemented by closing the element links
progressively and updating the shortest path fitee @ach additional link is closed, and a link is
closed by setting the link travel time to a suffidily large constant. The reoptimization method is
therefore particularly efficient if the elementstain few links, such as in single-link closure lgais.

The procedure for calculating the worst-case ampeebed exposure measures Egs. (7) and (8) and the
importance measure (9) for a set of eleménsshown in Algorithm 1. For each origin noié¢he
algorithm calls a sub-procedure that performs huetest path calculations and computes the delay
(20), shown in Algorithm 2.

Algorithm 1: ImportanceExposure

Input: Closure durationr, elements set
Output: Importancd (e|t) for all elementg € &, worst-case user exposwe™e(r|t, £) and expected user exposure
UE®®(r|t, &) for all regions” € R

I(e|lt) « Oforalle € €
TE(r|t,e) « Oforallr € R
For each origin nodee N, 4
(ATf)ees < SingleSourceCloseAllElements(i, T, £)

For each elemerte £
I(e|t) « I(el|r) + ATf
TE(r()lz,e) « TE(r(i)|z,e) + ATf
End for
End for

For each region € R
UE(r|t,e) = TE(rlt, e)/(Zier Zj % T)
UE®P(r|1,E) « Yocc p(e|t)UE(r|T, €)
UEY€(r|t,€) « max,ec UE(r|T, €)
End for




Algorithm 2: SingleSourceCloseAllElements

Input: Origini € N,,4, closure duration, elements set
Output: Total origin disruption impacT? for every element € €

Calculateinitial OD travel times and shortest path tree

0 0 s 3
[(tij jeNod‘SPTi ] « InitialShortestPaths(i)

For each elemert € £
e 0
(tij)jeNod < (tij)jeNad
SPT; « SPT?
ATE <0
For each linkk € e
Saveinitial link travel time, close link by adding sufficiently large penalty M, update shortest path tree
tg < ti
tk «— tk + M
[(tf’] ien ,SPTl-] « ReoptimizeShortestPaths(i, k, M, SPT;)
od
End For

For each destination nogles N, 4
Calculate closure impact for destination
Atf = tf; —t);
If At <t

Atf;
ATE < ATE + x5 - At (‘[ - 2’)

Else
2
ATf < ATf + x5
End If
End For

For each linkt € e
Restore initial link travel time
ty < tP
End For
End For

4. Application: Spatial vulnerability analysis of Sveden

For the third step of the analysis process, thihou®logy developed in Section 3 is here applied to
the Swedish road network. In the grid-based aralysarea-covering disruptions, 12.5 x 12.5km
square cells are used to represent the disruptieigte Four grids are used, symmetrically displaced
in two longitudinal and two latitudinal steps, sat four different cells cover every point in thedy
area. Results are illustrated with a 12-hour clesluration for both single-link and area-covering
closures. For some variations of the scenario gssons (cell size and closure duration), see Jeseli
(2009, 2010) and Jenelius and Mattsson (2012).

To calculate expected regional user exposure, diadhption scenario must be associated with a
normalized probability of occurrence. Here the apph sometimes known as Laplace’s Principle of
Indifference (e.g., Keynes, 1921) is used, whiglsthat all scenarios should be regarded as equally
probable if there is no evidence to the contrathadugh there is good reason to believe that
disruption probabilities vary geographically, engat basis for a more refined model is currently
lacking. Thus, for single link closures it is assahthat every road segment of unit length has the
same closure probability. Hence, the closure pritibals proportional to the length of the link, vd
represents a first approximation of the relativebability that some external event disrupts eadh li
For area-covering disruptions, accordingly, itsswamed that each cell has the same closure
probability.

10



4.1 Data

The network and travel demand data (including feathand truck trips) used for the analysis were
obtained from the Swedish national travel demandehsystem Sampers (Beser and Algers, 2001).
For more information about this source of data,Jselius and Mattsson (2012). The travel time of
each link in the original undisrupted network ikcoéated in Sampers with user equilibrium traffic
assignments, which means that initial congestiaoisidered in the study. After some pre-processing
the road network model consists of 32,759 nodesyding 8764 OD nodes, and 86,940 directed

links. For the single-link closure analysis there 34,704 elements &1to consider, which is the total
number of one- and two-way road segments exclu@idgrode connectors, ferry links and a few
external links. For the area-covering disruptioalgsis there are 9510 element<£inwhich is the

total number of cells in the four grids covering gtudy area.

Figure 3 displays some properties of the study, Be@den, related to location and travel patterns.
The left map shows the flow on each link in thedroatwork based on all-or-nothing (shortest path)
assignment in the undisrupted network. The mapligigts that much of the traffic is concentrated to
a few urban areas in the south (Stockholm, Gothendéad Malmo/Helsingborg) and the highway
corridors connecting them. The right map showddbations of the OD nodes and the level of travel
demand generated from each origin according t@tenatrix. It can be seen that travel demand
tends to be concentrated to the east coast inoiftleenn parts of the study area, while it is fairly
evenly distributed in the southern parts.

4.2 Regional worst-case user exposure

For single-link elements, the worst-case regiosal exposure (Eq. (7)) represents the largestlgessi
impact of a single link closure of a particular aimn on the users starting within the regionalt be
seen that the worst-case exposure will be highafge share of the regional trips normally usiala |
with particularly poor alternatives. It follows frothe impact model (10) that the longer the closure
duration, the more likely it is that the most imiamt link for the region is a cut link, i.e., akin

without alternatives. In the case of Sweden, tlesgmce or absence of cut links in a region haes litt
connection with the general density of the regionatl network (Jenelius, 2009). Furthermore, adding
a single new link that provides redundancy to dioltcould drastically improve the worst-case
exposure of a region. This discussion also imghas the metric is quite sensitive to the detdilthe
network model.

For cell elements, the impact of a closure is lgrdetermined by the concentration of travel demand
within the cell itself. As a consequence of thieg torst-case user exposure will be high if a large
share of the total regional travel demand is comatad to the area covered by the disruption, vasere
the network density is of little influence (Jensliand Mattsson, 2012). Thus, regions that have a
central hub where a large share of the trips caigiand terminate are particularly exposed tokinid

of scenario. At the opposite end are regions wiighli dispersed location and travel patterns.
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Figure 3: Characteristics of the study area, Sweden.eft: Annual average daily link flow (vehicles/hair).
Right: Annual average daily outbound travel demandof origin/destination nodes (vehicles/hour).

Figure 4 shows the worst-case user exposure of eeemty in Sweden with respect to single link
closures to the left and 12.5 km cell closureh#oright. It can be noted that the two maps do not
show great similarity. This is not unexpected sitimeworst-case exposure to single link closures is
highly dependent on the more or less random laesitid cut links. For cell closures the spatial graut
reflects the extent to which the travel is concatetl to a single hub in each county.

12



Worst-case user exposure
Single links (in hours)

Worst-case user exposure
12.5 km areas (in hours)

[ ] 0.0660-0.0992 [ J145-197
[ 0.0993-0.158 [ 198-210
[ 0.159- 0.218 [ 2.11- 247
B 0219-0.422 B 248-325
I 0423- 0883 Bl 325396

N N

300 400 A 0 50 100 300 400 A
Kilometers [ == Kilometers

Figure 4: Worst-case user exposure of Swedish couss, 12 hour closure duration. Left: Single link
closures. Right: 12.5 x 12.5 kncell closures.

4.3 Regional expected user exposure

For single-link elements, the regional expected agposure (Eg. (8)) is large if the trips are lamg
average, so that the users have a large chansingfthe road segment that is closed, and if the
regional network density is low, so that the alédifre routes are considerably worse on average
(Jenelius, 2009). For long closure durations, mgiwhere a large share of the trips normally use cu
links are particularly exposed. Thus, expected sumwis influenced by travel patterns as well as th
development of the road network.
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Figure 5: Expected user exposure of Swedish coungiel2 hour closure duration. Left: Single link cloares.

Right: 12.5 x 12.5 knf cell closures.

For cell elements, the determinants behind theagdeauser exposure are not as easy to characterize.
For example, the concentration or dispersion opttygulation within the region, although critical fo
the worst-case scenario, should have only limiféztefor the expected exposure. This is because a
trip cannot be made if either its origin or its tilestion is located within the disrupted cell, ahd

mean impact is not dependent on whether eache @élls disrupts a large share of the trips or
whether each of many cells disrupts a small shiatteearips. However, the factors that underlie the
expected exposure to single link closures, trigiflerand network density, should also be influential
under cell closures, in particular when the celtssanall. Long trips run a larger risk of beingeated
by area-covering closures, which increases theat@geaiser exposure of the region. Furthermore,
poor redundancy in the network means that throtigh will have worse or no alternative routes to
take when a cell is closed. The longer the cloduration, the larger influence cells with no
redundancy around them (“cut cells”) should have.

Figure 5 presents the expected user exposure &vtieelish counties with respect to single link
closures to the left and 12.5 km cell closuresitortght. As expected, some correlation can be
discerned between the two maps, suggesting thdasifactors underlie both vulnerability metrics.
There are also noticeable differences, howevemgxample that the northernmost county (Norrbottens
Ian) is highly exposed to single link closures whitlatively unexposed to area-covering closures
compared to the other counties. This difference bwagn effect of the sparse regional road network,
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which means that area-covering disruptions onlyehaederately worse impacts than single link
closures, whereas the differences are much langather areas.

4.4 Link and cell importance

A single link is important if it is used by manye., if the flow on the link is high, and if the
alternatives for the affected users are poor ona@es(Jenelius, 2010). The quality of the altewmest;

in turn, depends on the local redundancy in theort As a result, we expect to find important Bnk
in densely populated areas, because of large fiowhe links, as well as in sparse areas, becduse o
poorly developed networks. The longer the closwratibn, the more important are cut links
considered relative to other links.

Disruption of a cell means that no trips can be enadhin, into or out of the area covered by thi ce
hence, all such travel demand is unsatisfied @elgyed until the links are reopened). In addjtion
some trips normally going through the cell may suffelays or may not be possible to make during
the closure. For small cells, representing verglloisruptions, few links and OD nodes will be
contained in each cell. Hence, cell importance @alrespond closely to link importance in this case

For large cells, on the other hand, the numbentefial, inbound and outbound trips will dominate
over through trips, and the importance of a céelll mainly be determined by the travel demand
generated within the cell itself. In other wordss tmpacts will be largest where the most peopde ar
localized. Therefore, location patterns rather thetwork structure or travel patterns play the most
significant role for the importance of large c€llenelius and Mattsson, 2012). As for single liriks,
longer the closure duration, the larger influencsatisfied demand has relative to through trips tha
suffer delays.

Figure 6 shows the importance of every link in 8veedish road network model to the left and every
12.5 x 12.5 krhcell in the four grids covering the study areshright, assuming a 12-hour closure
in both cases. The mean importance of the fous ceNering each point in the study area is shown.
The map thus has a resolution of half the cell, siee 6.25 x 6.25 kfrsquares. The left map shows
that many important links can be found around w@ main urban areas Stockholm and Gothenburg
on the east and west coasts, respectively. Congpanigh Figure 3 shows that these links are mainly
important because of the large number of travellsisg them (since congestion effects are not
considered in the calculations, these links amyikeven more important in reality). There is aso
significant number of important links in the spanegthern regions. These are important mainly
because of the poor local redundancy; in some ¢hees are no alternative routes at all.

The right map showing cell importance bears soméagiity to the left map in that some influence of
the network structure can be seen, particulartiénnorth; this is an effect of the relatively shealll

size. However, there is an even clearer influerm@ the concentration of travel demand (Figure 3).
This confirms the general observation that the tigaf area-covering disruptions are most severe in
regions with highly concentrated travel demand. ¢¢etthe southernmost county (Skane l1an), where
both the population and the road network are deasgpically affected much worse by area-covering
closures than single link closures in terms of all@mpact. This is in compliance with anecdotic
observations that e.g. snow storms regularly leagkvere disruptions in this county despite ity ver
dense road network.
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Figure 6: Element importance, 12 hour closure durabn. Left: Single links. Right: 12.5 x 12.5 krficells
(Jenelius and Mattsson, 2012). The percentages indie the share of elements in each category.

5. Conclusion and discussion

The paper described a process for road networlevaltility analysis, from the conceptual definition
of vulnerability measures, through the derivatibpmctical indicators and models adapted to
available data and their implementation in comporat procedures and algorithms, to the application
of the methodology in case studies. The paper gexpthat road network vulnerability is the societal
risk of road infrastructure disruptions, and tt impacts of disruption scenarios for individuads
evaluated in economic terms. From this standpbi,perspectives of vulnerability were
distinguished, focusing on (i) the users, andli€ road network. The paper described the derwatio
of practical indicators, a GIS-based approach &uatithms developed for large-scale vulnerability
analyses. Finally, the paper presented a case efutlg Swedish road network considering both
single-link closures and area-covering disruptions.

A vulnerability analysis process such as outlinecetprovides the background and starting point for
an evaluation of various measures to reduce vubildyaif needed. Still not enough is known about
how to best manage the vulnerability with emerggmreparedness, infrastructural reinforcements and
expansions, operations and maintenance procedticed his suggests that there is a need for more
normative approaches in model-based vulnerability analyi$iat is, given the society’s current state
of vulnerability to disruptions in the road trangpgystem, what actions should be taken? In the
planning stage, a vulnerability analysis can faregle guide the alignment and standard of a new
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road, or support the building of a new road thabagnother benefits provides some redundancy to the
existing roads. To promote equity and regional tgraent, it may be desirable for authorities to
direct investments and actions aimed at reducipg®xe so as to particularly benefit certain
disadvantaged groups.

Some general observations regarding the impactwfinfrastructure projects may be made from the
study presented in this paper. Given certain dpatients, durations and relative probabilitieg, th
study found significant influences on regional &&dns in vulnerability from travel patterns, locat
patterns and the development of the road networfractice, road investments will typically have
little influence on these fundamental propertietheftransport system and the population distraouti
within a reasonable planning horizon. Thereforebeigeve that resource allocation for reducing
vulnerability is more an issue of prevention anelparedness for quick mitigation and restoration tha
redundancy-providing but expensive infrastructarestments.

During the operations stage, different actionslmataken to reduce the vulnerability dependinghen t
type of identified hazard or threat. As exampleb@#/ to reduce the likelihood of incidents, traffic
accidents may be avoided by straightening or wittgttie road or reducing the speed limit, technical
failures may be avoided with more thorough inspectind maintenance, and natural hazards may be
avoided by upgrading the road structure, such éshswg to larger drain pipes to handle floods. To
reduce the consequences of a disruption once ¢@sred the main issue is to restore the
performance of the network as rapidly as possiblegxample by increasing the resources for stand-
by maintenance preparedness, while informationipimv and management through Intelligent
Transport Systems (ITS) and other channels is itapbfor limiting the effects of the degradation
while it lasts.

In order to allocate resources for reducing vulbiditg efficiently, it is necessary to combine the
impact calculations with estimates of the frequesevith which different kinds of disruptive events
will occur in different parts of the study areavé&i the lack of observations of rare events and the
influence of local geographical features, this difficult task. Development of the methodology for
probability assessments in vulnerability analybisudd thus be an important area for further work.
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