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Abstract

In this paper, we consider the state estimation problem for the nonlinear kinematic equations of a rigid body observed
under low-pass sensors. The problem is motivated from a walking robot application where inclinometers and gyros are the
sensors used. We show that a non-local high gain observer exists for the nonlinear rigid-body kinematic equations and that
it under a small angle assumption is possible to use one inclinometer only to estimate two angles. c© 2000 Elsevier Science
B.V. All rights reserved.
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1. Introduction

In this paper, we consider the state estimation prob-
lem for the nonlinear kinematic equations of a rigid
body observed under low-pass sensors. The rigid-body
state estimation problem is highly motivated from var-
ious applications of which walking robots for di�cult
terrain is one. For such a robot, a reliable estimate of
the trunks attitude is of paramount importance for the
controller. With attitude we refer to pitch and roll and
these quantities constitutes the robots sense of balance.
Rigid-body state estimation is the basis for inertial

navigation systems for airplanes and has therefore re-
ceived a lot of attention from both industry and the sci-
enti�c community. Navigation systems typically rely
on rate gyros of very high-quality which are integrated
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to get the airplanes orientation. Such high-quality
gyros are very expensive and the robotics commu-
nity has shown a lot of interest in using cheap gyros
in conjunction with other complementary sensors to
solve the problem. The idea is to fuse low-cost gyros
with for example inclinometers to achieve a cheap
and reliable solution.
The literature covering the use of high-quality gy-

ros for rigid-body state estimation is vast and we will
review papers relevant to our problem, that is papers
that treat how to combine gyros and inclinometers
and=or accelerometers. These papers study the prob-
lem from the perspective of various disciplines such
as aircraft technology, mobile robotics, biomechanics
and virtual reality. Baerveldt and Klang have studied
the problem of fusing inclinometers and gyros using a
frequency domain approach [1]. Their state estimator
takes the dynamic characteristics of the inclinometer
into account and is shown to be well performed as
well as theoretically justi�able. However, only plane
rotations are considered for which the problem is
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linear. Sakaguchi et al. describe a method for estimat-
ing human arm motions using gyros and accelerome-
ters [11]. The working principle relies on being able to
calculate the accelerations based on the joint angles in
an arm model. A similar approach is used when Fuke
et al. describe an attitude estimation system for a lunar
rover [7]. Both Greene [8] and Foxlin [5,6] use an ap-
proach where the information from gyros, accelerom-
eters and=or inclinometers are fused. The applications
are aircraft systems and virtual reality helmets.

All the papers consider problems and sensors
closely related to ours. There are however, interesting
theoretical issues that are not addressed: for a walking
robot, or for any terrain vehicle, rotations can typi-
cally be complex and truly 3 DOF in the sense that the
motion is composed by simultaneous changes of yaw,
pitch and roll. As the underlying kinematic equations
for such motions are nonlinear they generate much
more complicated mathematical problems than plane
rotations. In the papers mentioned, either only plane
rotations are considered, or there is no theoretical
justi�cation for the methods proposed. Convergence
issues are for example not addressed.
The main contributions of this study is that it pro-

vides a proof for that it is theoretically possible to
estimate a rigid body’s attitude with inclinometers
and gyros. The proposed observer is an exponential
high-gain observer. We would like to stress that the
convergence is non-local and that we are able to give
an explicit expression for the domain of attraction. We
also consider a simpli�ed version of the same esti-
mation problem when only one inclinometer mea-
surement is available. Here we consider only small an-
gles and show exponential convergence for a generic
observer for time-varying stable linear systems. Fi-
nally, simulations illustrating the results are given.

2. Problem formulation

Consider the kinematics for a rotating rigid body
which can be found in standard textbooks [9] and are

Ṙ= S(!)R; (1)

where R ∈ SO(3) is the coordinate transformation
relating a body-�xed frame (B) to an inertial sys-
tem (N ) according to xB = RxN : S(!) is the
skew-symmetric wedge matrix

S(!) =


 0 !3 −!2
−!3 0 !1
!2 −!1 0


 ;

where !i are the components of the angular velocity
vector expressed in the body-�xed frame. A parame-
terization of SO(3) suitable for this application is the
yaw–pitch–roll parameterization

R=


 cos �3 cos �1 sin �3 cos �1 −sin �1
−sin �3 cos �2 + cos �3 sin �1 sin �2 cos �3 cos �2 + sin �3 sin �1 sin �2 cos �1 sin �2
sin �3 sin �2 + cos �3 sin �1 cos �2 sin �3 sin �1 cos �2 − cos �3 sin �2 cos �1 cos �2


 ;

de�ning local coordinates around R= I . Here we have
used the notation �1 for pitch, �2 for roll and �3 for
yaw. This parameterization is suitable for many ap-
plications as the angles have an intuitive meaning and
also, typical motions for mobile land robots are such
that |�1|; |�2|¡ �=2 for which the parameterization is
unique. In these coordinates, the kinematics (1) are
given by

�̇1 = !2 cos �2 − !3 sin �2;
�̇2 = !1 + !2 sin �2 tan �1 + !3 cos �2 tan �1;

where we only consider pitch (�1) and roll (�2).
The sensors at hand are the rate gyro measuring the

angular velocity ! and the inclinometers measuring
�1 and �2. Inclinometers can be modeled as �rst-order
low-pass �lters

�̇1 = �1(�1 − �1); (2)

�̇2 = �2(�2 − �2); (3)

where �i = 1=Ti are the inverse time constant and
where �i are the inclinometer outputs. Introducing �=
[�1; �2]T and �=[�1; �2]T the system can be written as

�̇= m(�)!;

�̇= ��− ��;
y = C

[
�
�

]
; (4)

where

m(�) =
[
0 cos �2 −sin �2
1 sin �2 tan �1 cos �2 tan �1

]
and

�= diag(�1; �2)
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and

C = [0 I ]:

Finally, by letting x = [� T; �T]T, we can write the
system in the standard form

ẋ = f(x; !);

y = Cx: (5)

In this paper, we consider the problem of recon-
structing pitch and roll from sensor measurements.
Throughout the paper, we assume that the measure-
ments for ! are accurate enough, therefore they will
be considered as known time-varying inputs to the
pitch-and-roll equations.

3. Observers with two inclinometers

In this section, we construct an observer for the
case where both pitch and roll are measured. Using a
high-gain approach we show how to design an expo-
nential observer that covers the range up to �=6 for the
absolute value of the pitch angle. This is, of course,
not a local result. We make the following assumption.

Assumption 3.1.

|�1(t)|6�=6− �=3;
|!i(t)|6!mi for some !mi ¿ 0; i = 2; 3; (6)

where � is any positive constant ¡�=2.

For our walking robot that is under development
now [12], we expect our control algorithms would
keep the pitch in the range −�=6¡�1¡ �=6. Fur-
ther it is not very conservative to assume that angular
velocities are bounded. This assumption is therefore
motivated from our application.

Theorem 3.1. Consider an observer for (5)
˙̂x = f(x̂; !) + L(y − Cx̂);
x̂(0) =

[
0
�(0)

]
; (7)

where x̂ = (�̂
T
�̂T)T is the state estimate and let As-

sumption 3:1 be valid. Then; for each � ∈ (0; �=2)
there is a 4 × 2 matrix L such that the observer (7)
is exponentially convergent.

The initial value �̂(0) = �(0) is not very restrictive
as � is the inclinometer output which we have access
to.

Proof of Theorem 3.1. Let L=[LT1 L
T
2 ]
T. We will later

(9) show how L can be chosen properly. Introduce the
estimation errors �̃ = � − �̂; �̃ = � − �̂ and consider
the error dynamics which can be written as
˙̃�= m̃(�; �̂; !)− L1�̃;
˙̃�= ��̃− (�+ L2)�̃; (8)

where the nonlinear terms are given by

m̃(�; �̂; !) =
[

cos �̂2 − cos �2
sin �̂2 tan �̂1 − sin �2 tan �1

]
!2

+
[ −sin �̂2 + sin �2
cos �̂2 tan �̂1 − cos �2 tan �1

]
!3:

De�ning

A=
[
0 −L1
� −(�+ L2)

]
and

L=
[
L1
L2

]
=




−c1 0
0 −c2

−�1 − l1 0
0 −�2 − l2


 ; (9)

the error dynamics (8) can be written as

˙̃x(t) = Ax̃(t) +
[
m̃(�(t); �̂(t); !(t))

0

]
;

where x̃= [�̃
T
�̃T]T. If we partition the transition ma-

trix �(t) = eAt associated with A as

�(t) =
[
�11(t) �12(t)
�21(t) �22(t)

]
(10)

and recall that

�̃(0) = 0: (11)

Then by integrating (8) and using (10) and (11) we
can write[
�̃
�̃

]
(t) =

[
�11(t)�̃(0)
�21(t)�̃(0)

]
+
∫ t

0

[
�11(t − s)m̃
�21(t − s)m̃

]
ds:

(12)

It is now straightforward to show that if we choose
li = 3l and ci =−2l2=�i, for some gain l¿ 0 then

�11(t) = (2e−lt − e−2lt)I;
�21(t) =

1
l
(e−lt − e−2lt)diag(�1; �2); (13)

which are bounded by

||�11(t)||∞62e−lt ;
||�21(t)||∞6max(�1; �2)e−lt ; l¿ 1; (14)

where the norm used is the maximum norm.
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To establish bounds on m̃, we �rst have to show that,
with our choice of the initial condition (�̂1(0) = 0), it
will hold that

|�̃1(t)|6�3 − 2�
3

(15)

for all t¿0 if l is su�ciently large. From (12) we
have that

�̃1(t) = (2e−lt − e−2lt)�̃1(0)

+
∫ t

0
(2e−l(t−s) − e−2l(t−s))m̃1 ds; (16)

where m̃1=(cos �̂2−cos �2)!2+(−sin �̂2+sin �2)!3
which is bounded by |m̃1|62(!m2 + !m3 ). Using this
we have

|�̃1(t)|62e−lt |�̃1(0)|+ 4l (!
m
2 + !

m
3 )(1− e−lt): (17)

It is now a matter of straightforward calculations to
see that if we take

l¿
4(!m2 + !

m
3 )

�=6− �=3 (18)

then the fact that |�̃1(0)|¡ �=6− �=3 by Assumption
3:1 guarantees that

|�̃1(t)|6�3 − 2�
3
: (19)

To proceed with bounding m̃ we use the mean value
theorem stating that, for C1-functions, g(z+a)−g(z)=
g′(z + �a)a where � ∈ [0; 1]. For m̃ this gives
||m̃||∞6(!m2 + !m3 )(

|tan(�1 + ��̃)|+ 1

cos2(�1 + ��̃)

)
||�̃(t)||∞

for some � ∈ [0; 1]. Now, using (19) and Assump-
tion 3:1 it is clear that |�1 + ��̃|¡ �=2 − � and thus
(!m2 +!

m
3 )(|tan(�1+��̃)|+1=cos2(�1+��̃))¡ (!m2 +

!m3 )(|tan(�=2− �)|+1=cos2(�=2− �))=K ¡∞. We
thus have

||m̃||∞6K ||�̃(t)||∞: (20)

To show exponential convergence, we use (12), (14)
and (20) to show that

||�̃(t)||∞6 2e−lt ||�̃(0)||∞
+
∫ t

0
2e−l(t−s)K ||�̃(s)||∞ ds;

||�̃(t)||∞6 �me−lt ||�̃(0)||∞
+
∫ t

0
�me−l(t−s)K ||�̃(s)||∞ ds; (21)

where �m = max(�1; �2). Now, de�ne p(t) =
elt ||�̃(t)||∞. The �rst of equations (21) gives

p(t)62||�̃(0)||∞ +
∫ t

0
2Kp(s) ds

and using Gronwall–Bellmans lemma we obtain

p(t)62||�̃(0)||∞e2Kt :
We now have an exponential bound on the �-errors

||�̃(t)||∞62||�̃(0)||∞e−(l−2K)t ; (22)

and for l¿ 2K these errors exponentially tend to zero.
Using (22), it can be shown that also �̃ is exponentially
bounded by

||�̃(t)||6�m||�̃(0)||∞
K

((K − 1)e−lt + e−(l−2K)t):
(23)

In summary, we have now shown that if l¿
max(1; 2K; 4(!m2 + !m3 )=(�=6 − �=3)), the observer
(7) converges provided Assumption 3:1 holds, which
obviously is a non-local result.

4. Observers with one inclinometer

In this section, we consider the problem of recon-
structing both pitch and roll in the case where only
one inclinometer is available. Without loss of general-
ity, we assume the inclinometer for pitch is available.
Solving this problem would be interesting if one of the
inclinometers becomes unreliable due to malfunction,
or as a result of impact in one direction.
For this problem, we only consider the case of small

angles. Then the nonlinear dynamics can be simpli�ed
as

�̇1 =−!3(t)�2 + !2;
�̇2 = !3(t)�1 + !1;

�̇1 = ��1 − ��1 (24)

which is linear but time varying.
We show now that under some rather mild condi-

tions there exist exponential observers for the system.
Let us �rst rewrite (24) into the matrix form:

ẋ = A(t)x + B!;

y = Cx; (25)

where

x = [�1; �2; �1]T; C = [0 0 1]; B=
[
0 1 0
1 0 0

]
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and where

A(t) =


 0 −!3(t) 0
!3(t) 0 0
� 0 −�


 : (26)

The following result of ours states that it is possible
to estimate the attitude using only one inclinometer:

Theorem 4.1. Suppose !3(t) is such that the follow-
ing observability condition is satis�ed:∫ T

0
�∗(t + s; t)C∗C�(t + s; t) ds¿�I (27)

for some �¿ 0; T ¿ 0 and any t¿0 where �(t; s) is
the transition matrix of A(t). Then there exists an
exponential observer in the following form:

˙̂x = A(t)x̂ − L(t) (Cx̂ − y(t)) + B!: (28)

Remark. Eq. (27) is ful�lled for example by constant
!3 6= 0 or for !3 = sin(t).

Before we give a constructive proof for the theorem,
we will show a general result for linear time-varying
systems which, we believe, is new and interesting in
its own right and will serve as the basis for our proof
of Theorem 4.1. There are quite classical results on
the convergence of time-varying Kalman �lters [3]
which can of course be adopted to the determinis-
tic case. However, those results require the solution
of a time-varying Riccati equation and the proof is
neither easy to �nd, nor to read. As is well known,
the time-varying Riccati equation is hard to integrate
(see, for example, [10, pp. 257–261]) and we therefore
choose to use our proposed observer for time-varying
systems in which one only needs to solve a Lyapunov
equation. A somewhat similar observer is proposed
in [4] which uses a gradient algorithm-based method.
In that paper however, the system is assumed to be
Poisson stable, which is not the case for A(t) de�ned
in (26) (see, for example, [9, p. 288] for de�nition).
As we only assume critical stability, the observer pre-
sented below is more general.

Proposition 4.1. Consider

ẋ = A(t)x;

y = Cx:

If there exists a P(·) : [0;∞) → Rn×n; with the
properties that 0¡mI6P(t)6MI and

A∗(t)P(t) + P(t)A(t) + Ṗ(t)60

and there exist �¿ 0 and T ¿ 0 such that for any
t¿0∫ T

0
�∗(t + s; t)C∗C�(t + s; t) ds¿�I;

where �(t; s) is the transition matrix of A(t); then

˙̂x = A(t)x̂ − P(t)−1C∗(Cx̂ − y(t))
is an observer with exponentially decaying error.

We will prove the proposition at the end of the
section. Let us �rst use it to show Theorem 4.1.

Proof of Theorem 4.1. Since the term B! in (25) is
known and independent of the states, we can without
loss of generality take it as 0. Now, we can use Propo-
sition 4.1. Let

P(t) = I +
[
�(t)�(t)∗ −�(t)
−�(t)∗ 0

]
; (29)

where �(t) satis�es

�̇=
[ −� −!3(t)
!3(t) −�

]
�+

[
�
0

]
;

�(0) = 0: (30)

A straightforward calculation gives that

V (x; t) = xTP(t)x (31)

is a Lyapunov function for (24), or in other words,

Ṗ(t) + A(t)P(t) + P(t)A∗(t)60:

Now, we only need to show P(t) is bounded below
and above:

mI ¡P(t)¡MI:

To show this, note that (30) has a Lyapunov function
V1(x)=||x||2 with V̇ 1=−2�||x||2 and thus is exponen-
tially stable. Here we use the Euclidean norm. There-
fore, �(t) is bounded and as a consequence, P(t) is
bounded above. To show that P(t) is bounded below
we consider the eigenvalues. It is tedious but straight-
forward to �nd the minimal eigenvalue

�min = 1 +
||�||2 −√||�||4 + 4||�||2

2
for which it holds that �min¿ 0 and for bounded �,
�min¿�¿ 0.
Therefore, the hypotheses of Proposition 4.1 are

satis�ed and which implies, with the setting L(t) =
P(t)−1C∗, the observer of Theorem 4.1 is an expo-
nential observer, when the observability condition is
ful�lled.
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Now we prove Proposition 4.1. Before we proceed
with the proof, we need the following two lemmas [2].

Lemma 4.1. Let K(·) ∈ L∞((0;+∞);Rn×n). Con-
sider the system

ż = K(t)z: (32)

Assume that∫ ∞

t0
|z(t)|2 dt6c2|z(t0)|2 (33)

for any solution z(·) of (32) and any t0¿0 with the
constant c¿ 0 being independent of z(·) and t0.
Then and only then

|z(t)|6b|z(t0)|e−r(t−t0)
for some b¿ 0; r ¿ 0.

Lemma 4.2. Let �(·) ∈ L2([t0;+∞);Rn) and
�¿ 0. Denote

��(t):=
∫ �

0
�(t + s) ds ∀t¿t0: (34)

Then; ��(·) ∈ L2([t0;+∞);Rn) and
| ��(·)|26�|�(·)|2: (35)

Proof. By using the Cauchy–Schwartz inequality, we
get

| ��(t)|6
∫ t+�

t
1× |�(s)| ds6

√
�

(∫ t+�

t
|�(s)|2 ds

)1=2
:

Hence, by changing the order of integration,∫ ∞

t0
| ��(t)|2 dt6�

∫ ∞

t0

(∫ t+�

t
|�(s)|2 ds

)
dt

=�
∫ ∞

t0
|�(s)|2 ds

∫ s

s−�
dt = � 2|�(·)|22:

Thus, ��(·) ∈ L2 and (35) is true.

Now we are ready to prove the proposition.

Proof. Denote

z = x(t)− x̂:
Then,

ż = Az − P−1C∗Cz (36)

and
d
dt
(z∗Pz) = z∗(PA+ A∗P + Ṗ)z − 2z∗C∗Cz

6−2|Cz|2:

So, for any two instants t¿t0¿0,

z(t)∗P(t)z(t)6z(t0)∗P(t0)z(t0)− 2
∫ t

t0
|Cz(s)|2 ds:

Therefore,

z(t)∗P(t)z(t)6z(t0)∗P(t0)z(t0)6M |z(t0)|2

and

2
∫ t

t0
|Cz(s)|2 ds6M |z(t0)|2:

By assumption a∗Pa¿m|a|2, so we have
m|z(t)|26z(t)∗P(t)z(t)6M |z(t0)|2;

|z(t)|6
√
M
m
|z(t0)| (37)

and∫ ∞

t0
|Cz(s)|2 ds6M

2
|z(t0)|2: (38)

Solving the error equation we have

z(t + s) = �(t + s; t)z(t)−
∫ t+s

t
�(t + s; �)�(�) d�;

(39)

where �(t) = P−1C∗Cz(t). We denote ’s(t) =∫ t+s
t �(t + s; �)�(�) d�. Let t; s¿0; s6T , where
T is the constant from the observability condi-
tion. Since the matrix A(t) is Lyapunov stable,
||�(t + �; t)||6�¡∞ for all �¿0. So, in (39),

|’s(t)|6�
∫ t+T

t
|�(�)| d�:=�(t); (40)

where by Lemma 4.2,

|�(·)|26�T |�(·)|26� 1m ||C∗||
√
M
2
T |z(t0)|: (41)

Now we get∫ T

0
|C�(t + s; t)z(t)|2 ds

=
∫ T

0
|C(z(t + s) + ’s(t))|2 ds

62
∫ T

0
|Cz(t + s)|2 ds+ 2

∫ T

0
|C’s(t)|2 ds:
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Fig. 1. Estimation with two inclinometers.

Then,∫ ∞

t0
dt
∫ T

0
|C�(t + s; t)z(t)|2 ds

62
∫ ∞

t0
dt
(∫ T

0
|Cz(t + s)|2 ds+

∫ T

0
|C’s(t)|2 ds

)

62
∫ ∞

t0
|Cz(r)|2 dr

∫ r

max{t0 ;r−T}
dt

+2
∫ ∞

t0
T ||C||2�(t) dt

6TM
(
1 +

T 2

m2
�2||C||4

)
|z(t0)|2:

On the other hand,∫ ∞

t0
dt
∫ T

0
|C�(t + s; t)z(t)|2 ds

=
∫ ∞

t0

(
z(t)∗

[∫ T

0
�∗(t + s; t)

C∗�(t + s; t)C ds
]
z(t)
)
dt:

Then the observability hypothesis yields

∫ ∞

t0
dt
∫ T

0
|C�(t + s; t)z(t)|2 ds¿�

∫ ∞

t0
|z(t)|2 dt:

Thus,∫ ∞

t0
|z(t)|2 dt6TM

�

(
1 +

T 2

m2
�2||C||4

)
|z(t0)|2:

This means that the system (36) satis�es the hypothe-
ses of Lemma 4.1. In other words, the assumptions
of Lemma 4.1 are ful�lled with respect to the matrix
function

K(t):=A(t)− P(t)−1C∗C: (42)

Therefore, the error tends to zero exponentially.

5. Simulations

5.1. High-gain state estimation for rigid body
motion

To illustrate the results in Section 3, consider a rigid
body (5) equipped with the sensors described in Sec-
tion 2. Let it be subject to the angular velocities !=
[1 sin(2�t) 0:7 sin(�t) 7 sin(6�t)]. Let the time con-
stants be given by �i=1 and take for instance �=0:15
in Assumption 3.1. Then, K = 395:75 and l¿ 800
guarantees convergent estimates. Let the initial state
be given by [�1; �2; �1; �2](0)= [�=6− 1:1�; �=8; 0; 0].
As can be seen in Fig. 1, our choice of initial val-
ues and angular velocities give pitch angles within the
prescribed bounds. From the �gure it is also obvious
that the inclinometer output is not suitable for control
purposes.
Applying the proposed high gain observer, the er-

rors converge to zero as expected. For this case the
convergence is considerably faster than the exponen-
tial bounds which also is shown in the �gure.
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Fig. 2. Estimation with one inclinometer.

5.2. State estimation with one inclinometer

In Section 4 it was shown that, for small angles
it is possible to estimate pitch and roll using only
an inclinometer for the pitch angle. To illustrate this,
we consider a motion generated by [�1 �2 �1](0) =
[�=8 −�=8 0] and !=[0 0 sin t]. In Fig. 2, pitch, roll,
estimates and errors are given. The observer is seen
to converge.

6. Summary

We have studied the state-estimation problem for
rigid bodies where the sensors used are inclinometers
and gyros. The existence of an exponential observer
of high-gain type is shown and we give an explicit
expression for the domain of attraction. Further, we
show that if one inclinometer is out of order or un-
reliable due to for example a sudden impact it is still
possible to estimate pitch-and-roll given small angles
and strong observability. Future work amounts to con-
sidering observers for noisy sensors such as extended
Kalman �lters and other sensor con�gurations. A ro-
tating experimental platform equipped with sensors
has been built which we will use to evaluate the algo-
rithms performance in the real world. Finally, the sen-
sor system will be implemented on a walking robot.
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