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a b s t r a c t

This paper investigates object categorization according to function, i.e., learning the affordances of objects
from human demonstration. Object affordances (functionality) are inferred from observations of humans
using the objects in different types of actions. The intended application is learning from demonstration, in
which a robot learns to employ objects in household tasks, from observing a human performing the same
tasks with the objects. We present a method for categorizing manipulated objects and human manipu-
lation actions in context of each other. The method is able to simultaneously segment and classify human
hand actions, and detect and classify the objects involved in the action. This can serve as an initial step in
a learning from demonstration method. Experiments show that the contextual information improves the
classification of both objects and actions.

� 2010 Elsevier Inc. All rights reserved.

1. Introduction

In recent years, a tremendous research effort has been made in
the area of visual object categorization [8], leading to methods
with impressive performance on very difficult images. Object clas-
ses are typically semantic and appearance-based; common exam-
ples are cups, toys, bikes, cars, and trees.

For certain classes of applications, e.g., in Robotics, it is however
more meaningful to categorize objects according to their function
[31,39,40]. Both a chair, a sofa, and a stool might be categorized
as ‘‘sittable”, and a cup might be categorized both as ‘‘drinkable”
and ‘‘pourable” (Fig. 1).

To a certain extent, functional object properties can be ex-
tracted from visual information. However, there are functional
properties that can not be observed visually from a single image,
such as temperature, flexibility and weight. We propose to learn
functional properties of objects from video sequences where a hu-
man perform actions involving the objects.

The application we are focusing on is robot learning from dem-
onstration [1], also denoted imitation learning [34]. With imitation
we here do not mean blind reproduction of the movements of all
body parts; rather, we mean observing an action and its effect on
the world, and performing an action that has the same effect [24].

We here formulate the problem of learning from demonstration
as one of learning the affordances of objects. Introduced as a con-
cept by Gibson [12], affordances are properties of the environment
that afford a certain action to be performed by a human or an ani-
mal. Here we study affordances of objects involved in human
manipulation actions.

An affordance is an intrinsic property of an object, allowing an
action to be performed with the object. The affordance also de-
pends on the embodiment of the agent performing the action.
For example, a human can use a knife to chop an onion, while a
dog can not. Hence, the knife affords onion chopping to a human
but not to a dog.

From this we can conclude that the learning of object affor-
dances is facilitated if the agent (robot) learning the affordances
has an embodiment similar to a human: Two arms with approxi-
mately the same reaching range and at the same height as human
arms, and human-like hands, which can manipulate objects in the
same way as human hands. This is however not an absolute
requirement; there are methods for mapping motions and object
manipulation actions between different embodiments [1]. This pa-
per does not further treat robotic manipulation; we instead con-
centrate on the learning of object affordances from human
demonstration.

Manipulation actions, i.e. hand actions for picking-up objects,
doing something with them and putting them down again, is an
important class of hand activity not well studied in computer
vision. An important cue to the class of a manipulation action is
the object handled; for example, seeing a human bring a cup to-
wards his/her face brings us to believe that he/she is drinking,
without actually seeing the fluid. Similarly, a strong cue to the class
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of the object involved is the action; for example, a cup is to some
extent defined as something you drink from. Therefore, it is bene-
ficial to simultaneously recognize manipulation actions and manip-
ulated objects.

Only one-hand actions are considered here, although this is not a
limitation to the method in a formal sense. From a video sequence of
the action, the human hand position and articulation in 3D are recon-
structed and tracked using an example based method [32]. The ac-
tion state space in each frame is the hand orientation and velocity
as well as the finger joint angles, representing the hand shape.

Objects in this application are ‘‘graspable”, i.e., fairly rigid, so
shape is a good object descriptor. Objects are therefore detected in
the neighborhood of the hand using a sliding window approach with
a histogram of gradients (HOG) [7,11,36] representation and an SVM
classifier [6]. Section 3 further describes the feature extraction.

There are implicit, complex interdependencies in the object and
action data. The object detection is affected by occlusion and shad-
ing from the human hand. Similarly, the hand shape depends on
the size, shape and surface structure of the object in the hand.
These dependencies are difficult to model, which leads us to use
a discriminative sequential classifier, conditional random fields
(CRF) [17], that does not model the data generation process.

On a semantic level, there are also action-object dependencies
of the type drink–cup, drink–glass, write–pen, draw–pen
and so on, which can be explicitly modeled within the CRF frame-
work. The action-object dependence is modeled on a per-frame ba-
sis using a factorial CRF (FCRF) [41]. This is detailed in Section 4.

A manipulation action is here thought of as beginning with the
picking-up of an object and ending with the putting-down of that
object – also referred to as ‘‘manipulation segments” [48]. How-
ever, two such actions with the same object might also follow each
other directly, without any putting-down and picking-up events in
between. The FCRF enables simultaneous object-action classifica-
tion and temporal action segmentation, removing the need for spe-
cial tags (e.g., grasping or reaching motions) in the beginning and
end of each action [14,35]. This is further discussed in Section 5.

The concept of contextual object-action recognition, as well as
the recognition method chosen in this paper, are experimentally
evaluated in Section 6. From the experiments it can be concluded
that both action and object recognition benefit from the contextual
information.

2. Related work

Visual recognition, especially object recognition [8], is a vast
area of research and can be regarded as one of the core problems
in Computer Vision. We do not make an attempt to review the
whole field, but focus on learning of object affordances and contex-
tual recognition.

2.1. Learning of object affordances and learning from demonstration

The concept of affordances [12] has come in focus lately within
the Cognitive Vision and Robotics communities. While many other

papers on affordances, e.g. [3,33,40], concentrate on robotic grasp-
ing, we here focus on more composite, higher-level actions, which
typically involve grasping as a sub-component.

The embodied/cognitive vision approach to affordance learning
consists of an agent acting upon objects in the environment and
observing the reaction. In [10], a robot pushes, pokes, pulls and
grasps objects with its end-effector, thereby learning about rolling,
sliding, etc. Montesano et al. [24] notes that an affordance can be
described by the three interdependent entities of action, object,
and effect. A robot first learns a set of affordances by exploration
of the environment using preprogrammed basic motor skills. It
can then imitate a human action, not by mimicking the action it-
self, but rather observing the effect and then selecting its own ac-
tion that will have the same effect on the current object. The
difference to our imitation learning is that we also learn the object
affordances themselves from human demonstration.

To a certain degree, affordances can be observed in images. In
three recent works, [3,33,40], relations between visual cues and
grasping affordances are learned from training data. In [40], object
grasping areas are extracted from short videos of humans interact-
ing with the objects, while in [3,33] a large set of 2D object views
are labeled with grasping points. Early work on functional object
recognition [31,39] can be seen as a first step towards recognizing
affordances from images. Objects are there modeled in terms of
their functional parts, such as handle and hammer-head [31], or
by reasoning about shape in association to function [39].

The robot can also learn through visually observing another
agent – for example, a human – making use of object affordances.
This is the approach we take in this article. A similar idea is also
exploited in [45]. However, while they study whole-body activities
such as sitting-on-chair and walking-through-door, we fo-
cus on manipulation actions, involving the human hands and arms.

Affordances relate to the concept of task oriented vision [15,22].
According to this notion, a Computer Vision system should be de-
signed with a specific task in mind. This is put in contrast to Marr’s
[20] general purpose vision paradigm. The intended task will affect
what aspects of the world are perceived and processed, as well as the
design of the whole system. The inspiration comes from human vi-
sion; psychophysical experiments [44] indicate that humans indeed
only perceive the aspects of the world relevant to the task at hand.

Ikeuchi and Hebert [15] exemplify task oriented vision by com-
paring two systems designed to solve two different grasping tasks.
Miura and Ikeuchi [22] point out that knowledge of the task should
be used to ensure that only relevant information is extracted.
Although the rapid development of computational power has
made this issue less critical today, it is still valid. In our learning
from human demonstration method, the robot only includes ob-
jects near the human hand in the action-object analysis, rather
than trying to model all objects in the scene.

2.2. Contextual recognition

There has been a large recent interest in contextual recognition
within the Computer Vision community.

Fig. 1. Representing objects in terms of functionality and affordances. Top: Semantic, appearance-based categories. Bottom: Functional, affordance based categories.
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One type of contextual information for object detection and rec-
ognition is text. The caption of an image says something about
what objects can be expected in it. When labeling images accord-
ing to object content, any captions should therefore be taken into
account. Caption-guided object detection can be used to segment
the image into object regions and associate them with object labels
[4], or to automatically label or cluster a large set of unlabeled
images with captions given a smaller set of labeled images with
captions [29]. Prepositions and comparative adjectives can also
be used to discover spatial relations between objects in the image
[13].

In [42,27,43], the scene itself, the ‘‘gist” of the image, is used to
guide object recognition. The scene itself is a strong prior cue as to
which objects can be expected and where they are most likely to be
found. Similarly, in [21], actions and events are recognized in mov-
ies in context of the scene. Events can even be recognized from sin-
gle images [19], if object and scene context is exploited.

Object recognition can also be guided by observations of human
interaction with the objects. Moore et al. [25] provide a Bayesian
framework for recognizing objects based on contextual informa-
tion from other objects, human actions being performed on the ob-
ject, and the scene. In [28], human actions are used to infer object
class. Reversely, recognition of manipulation actions can be guided
by knowledge about the objects involved. Wu et al. [47] represent
kitchen activity solely in terms of the sequence of objects in con-
tact with the hand during the activity. These approaches all relate
to the work presented here, with the addition that we perform
simultaneous recognition of actions and objects in context of each
other.

The idea of simultaneous object-action recognition has been
exploited before. In [9], primitive actor-object interactions such
as grasp cup, touch spoon, are learned from video. We model more
high-level actions, which might involve grasping, touching, etc.
Gupta et al. [14] use an approach similar to ours to recognize ac-
tions and objects in context of each other. The main difference,
apart from our affordance framework, is that they segment manip-
ulation action by detection of reaching motion. We instead incor-
porate the temporal segmentation into the recognition using a
conditional random field. This enables us to recognize actions fol-
lowing each other, without any special delimiter actions such as
reaching, putting-down or picking-up. Furthermore, they focus
on upper-body or whole body actions while we study hand manip-
ulation actions.

3. Features for classification

For our purposes, extraction of object and action features could
be done in a variety of ways [8,23] depending on the purpose of the
feature extraction. As opposed to many other action recognition
applications, it is here necessary to obtain the location of the hu-
man hand to find the object or objects involved. Furthermore, it
should be possible to recreate the recognized action with a robot,
which means that the hand position, orientation and articulated
pose should be retrievable from the action representation. This is
further discussed in Section 3.2 below.

3.1. Object features

Different actions involve different number of objects. For exam-
ple, the action pour involves two containers, one to pour from and
one to pour to, while the action sit involves one piece of furniture.
(We do not here separate between tools and other objects; this is
further discussed in Section 7.) The object state ot therefore en-
codes both the number and the classes of objects involved in the
action at time t.

The object state is approximated by a vector xo
t where each ele-

ment is the detection probabilities for each object class respec-
tively. At this preprocessing stage, objects are categorized
according to appearance into 6 semantic categories of the type
shown at the top row of Fig. 1: book, magazine, hammer, box,
cup, and pitcher. Section 5 describes how these object classes
are grouped according to observed human use.

All objects of the known range of classes in the neighborhood of
the hand are detected. We use sliding window detectors, one for
each object class. The detector for a certain object class searches
over image position, scale and height/width ratio in the image
plane, in the vicinity of the human hand (see Section 3.2). The
search limits for the sliding window detector in terms of window
size, aspect ratio and offset from the human hand are learned from
training data. Each window is classified as object or background
using a two-class support vector machine (SVM) [6]. Fig. 2 shows
example detections of the 6 different object classes.

A representation similar to histograms of oriented gradients
(HOG) [7] is used in the SVM classification. Gradient orientation
U 2 [0,p) is computed from an image window W as

U ¼ arctan @W
@y =

@W
@x

� �
where x denotes downward (vertical) direc-

tion and y rightward (horizontal) direction in the image window.
From U, a pyramid with L levels of histograms with different spa-
tial resolutions are created; on each level l, the gradient orientation
image is divided into 2L�l � 2L�l equal partitions. A histogram with
B bins is computed from each partition. In the SVM classification, a
window W is represented by the vector w which is the concatena-
tion of all histograms at all levels in the pyramid. The length of w is

thus B
PL

l¼122ðL�lÞ. In our experiments in Section 6 we use B = 4 and
L = 4.

In each classification step in the sliding window detection, each
object class is treated separately. For each object class, a two-class
SVM with an RBF kernel is trained with a set of feature vectors
{wfg} containing image bounding boxes with objects, and a set
{wbg} containing randomly chosen image windows. This basic object
classifier is suitable for deformable objects, where the range of object
appearances can not easily be parameterized; the range of appear-
ances spans a manifold with complex shape in the feature space. This
manifold is non-parametrically represented using the SVM.1

A sequence of object detections is denoted xo ¼ xo
t

� �
; t ¼ 1;

. . . ; T , where xo
t is a vector of detection probabilities for the 6

known object classes. Similarly, o = {ot}, t = 1, . . . ,T denotes the cor-
responding object state, where ot is an integer value, indicating
which combination of objects is involved in the action at time t.

3.2. Action features

A human manipulation action is to a very large degree de-
scribed by the articulated motion of the hand. We therefore use
the hand pose reconstruction method in [32] to reconstruct and
track the articulated motion of the hand in 3D.

The method is example based. In each time step, the hand is
first segmented from the image using skin color.2 The appearance
of the hand is compared to a large database (on the order of 105

1 For certain types of objects, one can of course create more accurate classifiers [8].
For example, rigid object appearance can be parameterized according to the object
orientation with respect to the camera. Such objects are often better classified with
several specialized classifiers, trained on different object views. Moreover, human
appearance can be parameterized according to orientation, type of activity and phase
in the motion cycle. Specialized classifiers can then be trained for different
orientations, activities and phases.

2 In its current form, the method can not separate the hand of interest from faces
and other hands visible in the image. A principled preprocessing approach is to
maintain an estimate of human pose, and use this estimate to guide the search for the
hand region of interest.
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examples) of synthetic hand views tagged with articulated pose and
orientation. Temporal pose consistency is enforced in the recon-
struction. Moreover, typical occlusions from objects in the hand
are modeled by including object occlusions in some examples in
the database.

A reconstruction example can be seen in Fig. 3. The reconstruc-
tion is quite crude with angular errors of 10–20%. However, the
method is functioning in real-time and is very robust to temporary
tracking failure. Our intended application is to understand the rela-
tionship between objects and hand actions (e.g., grasps) performed
on them on a semantic level. In other words, the object-action clas-
sification is intended for qualitative reasoning about which hand
actions apply to which objects, rather than for learning precise
hand motion from demonstration. Thus, speed and robustness in
the hand reconstruction is more critical than accuracy, which
makes the method described here suitable for our purposes.

To provide position invariance the global velocity of the hand is
encoded, rather than the global position itself. A hand pose is thus
defined by global velocity, global orientation, and joint angles. In a
manner similar to the object feature extraction, the hand pose at
time t is classified as being part of the actions open, hammer, pour,
or as not involved in any particular action. A separate two-class
SVM is trained for each type of action, rendering an open/none
classifier, a hammer/none classifier, and a pour/none classifier.

In the following, a sequence of single-frame action classifica-
tions is denoted xa ¼ xa

t

� �
; t ¼ 1; . . . ; T , where xa

t is a vector of
classification probabilities for the three action classes. The

corresponding action state is denoted a = {at}, t = 1, . . . ,T, where
at is an integer value indicating action class.

3.3. Correlation between object and action features

The temporal classifier described in Section 4 models explicit
semantic dependencies between manipulation actions and the
manipulated objects. However, there are also dependencies on
the feature level.

The shape of the hand encoded in xa
t gives cues about the object

as well, since humans grasp different types of objects differently,
due to object function, shape, weight and surface properties. Sim-
ilarly, the object detection results encoded in xo

t is affected by the
hand shape since the hand occludes the object in some cases. Fur-
thermore, there are temporal dependencies: xa

t�1 and xa
t are corre-

lated as are xo
t�1 and xo

t . This correlation within the data is implicit
and difficult to model accurately, but should be taken into account
when modeling the simultaneous action-object recognition.

4. Classification of object-Action data

Since we can expect complex dependencies within our action
data xa and object data xo over time, a discriminative classifier
which does not model the data generation process is preferable
over a generative sequential classifier like a hidden Markov model
(HMM) [30]. We thus employ conditional random fields (CRFs) [17]

Fig. 2. Detection of objects in human action sequences. (a and b) Books and Magazines are difficult to distinguish visually. (c) A Box (and its lid) look similar to a closed Book
or a Magazine. (a, e and f) Objects with non-discriminatory appearance (here Hammer) are sometimes ‘‘hallucinated”. (e) Objects (here Cup) are sometimes missed. (a–f)
Color coding: • = book, • = magazine, • = hammer, • = box, • = cup, • = pitcher. This figure is best viewed in color.

Fig. 3. Reconstruction and tracking of 3D articulated hand pose. Top: original frame. Bottom: reconstructed view (object not included in the pose description).

84 H. Kjellström et al. / Computer Vision and Image Understanding 115 (2011) 81–90



Author's personal copy

which are undirected graphical models that represent a set of state
variables y, distributed according to a graph G, and conditioned on
a set of measurements x. CRFs have previously been used to model
human activity, e.g. in [38].

Let C = {{yc, xc}} be the set of cliques in G. Then,

Pðyjx; hÞ ¼ 1
ZðxÞ

Y
c2C

Uðyc;xc; hcÞ; ð1Þ

where U is a potential function parameterized by h as

Uðyc;xc; hcÞ ¼ e

P
k

hc;kfkðyc ;xcÞ
ð2Þ

and ZðxÞ ¼
P

y

Q
c2CUðyc;xc; hcÞ is a normalizing factor. The feature

functions {fk} are given, and training the CRF means setting the
weights h, e.g., using belief propagation [17].

4.1. Linear-chain CRF

For linear-chain data (for example a sequence of object or action
features and labels), y = {yt} and x = {xt}, t = 1, . . . ,T as shown in
Fig. 4a. This means that the cliques are the edges of the model,
which gives

Pðyjx; hÞ ¼ 1
ZðxÞ

YT

t¼2

Uðyt�1; yt; x; htÞ ð3Þ

with a potential function

Uðyt�1; yt ;x; htÞ ¼ e

P
k

ht;kfkðyt�1 ;yt ;xÞ
: ð4Þ

Each state yt can depend on the whole observation sequence x – or
any subpart of it, e.g. the sequence fxt�C; . . . ; xtþCg, C being the con-
nectivity of the model.

4.2. Factorial CRF

In Section 3.3 we argue that there are correlations between ac-
tion observations xa and object observations xo implicit in the data.
We make use of this correlation on the data level by not imposing a
simplified model on the data generation process and instead using
a discriminative classifier, CRF. However, there is also an explicit,
semantic correlation between actions and objects on the label le-
vel, as discussed in the introduction. This correlation can be mod-
eled using a factorial CRF (FCRF) [41]. Fig. 4b shows an FCRF with
two states, action class at and object class ot, for three time steps
t = 1, 2, 3. The cliques in this model are the within-chain edges
{at�1, at} and {ot�1, ot}, and the between-chain edges {at, ot}. The
probability of a and o is thus defined as

Pða;ojx; hÞ ¼ 1
ZðxÞ

YT

t¼1

Uðat; ot; x; htÞ

�
YT

t¼2

Uðat�1; at ;x; ha;tÞUðot�1; ot; x; ho;tÞ: ð5Þ

The weights h are obtained during training, e.g., using loopy belief
propagation [41].

5. Object-action recognition using CRF:s

Using the approach described above, the actions and objects in a
stereo sequence of human activity can be both temporally seg-
mented and classified, using a CRF in a sliding window manner
over time.

An FRCF structure of length T = 3 is trained with X object-action
patterns (o, xo, a, xa), also of length T = 3, involving Y different ac-
tion classes and Z different object classes.

A new sequence (vx, va) of length s can now be segmented and
classified using this model. For each time step t = 2, . . . ,s � 1, the
pattern vx

t�1;vx
t ;vx

tþ1;va
t�1;va

t ;va
tþ1

� �
renders the classification xt,

at.
Objects can also be ordered into affordance categories using

correlation information extracted from the training data (o, a). This
is represented with a correlation matrix C where element Cij indi-
cates the degree to which object class i can be used to perform ac-
tion j.

6. Experiments

The feature extraction and classifiers were implemented in
Matlab, using the LibSVM toolbox [5] and the CRF toolbox by
[26]. The object and action feature extraction methods described
in Section 3 were first evaluated (Sections 6.1 and 6.2). We then
evaluated the temporal object-action segmentation and classifica-
tion. This is described in Section 6.3.

6.1. Evaluation of object classifier

HOG-like features has previously been shown [7] to be good im-
age representations, since it allows for high intra-class variability
(differences between class instances, lighting and pose variation,
etc.) while being discriminant with respect to inter-class variabil-
ity. To verify this, we evaluated the HOG- and SVM-based classifier
which is the basis of the sliding window object detector described
in Section 3.1.

We first experimented with the NORB dataset [18], which con-
tains five different classes of rigid objects; animals, humans, air-
planes, trucks, and cars with 10 instances of each, five for test
and five for training (Fig. 5). The database contains stereo views of
each object from 18 different azimuths and nine elevations in six
different lighting conditions. Only the normalized-uniform part
of the dataset, designed to test classification performance, was
used.

To evaluate the suitability of the HOG-like feature representa-
tion (Section 3.1) for modeling shape categories, a five-class SVM
was trained with features extracted from the NORB training
images. Table 1 left shows the results compared to others. Our clas-
sifier reached the same classification accuracy as a state-of-the-art
method for object categorization [18], which indicates that our
representation captures the specifics of a shape class, while allow-
ing a significant variability among instances of that class. In com-
parison, training an SVM on the raw image downsampled to a
size of 32 � 32 led to twice the classification error (a surprisingly
good result, as noted in [18], given that the task is object categori-

Fig. 4. CRF structures. (a) Linear-chain CRF [17], used for action or object
recognition. (b) Factorial CRF [41], used for simultaneous object-action recognition.
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zation, not instance recognition). Furthermore, we note that the
incorporation of stereo does not add much to the accuracy.

Certain robustness towards differences in color and lighting, as
well as small position errors of the object detection window, is also
desirable. In [18], this was tested by adding ‘‘jitter”, i.e. small trans-
formations to both the training and test set. However, this arguably
tested how the methods performed with a larger test set, rather
than how they could handle noise that was not seen before (not
present in the training data). Therefore, we did a variant of this
experiment where we added jitter to only the test set (Table 1
right). First, the overall brightness of each test image was varied.
Our feature representation was very robust to this noise, which
is expected since it relies solely on the gradient orientations and
not on their value. In comparison, the raw image classification er-
ror grew much quicker. Then, the test images were shifted verti-
cally and horizontally in a random manner. The feature
representation was more sensitive to this noise, but less so than
the raw image representation.

We then proceed to evaluate the performance of our classifier
for classification of the six object categories described in Section
3.1. We collected a dataset consisting of 4–6 different instances
of each class (Fig. 6a), with 330 views of each instance. Each object
instance was grasped and moved by a human in some views, and
the deformable objects were deformed (opened, pages flipped,
etc.) in other views. In each view, a quadratic bounding box of
the object was manually marked in the image. Our feature repre-
sentation used for training and classification was then computed
over this window.

Training and testing were carried out in a jackknife manner,
where one instance at a time of each class were removed from
the dataset during training, and used for testing. (Thus, the same
instance was never used for both training and testing.) For each

training-test data division, a six-class SVM was trained with the
feature representations. Fig. 6b shows the confusion matrix repre-
senting the mean classification result.

The experiments with the NORB dataset above indicated that
our representation allows certain intra-class variation, while being
rich enough to make inter-class discrimination possible. The confu-
sion between book and magazine, between book and box, and
between box and pitcher is therefore probably intrinsic to the
classes themselves. Books and magazines look very similar both
closed and with pages flipped (23% and 24% misclassification) –
the main difference is the thickness of the volume. Boxes look like
closed books (13% misclassification), but opened books and books
with pages flipped do not look like boxes (9% misclassification).
Hammers are hard to model with this classifier (7–14% misclassifi-
cations against other classes) since most bounding boxes around
hammers contains very much background. Pitchers are often mis-
classified as boxes (20% misclassification) since many of them look
quadratic from a side view, and as cups (30% misclassification)
since the shape of those object classes are very similar, with han-
dles and openings at the top.

The classes book and magazine, and pitcher and cup, are
good examples of object classes that are hard to distinguish from
appearance only.

6.2. Evaluation of action classifier

The action classification described in Section 3.2 was evaluated
in a similar manner. A dataset consisting of 8–12 examples of each
class of actions, performed with different objects and by four dif-
ferent individuals, was collected (Fig. 7a).

Training and testing were done similarly to the above, where
the examples from one individual at a time were removed from

Fig. 5. The 50 instances in the normalized-uniform NORB dataset [18] (for one lighting condition, elevation, azimuth each). Training data left, test data right.

Table 1
Results on the normalized-uniform NORB dataset, percent error. (a) Classification error percentage compared to results from [18], marked (LC). (b) Generalization test; robustness
to different amount of jitter in test data (training data unaltered).

Mono Stereo Brightness Shift

(a) Classification error (b) Robustness to jitter
Hist+SVM 6.4 6.2 ±0 ±10 ±20 ±30 ±3 ±6 ±9
Raw+SVM 12.6 (LC) – Hist+SVM 6.4 6.4 7.1 8 10.3 18.1 29.2
Conv Net – 6.6 (LC) Raw+SVM 12.6 (LC) 15.8 18 21 20.8 35.1 48.6
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the training data. Training was done on examples from the three
other individuals, and the resulting classifier was evaluated with
the examples of the fourth individual. Fig. 7b shows the confusion
matrix representing the mean classification result.

As with the object classification, there are certain confusions
intrinsic to the actions themselves. Most notably, open actions are
often misclassified as pour (35% misclassification), probably since
the global hand velocity is similar in these action, and since different
individuals configure their hands very differently while opening ob-
jects. On the other hand, pouring actions are much more distinct in
terms of hand articulation and velocity, and are more seldom mis-
classified as opening (13% misclassification). Due to its rapid vertical
velocity, hammer actions are easily recognizable.

The classes open and pour are good examples of action classes
that are hard to distinguish without contextual information, e.g.,
from objects involved in the action.

6.3. Classifying actions and objects together

Experiments with the object and action feature extractors in
Sections 6.1 and 6.2 showed certain confusions between classes,
which appeared to be intrinsic to the object and action classes
themselves. For example, books and magazines can not always
be distinguished by appearance only. However, they afford slightly
different ranges of actions, which means that the action observed
in connection to the object can be used to constrain the object

Fig. 6. Classification of objects of the six classes used in this paper. (a) The 33 instances used in the experiment. Three hundred and thirty views of each instance are provided.
Each object is grasped and moved by a human in some views, and the deformable objects are deformed (opened, pages flipped, etc.) in other views. (b) Object classification
confusion matrix (rows: true classes, columns: classification ratios).

Fig. 7. Classification of actions of the three classes used in this paper. (a) The 28 instances used in the experiment. Each instance is a sequence of hand velocities and
articulated hand poses, extracted separately from each frame. Each frame is considered as a separate data point. (b) Action classification confusion matrix (rows: true classes,
columns: classification ratios).
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classification. Similarly, action classification can be constrained by
the objects observed in the vicinity of the hand performing the
action.

In this experiment, we trained and evaluated an FCRF
(Section 5) with the 6 object classes and the three action classes
mentioned above, in the seven following combinations: open-

book, open-magazine, open-box, hammer-with- book, ham-
mer-with-hammer, pour-from-pitcher-into-box, and
pour-from-pitcher-into-cup. Thus, an open action can only
be observed together with either a book, a magazine or a box; a
hammer action only together with a book or a hammer; a pour ac-
tion only together with a box and pitcher or a cup and pitcher.

We collected a training set consisting of sequences in which
three different individuals performed all seven object-action com-
binations, using the first object instance from each class in the
evaluation set in Fig. 6a. Each frame of the sequences were labeled
with object (none, book, magazine, hammer, box, cup, pitcher,
box+pitcher, or cup+pitcher) and action (none, open, hammer,
or pour) ground truth. Only the frames with hand detections were
used for training.

The evaluation set consisted of a sequence where a fourth indi-
vidual performed the same object-action combinations, using the
same object instance. Only the frames with hand detections were
used for evaluation. (The frames with no hand were automatically
labeled as object none, action none.)

From each frame of each of the four sequences, object features
were extracted as described in Section 3.1. The 6 background/ob-
ject classifiers were trained with images of a fifth person handling
the object instances in the same way as in the training and evalu-
ation sequences. Action features were extracted as described in
Section 3.2. The three background/action classifiers were trained
on hand poses and velocities from the three training sequences.

An FCRF was trained with sequences of T = 3 consecutive frames
of object and action features from the training data, in all 1471
training examples. This FCRF can be expected to learn

1. allowed object-action combinations,
2. allowed temporal action transitions (in this dataset, only none-

action and action-none),
3. typical errors in the per-frame object feature extraction,
4. typical errors in the per-frame action feature extraction.

To provide a baseline, two individual CRFs were trained with se-
quences of T = 3 consecutive frames of object features and action
features, respectively. The object CRF can be expected to learn as-
pect 3 above, and the action CRF can be expected to learn aspects 2
and 4; none of them capture aspect 1.

The object-action FCRF and the two individual action and object
CRFs were used to classify the evaluation sequence. The classifica-
tion result is shown in Fig. 8.

First, it can be noted that many frames of the sequence contains
an object but actionnone; in other words, the human is doing some-
thing else with the object than opening, hammering or pouring. In
these frames, the object classification in the FCRF (Fig. 8, row 1) is
not supported by more information than the classification in the
separate object CRF (Fig. 8, row 2), since all combinations of objects
and action none are present in the training data. In the remainder of
the analysis, we therefore focus on the 184 frames where there is an
open, hammer or pour action taking place (red3 blocks below the
diagrams in Fig. 8, rows 3 and 4).

Fig. 8. Object-action classification over time. The depicted sequence contains seven object-action combinations: open-book, open-magazine, open-box, hammer-with-
book, hammer-with-hammer, pour-from-pitcher-into-box, pour-from-pitcher-into-cup. Time on x axis, Classification on y axis. White block = (F)CRF
classification during this time period. Grey block = classification ground truth during this time period. Ground truth object and action classifications are also indicated
with blocks below each diagram.

3 For interpretation of color in Figs. 2 and 8, the reader is referred to the web
version of this article.
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From the results in Fig. 8 we can conclude that both object and
action recognition are improved by the contextual information: For
the frames with an action taking place, the separate CRFs have a
correct object classification rate of 52% and a correct action classi-
fication rate of 46%. The FCRF, which takes contextual recognition
into regard, has a correct object classification rate of 60% and a cor-
rect action classification rate of 58%.

However, from an application perspective we are not primarily
interested whether each frame of an object-action combination are
correctly classified; the main focus is instead on whether the ac-
tion-object combination is detected and correctly classified at all.
From this perspective, both the FCRF and the individual CRFs de-
tected all seven object-action combinations, i.e., classified some
frames of each object-action combination as something other than
object none, action none.

The classification of the detected object-action combination is
here defined as the majority vote among the classifications in the
frames of the detection. The FCRF (Fig. 8, rows 1 and 3) detected
the seven following object-action combinations: open-book

(correct), open-book (incorrect but allowed),4 open-box (cor-
rect), hammer-with-book (correct), hammer-with-hammer

(correct), pour-from-pitcher-into-box (correct), pour-

from-pitcher-into- cup (correct). This concords with the
findings in the experiments with the object feature extraction
above: Books are often detected as magazines and vice versa
(see also Fig. 2a and b), and they both afford opening, which
means that the contextual action information could not guide
the object classification in the second object-action combination.
The inclination to classify the magazine as book in Fig. 8, rows 1
and 2 could be due to coincidences in the training and evaluation
data – there were more images of books than magazines in the
training data with the same orientation as the magazine in the
evaluation data.

The two individual CRFs (Fig. 8, rows 2 and 4) detected the se-
ven following object-action combinations: open-book (correct),
open-book (incorrect but allowed), open-box (correct), ham-
mer-with-book (correct), hammer-with- hammer (correct),
pour-from-pitcher-into-box (correct), pour-from-ham-

mer (incorrect).5 In the last combination, the object detection
was inadequate by itself, but the contextual action information
in the FCRF helped in inferring the correct object classes (Fig. 8,
row 1). Furthermore, the actions are more accurately detected by
the FCRF in the two last combinations (Fig. 8, row 3), than by the
individual action CRF (Fig. 8, row 4). The reason is most certainly
the contextual object information provided by the FCRF.

This shows that the FCRF is able to infer information about the
object and action present in a frame, not immediately apparent
from the present image information, from knowledge about which
object-action combinations are commonly observed in other
data.

The many spurious detections, particularly of hammer actions,
would pose problems to a learning from demonstration system
employing the classification method. One way to address this
problem is to increase the number of time steps in the FCRF, e.g.,
to use five or seven time steps instead of three. However, this in-
creases the number of parameters to learn; a larger set of example
sequences is then required to train the FCRF. Another measure to
take is to improve the feature extractors, so that the FCRF is fed
with cleaner data. This also requires much larger and more diverse
datasets; more individuals, more object instances, more action in-
stances performed by each individual.

7. Conclusions

This paper investigated object categorization according to func-
tion, i.e., learning the affordances of objects from human demon-
stration. More specifically, we presented a method for classifying
objects grasped and manipulated by a human in context of which
actions the human was involved in, and at the same time, classify-
ing human actions in context of the object involve in the action. An
FCRF was trained with short sequences of simultaneously ex-
tracted object and action features, modeling both information
about objects and action detection, and the likelihood of observing
different object-action combinations.

Experiments with a dataset of combinations of three actions
and 6 objects showed that the FCRF captured contextual depen-
dencies which could be used to infer information about both ac-
tions and objects not present in the image data. This improved
the classification of both actions and objects.

7.1. Future Work

In the applications of interest here, primarily learning from
demonstration, the requirement of fully labeled training data is a
limiting factor. Our intention is therefore to develop methods for
semi-supervised training of the FCRF, e.g., using co-training [2] with
an object and an action view.

A related avenue of research is the introduction of grammatical
structures to describe human activity [37]. These structures can be
considered as contextual information, guiding the classification of
individual actions and objects. The structures can be learnt in a
semi-supervised manner from a combination of the demonstra-
tions themselves and the human demonstrator’s utterances during
the demonstration.

A slightly more philosophical question regards the different
roles of objects in actions. E.g., the action-object combination ham-

mer-with-hammer- on-nail contains two objects, where ham-

mer is a tool and nail is not. Tools are tricky when reasoning
about affordances [12] – when used, they can be regarded as part
of the agent’s body. (A robotic agent can very well have a hammer
permanently attached to its body.) Thus, the division between
agent, objects and scene is not clear [46]. At present, our method
does not differ between tools and other objects in any principal
way. However, this will be addressed in future work.
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standing through motor primitives, Advanced Robotics 21 (13) (2007)
1473–1501.

[36] G. Shakhnarovich, P. Viola, T. Darrell, Fast pose estimation with parameter
sensitive hashing, in: IEEE International Conference on Computer Vision, vol. 2,
2003, pp. 750–757.

[37] Y. Shi, A. Bobick, I. Essa, Learning temporal sequence model from partially
labeled data, in: IEEE Conference on Computer Vision and Pattern Recognition,
2003, pp. 1631–1638.

[38] C. Sminchisescu, A. Kanujia, D. Metaxas, Conditional models for contextual
human motion recognition, Computer Vision and Image Understanding 104
(2-3) (2006) 210–220.

[39] L. Stark, K. Bowyer, Generic Object Recognition using Form and Function, W.
Sci. Ser. Machine Perception and Artificial Intelligence, vol. 10, 1996.

[40] M. Stark, P. Lies, M. Zillich, J. Wyatt, B. Schiele, Functional object class detection
based on learned affordance cues, in: International Conference on Computer
Vision Systems, 2008, pp. 435–444.

[41] C. Sutton, K. Rohanimanesh, A. McCallum, Dynamic conditional random fields:
factorized probabilistic models for labeling and segmenting sequence data, In:
International Conference on Machine Learning, 2004.

[42] A. Torralba, Contextual priming for object detection, International Journal of
Computer Vision 53 (2) (2003) 169–191.

[43] A. Torralba, K. Murphy, W.T. Freeman, Contextual models for object detection
using boosted random fields, in: Neural Information Processing Systems, 2004.

[44] J. Triesch, D.M. Ballard, M.M. Hayhoe, B.T. Sullivan, What you see is what you
need, Journal of Vision (3) (2003) 86–94.

[45] M. Veloso, F. von Hundelshausen, P.E. Rybski, Learning visual object definitions
by observing human activities, in: IEEE-RAS International Conference on
Humanoid Robots, 2005.

[46] F. Wörgötter, A. Agostini, N. Krüger, N. Shylo, B. Porr, Cognitive agents – a
procedural perspective relying on the predictability of object-action-
complexes (OACs), Robotics and Autonomous Systems 57 (4) (2009) 420–
432.

[47] J. Wu, A. Osuntogun, T. Choudhury, M. Philipose, J.M. Rehg, A scalable approach
to activity recognition based on object use, in: IEEE International Conference
on Computer Vision, 2007.

[48] R. Zöllner, M. Pardowitz, S. Knoop, R. Dillman, Towards cognitive robots:
building hierarchical task representations of manipulations from human
demonstration, in: IEEE International Conference on Robotics and
Automation, 2005, pp. 1535–1540.

90 H. Kjellström et al. / Computer Vision and Image Understanding 115 (2011) 81–90


