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Abstract— A large number of peer-to-peer streaming systems resilient to node churn as forwarding decisions are takeedba

has been proposed and deployed in recent years. Yet, there ison the actual neighborhood information, but their efficienc
no clear understanding of how these systems scale and howdepends on the scheduling algorithm.

multi-path and multihop transmission, properties of all recent s | ks deal with th t of lti-t
systems, affect the quality experienced by the peers. In this pap everal works aeal wi € management of mufli-tree-

we present an analytical study that considers the relationship based overlays ([1], [2] and references therein) and with
between delay and loss for general overlays: we study the trade- scheduling algorithms for mesh-based overlays ([3], [8], [
off between the playback delay and the probability of missing a and references therein). There are also numerous propmsals
packet and we derive bounds on the scalability of the systems. We how to improve the robustness of the overlays to errors using

present an exact model of push-based overlays and show thateh di techni h f d i FEC
bounds hold under diverse conditions: in the presence of errors, coding techniques such as forward error correction ( ),

under node churn, and when using forward error correction and Multiple description coding (MDC) and network coding [6].

various retransmission schemes. The evaluation of the proposed solutions is mostly based
Index Terms— C.2.4.b Distributed applications, C.2.6.c Multi-  ©" simulations and small scale measurements; the andlytica
cast, C.4.e Performance attributes modeling of overlay multicast has not received much atbenti

There are a number of commercial deployments of overlay
multicast, e.g. [7], [8]. Commercial systems often serva-hu
dreds of thousands of peers simultaneously [9], yet little i

In an overlay multicast system streaming content is deliknown how they would behave if the number of concurrent
ered by utilizing the users’ upload capacities. Consedyentusers increased to its tenfold. We argue that there is a need
such a system is promising for the cheap delivery of streafor an analytical understanding of the performance of large
ing media to a large population of users. The architecturegstems in order to be able to design systems that can provide
proposed for overlay multicast (a.k.a. peer-to-peer siieg@) controllable and predictable quality under a wide range of
generally fall into one of two categories: multi-tree-bdis®  operating conditions.
mesh-based. Solutions of both categories utilize muliitpa The most important difference between overlay multicast
transmission. Multi-path transmission offers two advgeta systems and peer-to-peer content distribution, such derBit
First, disturbances on an overlay path lead to gracefulityualrent, is the delay aspect: data should be delivered to thesnod
degradation in the nodes. Second, the output bandwidtheof thefore their playout deadline. The probability that datavar
peers can be utilized more efficiently. before their playout deadline depends on the playback delay

Multi-tree-based overlay®llow the traditional approach of b: the lag between the time of the generation of a packet at
IP multicast: nodes are organized into multiple transrorssi the source and the time of the playback at the peers, as shown
trees and relay the data within the trees. The streaming dataFig. 1. The necessary playback delay for providing good
is divided into packets and packets are transmitted at roursfreaming quality may depend on many factors: the overlay’s
robin through the transmission trees, providing path dityer architecture and size, which determine the nodes’ distance
for subsequent packets in this way. The transmission trdesm the source; the per-hop delay distribution, the paldet
are constructed at the beginning of the streaming sessidn @nobability between the nodes and the error control salstio
are maintained throughout the session by a centralized oused; the scheduling of packet transmissions in pull based
distributed protocol. Node churn leads to the disconnaatio overlays; and the frequency of node departures and the time
the trees and hence to data loss, which is one of the maieeded to reconnect to the overlay in the case of multi-tree-
deficiencies of multi-tree-based overlays. based overlays.

Mesh-based overlays (also called swarmirfg)low the Our aim is to define benchmarking metrics for the perfor-
approach of batch peer-to-peer content distribution: sodmance evaluation of overlay multicast systems. Specificall
know about a subset of all nodes (their neighbors); they batfe consider two questions related to the playback delagt,Fir
receive data from and forward data to their neighbors. Themew fast does the probability of missing a packet decrease
is no global structure maintained, hence the schedulin@taf das a function of the playback delay. Second, how fast should
transmissions is determined locally. Mesh-based overdags the playback delay be increased to maintain the probaluaifity

I. INTRODUCTION
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source v Y v ;" We model the overlay as a directed graph= (V,E) with
l L ilxlm szl‘” N = |V| vertices. The set of vertices and edges can change over
T time due to node churn and due to the overlay management.
< iOverlay B We chose to omit the time dimension in our notation in order
I T W to ease understanding. Let us denotestie source of the
: \(Xem X4 e multicast, and byT; the spanning tree rooted at the source,
e oo J T through which the copies of packieteach the nodes M. In
A|"”c ‘-d'd'era;a;)'% a multi-tree-based overlay withtrees theT; are predetermined
o porents Playpack Py by the overlay maintenance entity and@ = E. In a pull-based

(a.k.a. mesh-based) overlay fReaare a result of local decisions
taken in the nodes, such that all eddesv) € T; are chosen
from E. E is maintained by the overlay maintenance entity.
missing a packet unchanged as the overlay’s size increases.et ys denote by the random variahlgv) the length of
Through the derived bounds we can define the factors thﬁé Simp'e Over|ay path fromto vin T-' and the peer-to_peer
influence the system scalability. The paper also presents [¥-hop delays by the non-negative random variablgs).
exact model of the temporal evolution of the data distrinti For example, in Fig. 1)L400(V) = 6 and Lgog(V) = 4. The
in overlay multicast, and uses the exact model to illusthat® gistribution of theX,(v) depends on many factors, e.g., the
the derived bounds can be interpreted. data distribution model (time spent for coordination beswe

The rest of the paper is organized as follows. Section dbdes), the probability of losses (due to churn and network
gives an overview of the related work. Section Il presentongestion), the nodes’ upload capacities, and the distanc
bounds on the playback delay and the scalability of tiffom the source (many proposed architectures place nodes
overlays based on the foundations of large deviation theagjth large upload capacities close to the source). Except fo
and on results on heavy-tailed distributions. We present Ifeorem 1 we assume that the peer-to-peer per-hop delays
exact mathematical model of overlay multicast systems gh consecutive overlay hops are not correlated and foll@av th
Section V. Section V discusses the delay bounds and t§&me probability distribution, i.e., thé(v) are i.i.d. r.v.s. The
performance of the overlays based on the exact mathematiggésible reasons of correlation would be overlay optiriorat
model, and we conclude our work in Section VI. based on geographic locations or per-hop-delays. Acogrdin

to recent measurement studies (e.g., [9]) neighbor seftecti
is however locality oblivious in practice, which supporte t
Il. RELATED MODELING WORK i.i.d. assumption.

. The time it takes for packetto reach nodes from s, given
The trade-off between the available resources and the L
o . at the length of the overlay path lisis the sum of the per
number of nodes that can join the overlay was studied er

overlay multicast systems utilizing a single transmisdi@e op delays. Let us denote this conditional end-to-end dajay

_ _ _ <l . i}
in [10]. The first models that describe the data distributio%' (1), Di(wl) = 51 Xn(v). Based on the c_o_nd|t|ona| end

. . t0-end delays we can express the unconditioned end-to-end
performance of multi-tree-based overlay multicast were- pr

posed in [11], [12] and showed that these systems exhibif §&Y to node/

phase-transition when using FEC. The effect of the forwaydi N-1

capacity on multi-tree-based overlays was investigatgd3h Di(v) = % Di(v.)P(Li(v) =1). 1)
using a queuing theoretic approach, and in [14] based on =1

a fluid model. The delay characteristics of a mesh-bas@te probability that node with playback delayb misses an
overlay were investigated in [4], and the authors showed arbitrary packet is P(Dj(v) > b). For our analysis we assume
exponential relationship between the playback delay aed tihat every packet reaches every node after some finite amount
packet missing probability. The analytical results présén of time, i.e., lim_. P(Dj(v) > b) = 0. Both multi-tree-based
there are limited to a specific packet forwarding algorithroverlays with retransmissions and mesh-based overlays can
and to complete graphs. In [15] the authors consideredfufill this requirement.

larger set of forwarding schemes, and showed the delay and

throughput optimality of a fresh-data first forwarding sctee
under certain conditions. In [16] the authors presented
analytical model of multi-tree-based overlays, which esras  First, we consider an overlay in whicN is a stationary

the basis of the analytical model presented in this work. Tipeocess, that is, peers may join and leave the overlay but
focus in [16] was on identifying the primary sources of delathe average and the variance of the overlay’'s size does not
in overlay multicast and on comparing different prioritiba change. In this cask;(v) is a stationary process as well. We
schemes. We are however not aware of analytical resultsscribe the analytical results separate for the cases thieen
neither on the scalability of overlay multicast architeetiin  per-hop delays<,(v) follow distributions with finite moment
terms of delay, nor on the effects of the playback delay on tgenerating functions (m.g.f.) and when they are heavedail
data delivery performance. that is, their m.g.f. is infinite.

Fig. 1. The playback delay and the time needed to connect tové@eay.

Ay, Playback delay in stationary state



Even though there is not much evidence of heavy-tailed end-By Lemma 1 the distribution dD;(v,1) has finite m.g.f. The
to-end delay distributions in the Internet, we can iderififyee end-to-end delap;(v) for an arbitrary packet and node is a
possible sources of heavy-tailed per-hop delay distidmsti linear combination of thé®;(v,1) as given by (1), so that the
First, medium access control protocols used on multi-accdsllowing lemma applies t®;(v).
broadcast channels often employ an exponential back-eff re Lemma 2: Consider the non-negative random variablgs S
transmission scheme, e.g., CSMA/CA and CSMA/CD, whion=1...N —1,N > 2) such that Ee®>] < « for some8 > 0.
can lead to heavy-tailed delay distributions at the linkelay Let the r.v. S be a linear combination of thg S= Zrtll PnSh
[17], [18]. Second, interactions with cross traffic at thewmek such thaty pi = 1, p > 0. Then Ee®S| < « for some6 > 0,
layer can lead to heavy-tailed distributions in the presenthat is, the property of finite m.g.f. is preserved througa th
of self-similar traffic [19]. Third, retransmission schesrthat operation of linear combination.
use an exponential back-off scheme at the transmissiom laye Proof: Recalling one of the basic properties of m.g.f.s,
or at the application layer can lead to heavy-tailed per-hdpr S= z,’:‘;ll pnSh, the m.g.f. of the r.vSis
delay distributions (e.g., long-range dependent like bigna

N-1 -
observed in the case of TCP on timescales of practical sitere E[ees] — Z an[eGSn] < Z E[eesn] < o.
[20]). =1 =]
Nevertheless, in the case of delay sensitive applicatlikes, n

streaming, per-hop delays with finite m.g.f. have practitgd By | emma 2, the distribution db; (v) has finite m.g.f., that
nificance. If the applications use some retransmissionrsehejs the end-to-end delay as seen by an arbitrary node for an
at the transport layer or the application layer, then lajeys  arpitrary packet has finite m.g.f. We can prove the following
originating in the network layer or in the link layer triggeftheorem based on results from large deviation theory [22].
retransmission requests at the transport or the applit@r.  Theorem 1: The decrease of the probability that an arbi-
The retransmissions cut the heavy tail of the lower laygfary node with playback delay b misses an arbitrary packet i
delay distribution, and if the employed back-off scheme ign gverlay with N nodes is asymptotically at least expoaénti
slower than exponential, e.g., uniform or polynomial, thie& i, p if the per-hop delays have finite m.g.f.
resulting per-hop delay distribution will have a finite nfi..g. Proof: From Lemma 1 and 2 it follows that the distri-
The case of finite m.g.fWe start the evaluation with pytion of D; (v) has finite m.g.f. In the following we show
the case when the per-hop delags(v) follow distributions  that the decrease d?(Dj(v) > b) is asymptotically at least
with finite moment generating functions (m.g.f), i.e., ahig exponential inb.
tailed distribution. First we show that if the per-hop delay Recall the Chernoff bound from large deviation theory. For

Xn(v) follow light tailed distributions then the end-to-end delahe average ofi i.i.d random variableX andx > E[X]
Di(v,I) from the sources to a nodev on an overlay path has

a light-tailed distribution as well, even if the per-hop aied P(szlxi > x) < e Mo, (5)
are not i.i.d. n— -

Lemma 1: Given non-negative random variables (K= wherel(x) is the rate function given by
1...n,n > 0) with marginal p.d.f f(x) and joint p.d.f

_ 0
f(X1,...,%) such that Ee”] < oo, then § = Sh_, X, has |(X) = mave.08x — In(E(€Y)).
E[€%%] <« as well, even if they are DOS'“YGW_C_O”eégted- Fig. 2 shows the rate functions for two distributions with
Proof: For independent r.v.s the proofis trivi#@[e™>] = gifferent parameters. The rate functibix) is convex for scalar

Mh_1E[e”]. For correlated r.v.s, we prove the lemmafor  random variables, is monotonically increasing (EX], )
2, induction can be used for> 2. Let us orderX; and X, and| (E[X]) = 0 [22]. For non-negative r.vX with E[X] > 0,

such that o f1(t)dt < [5 f2(t)dt for V x> %o (x0 > 0). Let tne derivative X}, > 1(x0)/%0 for all xo > E[X]. Conse-
Hok H H iotri ox X0 =
us denote byX;* a random variable that is distributed #5 quently, forx > E[X] anda> 1 we can write

but is in perfect positive dependence with (see [21] for a
definition), that isx; = g(x1) for some functiory. E[e?X1+X2)] I(@ax) > 1(x) + (ax—x)1 (x)/x = al(x) (6)
is a convex, monotonically increasing function, hence [21]

and hence
8% _ gref(XitX2)] « g[f*a+X5") n .
E[e™] =E[e ] < E[e/ 2 ). (2) P(zjzlxl > ax) < e @) < ganix _ (e—nl(x))a_ @)
Since there exist§’ > 0 such thatE[e*1] < oo, for all 0 < n
6 < ©'/2 it holds that We can senh =1 and apply (5) and (7) to the r.@;(v)
E[eesz] _ /oo /°° e(X1+X2>ef(X17X2)dX1dX2 P(Di (V) > b) < e"(b)7
0o Jo
< ooe(><1+91(><1))9f (x)dx () and —I(ab) —1(b)\?
< | 1(x)dx P(Di(v) > ab) <&@ < (e7!®)", (8)

< a(xo,0) +/ e219£1 (x)dxy < oo, (4) Eg. (8) holds for anya > 1, which proves the theorem. ®
%o The result is independent of the distributi®L;(v) =1),
where (3) holds because of (2) and (4) holds beca@se<x and holds whenever there is enough forwarding capacity in
for x> xo due to the ordering oK; and Xs. m the overlay. It is also independent of the number of packets i



(a)

(b)

B. Scalability

3 —b=1, n=10 12 —p=0.01
25|~ - ~b=05n=10 10/~ --p=0.05 In this section we evaluate the effect of the increase of the
2|~ B205n=20 ———— overlay’s size on the probability of missing a packet and on
<15 % s the necessary playback delay for keeping the packet missing
B 1 - . probability constant. To decouple the problem of scaling in
/ PR terms of playback delay and the problem of scaling in terms
b 2 of overlay maintenance we consider the scaling of the path
. S— T R 3 7 length distributionL;(v) given in our analysis: it is determined

by the overlay maintenance entity.

In the following we show that, under certain conditions, if
one would like to to keep the probability of packet missing
unchanged then it is sufficient to increase the playbackydela
the stream and does not make any assumption on the graghisportional to the the increase BfL;(v)]. Again, we treat the
connectivity or the distribution scheme, in particularddes case of light-tailed and heavy-tailed per-hop delay distions
not assume a complete graph. The simulation results pezsergeparate.
in [4] support our analytical result for pull-based ovedagnd The case of finite m.g.ftet the X,(v) be i.i.d. random
we show results later that support the theorem for mulé-trevariables withM(8) < . We note that there are no asymptotic
based overlays. results available for correlated r.v.s, but we conjecthed the

The case of heavy-tailed distributionsviost practical following theorem holds for correlated and for non ideritica
heavy-tailed distributions, such as the Weibull, the Ragetd distributed r.v.s as long a&[Xy(v)] is bounded from above,
the log-normal distribution, belong to the class of subexand leave the proof to be subject of future work.
ponential distributions, which is a subclass of heavyethii Theorem 2: The increase of the playback delay b needed
distributions. Hence, we focus on the case when the per-Hgpmaintain the probability of missing an arbitrary packet
delaysX(v) are i.i.d. and follow a subexponential distributionunchanged is at most proportional to the increase of the path
We recall the definition of the subexponential property dad ilength L(v).
relevant consequences from [23]. Proof: To prove the theorem we look for@> 0 such

Definition 1: (Subexponential distribution functioet % that fora>0
(i € N) be i.i.d. random variables with distribution function _ ) e
F(x) <1 for all x>0 Let us denote b¥ (x) = 1—F(x) the P(Di(v) 2 bjLi(v) =1) = P(Di(v) 2 b+d]Li(v) =1 +a). (13)
tail of F and byF “(X) = P(Xy +---+ X > X) the tail of the We use Chernoff's bound (5) on the deviation of the average
I-fold convolution of F. The distribution F is subexponaehti Of i.i.d. random variables [22], hence we rewrite (13)

X X
Fig. 2. Rate function for two distributions (%)= a+yb wherea=1 and
y has discrete uniform distribution g, n] and (b) geometric distribution
with failure probability p.

if Di(v) _ b Di(v) _ b+d
" PO > 210 =1 =P > 220 )~ 1)
™) ©) +a " I+a
F(x ' and express the upper bounds according to (5)
As shown in Theorem 5.2 in [23], the random sums of () _ (i (22) (14)

subexponential distributions can be characterized asvisl|

Let pi be a probability measure dvo. If We omit the base and rearrange the exponents to get

| {I(?)I(m)} :a|(t|)+i:). (15)

The right hand side of (15) is always positive. As the ratefun
tion is convex and monotonically increasing @a[X,(v)], )
we have the condition

Iip|(1+e)' < (10)

for somee > 0 andG(x) = 5>, piF'*(x), then

G(x
T Ip (12) b+d b
Fx ; TFa~T (16)
If p expresse®(Li(v) =1) then the condition (10) holds that is 4 a
because.i(v) < N. We can substituté&(x) by P(D;(v) > b) b < T a7)
andF(x) by P(Xy(v) > b) and based on (11) we can write _
which proves the theorem. ]

P(Di(v) > b) ~ E[L;i(V)|P(Xn(V) > b). (12) The following theorem establishes a similar results buhwit
respect to the increase of the mean hop-count as seen by a
Consequently, in the presence of subexponential per-hopde.
delays the packet missing probability is subexponential asTheorem 3: The increase of the playback delay b needed
well, i.e., the decrease of the packet missing probabibty fo maintain the probability of missing an arbitrary packet
asymptotically slower than exponential as the playbackydelunchanged is at most proportional to the increase of the mean
increases. If the per hop delay statistics are known, then thath length EL;(v)] if the standard deviation of the path length
packet missing probabilities can be predicted from (12).  distribution does not increase faster thanLEv)].



Proof: Let us recall the Chebyshev inequality and applg bound similar to Theorem 2 can be given. First we define

it to the end-to-end dela;(v) the class of distributions with a regularly varying tail.
var[Di(v)] Definition 2: A positive measurable function f is said to
P(|Di(v) —EDi(v)]| > A) < —a (18) be regularly varying with indext, denoted as & % (a), for
R if
The end-to-end delap;(v) is a compound random variable,a © ()
hence its mean iE[D;j(v)] = E[Li(V)]E[Xn(Vv)] and its variance Jim, f(x) =t >0 (23)
can be calculated as Definition 3: If a distribution function F has a regularly

var(Di(v)] = E[Li (V)]VarXa(v)] + EXa(VVarlLi(v)]. (19) varying tail with index—a, denoted as- € R (—a), then

_ _ _ F(x)=x"m(x), x>0 (24)
We can substitute (19) into (18) and introdube= A +
E[Di(v)]. Then forb > 2E[D;(v)] we get for some me R (0).
Distributions with regularly varying tail are, for examplée
E[Li(v)VarXa(v)] + E[X]?Var[Li(v)] . (20) Pareto and the log-gamma distributions. For distributiaith

P(Di(v) = b) <

(b—E[Li(V)]E[Xy(v)])2 a regularly varying tail and finite mean the following scalin
Consider now thaE[Li(V)|N = np] = (1+a)E[Li(v)|N = ny] law applies, similar to Theorem 2.
andVar[Li(v)|N = np] < (14 a)?Var|Li(Vv)|N = ny] then Theorem 4: If the per hop delay distribution has regularly

varying tail, then the increase of the playback delay b ndede
P(Di(v) > b(1+a)) < to maintain the probability of missing an arbitrary packet
(1+a)E[Li(v)]VarXn(v)] + E[X]?(1+a)?Var|L; (V)] unchanged is proportional to the increase of the averagé pat

= (b(1+a) — (L+a)E[Li(V)]E[Xn(V)])? length in the overlay.
(1+a)2E[Li (V) Var(Xn(v)] + E[X]2(1+a)Var[L; (V)] Proof: We prove the theorem by showing that the upper
< (O(1+a) — (1+QE[Li (V)]EXn(V)])2 bound of the playback delay increases in proportion with the
E[Li (v)]Var[Xn(v)] + E[X]AVar(Li (v)] number of hops. We look for d > 0 such that fora > 0
: (b—ELWEXMWIZ @D p(Di(v) > bIEILi (W] = 1) = P(Di(v) > b+ d)[E[Li(v)] = 1 +-a).
which is the same as the right hand side of (20). | (25)

Due to the subexponentiality and (22) we can find the upper

In general, (17) shows that it is sufficient to increase the 1d on the necessary increase of the plavback delay if we
playback delay at the same pace as the depth of the span lﬁ§ ad such that ssary'l S play y 1w

trees grows in order to maintain the probability of missin
a packet unchanged. Theorem 3 generalizes the result to the IF(b) > (I +a)F(b+d), (26)
growth rate of the mean hop count under certain conditions,  _ o

E.g., if the nodes’ distances from the source grovDdegN) WhereF =P(Xa(v) > b). SinceF € R (~a), (26) becomes
then the playback delay should be increased proportiotally lb~%m(b) > (I +a)(b+d) *m(b+d) (27)
the logarithm of the growth of the overlay to keep the packet

missing probability constant. Nevertheless, if the cdodi for somea > 1 andm. We can expresd/b as

of Theorem 3 are not satisfied then the playback delay might
have to be increased faster than proportional to the inerefs 9 < vl +a m(b(1+d/b)) —1. (28)
the mean hop-count. Consequently, one should not only look b~ I m(b)
at the mean of the hop-count but also at its variance. Sinceme & (0), for b — o we get
Unfortunately, the converse of the theorem cannot be
proved: therg is no upper bound on the increase of the d < a/1+§71§ 97 (29)
packet missing probability for constant playback delay fees t b | |
overlay's size growsbecause the increase depends on thghich proves the theorem far > 1. ™

shape of the rate function itself. (For certain classes of pe The asymptotic results of Theorem 1 indicate tliae
hop-delay distributions and hop-count distributions o=@ ¢ exponential decreasef the packet missing probability as a
derive asymptotic bounds based on the results shown in)[24]inction of the playback delays not a good measure of
The case of heavy-tailed distribution§or subexponen- the efficiency of a scheduling scherimeoverlay multicast:
tial distributions, based on Theorem 5.2 in [23], all scheduling schemes that manage to distribute the data to
, , all nodes have this property if the per-hop delays have finite
PDi(V) > b) ~ E[Li(V)]POG(v) > b), (22) m.g.f. Alternatively, the fact that the packet missing bttty
which means that the increase of the packet missing prolikecreases exponentially fast as a function of the playback
bility is proportional to the increase of the mean path langtdelay shows that the per-hop delays are light-tailed, besdo
This result does not give however any bound on how muciot show how the packet missing probability would change if
the playback delay has to be increased in order to maintain the overlay’s size increased (e.g., [4]). The results alsmws
probability of packet missing unchanged. In the following wthat it is necessary to control the asymptotic behavior ef th
show that for the class of distributions with a regularlyyiag per-hop delay at the application layer, in order to allow the
tail, which is a subclass of subexponential distributiod3][ efficient control of the playout positions in the overlay.



The scaling of the overlay path lengths with respect to thbe packet by one of these three strategies:
overlay’s size is however a good measure of the scalability(RP) from itspredecessoin treem. If the loss is due to node
of the overlay maintenance and packet scheduling algosithnehurn then the node will have to wait until a new predecessor
Theorems 2 and 4 show that the playback delay does not haéound.
to be increased faster than proportional to the increasheof t (RB) from a backup predecessor node, a node that is
overlay path lengths to keep the packet missing probabilitgrwarding packets in treen in the same level as the node’s
constant. It also means however that nodes should adjust tleetual predecessor. This scheme assumes that every node
playout positions (i.e., their playback delays) accordmghe maintains a list of backup nodes, but we do not model the
size of the overlay in order to avoid buffer underruns. Adverhead of maintaining such a list.
the same time, one cannot draw conclusions on the scalindRA) from a predecessor ianother tree A predecessor in
properties of the overlay by showing how the probabilitgnother tree is likely to be far away from the source in tree
of packet missing increases for a fixed playback delay asma hence the retransmission might take longer than using a
function of the overlay’s size. We refer to [25] for an examplbackup list.
where the authors showed the scalability according to Treor For the RP and the RB strategies, the level of nade the

2, and to [26] for an example where they did not. spanning tred; through which packetreaches itl(i(v)) is the
same as the level of nodan the tree in which packetshould
IV. DATA DISTRIBUTION MODEL be distributed (i modt(V)), i-€.,Li(V) = Limodt (V). For the RA

In the following we present an analytical model of aﬁtrategyLi(v) = Limodt(V), i-€., due to the retransmissions the
anning treel; can be deeper than the trees maintained by

overlay multicast system and use the model to verify theydel P _ . o
bounds discussed in Section Ill. The model was develop overlay maintenance entity. We will discuss other aspec
retransmissions in Section V-C.

with multi-tree-based overlays in mind (e.g., proposed 4
[1], [27], [28], [29]), but it can be extended to mesh-based
overlays. We quantify the performance of the data distitiout B. Analytical model
via the probabilityri(b) that an arbitrary node receives or can
reconstruct (i.e., possesses) an arbitrary packet in thdayv
within the playback deladp. If we denote byA,(b) the number
of packets possessed by nade an arbitrary block of packets,
thenti(b) can be expressed as the average ratio of the num
of packets possessed in a blockngfackets over all nodes, i.e.,
m(b) = E[S,Av(b)/n/N]. The probability of missing a packet
is directly related to the possession probabilRyD; (v) > b) =
1-1(b).

Let us denote by = maxyvLm(v) the number of levels in
the overlay. For simplicity, we assume that a node is in the
same level in the trees in which it forwards data. Similanlg,
ssume that a node is the same level in the trees in which it
oes not forward data, and denote the leveLpy: £m(v) for
nodes that forward data in level Typically, L—1<L; <L in
well-maintained multi-tree-based overlays. The modeldsui
on the simplifying assumption that the probability that al@o
is in possession of a packet is independent of whether anothe
o node in the same level is in possession of a packet. For frevit
A. System description we show equations for the case wheis a multiple oft, and
We denote the number of trees in the overlay thyWe the output bandwidths are equal for all nodes and large énoug
assume the existence of a tree maintenance entity (cemtlalito upload at the stream’s rate. Consequently, the number of
[27] or decentralized [30], [31]) that finds suitable pregiec successors) is equal for all nodes and, > t. We model the
sors for arriving nodes and for nodes that lose their prestecéehavior of the overlay in the presence of independent packe
sors due to node churn or preemption [1], [29]. We denote Iysses. We denote the loss probability on every overlay lyop b
Lin(v) the level of noder in treem. Packeti is distributed in p to ease understanding, but hop-dependent valupsah be
treem= (imodt) 4+ 1. To simplify the notation, we introduce used in the model. We show equations for the homogeneous
the notion of stripe, and say that packdielongs to stripen case here to ease understanding, though in Section V we
if it is distributed in treem. show results for heterogeneous output bandwidths and loss
We consider two forms of error control: forward erroprobabilities. Heterogeneous input and output bandwjditiss
correction and retransmissions. When forward error camect correlations and heterogeneous losses can be modeled by
(FEC) is used, the source addsedundant packets to everyfollowing the procedure presented in [32].
k packets, resulting in a block length o= k+c. We denote ~ We introduce random variables to model the one-way delay
this FEC scheme by FEC(n,k). Once a node receives atheagthe time it takes for a packet to travel between two nodes
packets of a block oh packets, it may recover the remainingf the overlay if it is not lost,Tyrs), the packet loss detection
c packets, and forwards the reconstructed packets if nagessimes (the time it takes for a node to detect that a packet will
Block based FEC can be used to implement PET and the MGt arrive, Ty, and the time it takes for a node to detect
scheme considered in [27], where different blocks (layefs) that a retransmission request or the retransmitted pacast w
data are protected with different FEC codes: the probgbilitost, T;q) and the time needed for retransmissions (the time
of reception for the different blocks depends on the stiengt takes for a retransmission request to reach its despimati
of the FEC codes protecting them. Tira, and the time it takes for a retransmitted packet to reach
We consider three retransmission schemes. A node tlla¢ requestorl,p). The subscripts are mnemonics, and we
detects a packet loss in striperequests the retransmission oflenote byfyx the probability density function (pdf) Ofxy in
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N N B [ S (), (30)
Node v" \/ Time where [y fara(t)dt = 1— p. If the packet is lost, the node
Level I hAe has to detect that it will not receive the packet from its

predecessor. The evolution of this state variable depends o

faia (Jo faia(t)dt = p), the pdf of the time necessary to detect
Fig. 3. Delivery of two packets to node. The first packet is njcket loss
delivered directly X (v) = Tqra). The second packet is received afterp
two retransmission request¥{(;1(v) = Tqid + Trid + Trra + Trrb)-

o, . (t—
Bj. (t)/otnj’lgt(U)fdld(U)dU- (31)

the paper. Fig. 3 shows some of the delays and their notationérhe node triggers a retransmission request at timethree

used in the model. The r.vX, of the model used to obtain cases: if it detects a lost packet from its predecessor ditgpr

. . to B3, if it receives a message about unsuccessful retransmis-
the delay bounds in Section Il can be mapped to the sums of - . o : o
. o sion according top; or if it detects that its retransmission
the Tyxx depending on the retransmission scheme used. ’

) __request message or the retransmitted packet had been lost
The key to the performance of the overlay is the pmbab”"ﬁccording tow;

pj,(t) that a node in level receives an arbitrary packet of
stripe j no later thart time after the first packet of the FEC Vi (1) = Bji(t) + @y (t) + Wi (t). (32)

block the packet belongs to is ready to be sent out from the o . )
source Let us introduce the binary random variatig, (t), The retransmission request arrives to the corresponding

such thatP(R; (t) = 1) = p;, (t). The probability that nodes predecgssor (determined by the retransmissign schemé used
receive data from other nodes is determined by the probabilf€Pending on the pdf of the one way defiay, (Jo~ frra (t)dt =

that a node that forwards data in a tree can forward the data P) t

to its successors. Hence, we introduce the probabilit[@(at) 0j1(t) :/ Yj,) (t—=0) frra(v)dv. (33)

that a node that is in levélin the tree where it forwards data 0

possesses an arbitrary packet in stripeo later thant. Fig. Let us denote by* the level of the corresponding predecessor
4 illustratespj(t) andRj(t) in an overlay witht =4, n=4 (e.g.,|"isl -1, -1 andL, for theRP, RBandRAretransmis-

and two levels. sion schemes respectively). The retransmitted packeearto

In the following we present a system of algebraic andf€ node according te;;, depending on the probability that
differential equations of convolution type that descrities the node addressed by the retransmission request posgesses
evolution of this probability. One can interpret the foliag Packet -, and depending on the pdf of the one way delay,
equations and variables as the state equations and the stawe(fo fro(H)dt=1—p).
space of a system, and the solution is the response of the dej (t) t
system to the input signal given by (39). ot :/0 Oji(t—u)m-(t—v)frp(L)du.  (34)

We describe the state of the nodes in levalith respect
to a packet in stripg by the following state variables. The
probability that by timet a node has received the packe
directly from its predecessor depends on the evolution 3
T[f7|71, the probability that the predecessor (in level 1 of

t
1 v [ 8 0V — Te e (f
the tree) possesses the packet and on the pdf of the forward @1.i(1) /0 0j4(t—0)(1=TG+(t = V) frp (U)dv. (35)

If the node addressed by the retransmission request does
?ot possess the requested packet, its negative acknowdedgm
frives to the node depending dny,

T Number of trees in the overlay

n FEC block length

k Number of data pkts. in FEC block
L Number of levels in the overlay

Oy Outdegree of node

Cv Output capacity of node

Block 1

1 2 3 4 5

Time
Source

) N Number of nodes in the overlay
Time N Number of nodes in levdl of the overlay

a

B

Level 1

Mean packet size

Stream bitrate

fux(-) | PDF of one way delay

Time p Pkt. loss probability on overlay hop

pj.i(t) | Prob. of packet reception in strigein level | at timet
(1) | Prob. of packet possession in stripén level | at timet
i(b) Prob. of packet possession with playback debay

Fig. 4. pj(t) and Rj,(t) for t; andt, and two blocks of data. L TABLE |
p22(t1) = 0.5, po2(t2) = 1, pas(ty) =0, paz(ty) = 0.5. IST OF NOTATIONS USED IN THE DATA DISTRIBUTION MODEL

Level 2




The node detects the retransmission failure (due to a I&t Modeling node churn

retransmission request or a lost retransmission) acaprain Following the arguments presented in [32], the effects of
node departures on a multi-tree-based overlay that employs
Wi () / ¥j1 (t—0) fra (V)do, (36) FEC can be incorporated in the model in the following way.
We denote byE[=] the mean time it takes for a node to find a
both @j; and yj,; being input for (32), andfy’ fia()dt = predecessor, bE[Q] the mean holding time of a predecessor,
1-(1-p)?. and by E[M] the mean node lifetime. Measured values for
Fina”y, the paCket is received by the node either directhﬁese quantities were shown in7 e.g., [1], [29] Let us denot
from its predecessor or through retransmission, that is by k = E[Q]/E[Z] the ratio of the average time before the
90 da (1) oe: departure of a predecessor node and the average time to find
pH()_ (1) i (t) 37
ot ot ot (37) a new predecessor as seen by a node. Furthgrmore, we denote
by a = E[Q]/E[M] the ratio of the average time before the
The probability of packet possession at titnéor stripe j  departure of a predecessor node and the average node difetim
depends on the packet reception probabipty(t) and the |f nodes havei disconnected predecessors upon their arrival

possibility of reconstruction using FEC. A node possessesten the average ratio of their disconnected predecessors a
packet of stripej either if it receives it by time or if it can seen by a random observer is

reconstruct it using the packets received in the otheresrip

. . o T+ia
e., it receives at leadt out of the remainingh— 1 packets, EA]l= ——— . 41
g==p &l T(K+a+1) (41)
f
TG, (1) =i () +(1-pju(t ;R" )2k, (38) One can then usp= E[4] in the model to estimate the over-
lay’s performance in the presence of node churn. Simulation
wherel; = | for stripes in which the node is fertile add= results in [32] verify the accuracy of this approach for FEC.

L, for stripes in which the node is sterile. For simplicity we

assume that nodes are in the same level in the trees in W@.hAppIying the model to pull-based systems
they do not forward data.

The initial condition of the problem is given by the time The model can be applied to pull-based systems given the

packets are ready to be sent out from the root node. If tqgmbu“on P(Li(v) =1) and the one way delay distributions

kets of FEC block t out thed B xxx(t). The distributions of botfi;(v) and fy(t) depend on
packe’s of an ock are sent out smoothed awg the scheduling algorithm used in the overlay, and it is olatsi

fime then of the scope of this paper to estimate them
f , .
T o(t) =H({t - (i —1)a/B), (39)
wherea is the mean packet sizB,is the stream’s bitrate and V. NUMERICAL RESULTS
H(-) is the unit step function. In the following we present numerical results obtained gisin

We solve the above system of differential-algebraic equgre exact model derived in Section IV, and show that the
tions numerically in an iterative way. For playback detethe hounds derived in Section Ill hold in the presence of various
value ofpj(t) has to be evaluated far< b+ (n—1)a/B. retransmission schemes and FEC.

Based on the probabilities’ 1(t) we can express;(b)
(1 <1 <L), the probability that a node thatliqiops away from
the source in the tree where stripés distributed possesses an . o
arbitrary packet before its playout deadline given the lptgk Ve model the propagation delay, by one of two distribu-

A. System parameters

delayb. The playout deadline for a packet in stripés t; = tions. The first distributipn is light-tailed, a normal dibution
P truncated at 180 ms with medf[D,] = 67 ms and standard
b+ (j—1)a/B, so that p
deviation Op, =21 ms extracted from a transit-stub network
m (b)) = pjit)+(1-pj; (t,—)P(Z R () > k). of 10* nodes generated with the GT-ITM topology generator
i#] [33]. The second distribution is heavy tailed, a shiftedelRar

distribution with CDFFRy(x) = 1— (1+x/b)™% z= 3 and
b=0.134 E[Dy] = 67 ms,op, = 116 ms). We consider the
n streaming of aB = 400 kbps data stream, and the capacity
Z Z )N (40) " of the source node’s output link i§(s) = 100 Mbps. The
o outdegree of the sourcé, is set to 50 throughout the paper
whereN; is the number of noddshops away from the source.for easy comparison and to ensure that the overlay is feasibl
We will show how to estimat®; for multi-tree-based overlays for all considered values of the number of trees [13], though
in Section V-B. the particular value o5 does not affect the validity of our
The computational complexity of the calculation isonclusions. The packet size is 1410 bytes. The distributio
O(L|fq]), where |f4] is the length of the vectors used toof the nodes’ output capacitie€\) and outdegrees)) is as
approximate the pdfs of the delay distributions. Asis in [4] and is shown in Table Il. Since the effect of the input
O(logN) in the considered overlays, the algorithm scales wedbpacity of the nodes is small on the results [16], we comside
with the number of nodes in the overlay. 10 Mbps for all nodes.

The probability that an arbitrary node possesses a packet
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Fig. 5. Packet missing prob. vs. playbackFig. 6. Packet missing prob. vs. playbackFig. 7. Packet missing prob. vs. playback
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one-way delays without and with retransmis-various back-off scheme&P, RTD, 1t =4, ent packet loss probabilities, and packet loss
sions,RP, RTD, 1=4, N=10% p=0. N =10% p=0.05. detection timest = 4, N = 10%.
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Playback delay (b) [s] Playback delay (b) [s]

The inter-arrival times of nodes joining the overlay areniform back-off scheme (UB) the RTO does not increase after
exponentially distributed, this assumption is supportgd Isuccessive failed retransmission requests. For the poliaio
several measurement studies, e.g., [34]. The sessionnigoldback-off scheme (PB) aftds successive failed retransmission
timesM follow the log-normal distribution, the mean holdingrequests the RTO is set & times its original value. For
time iIsE[M] =306 s (1=4.93,0 = 1.26) [34]. The nodes are the exponential back-off scheme (EB) afkesuccessive failed
prioritized according to their outdegrees as proposed @), [2 retransmission requests the RTO is set4ct2imes its original
hence large contributors are closer to the source in the trealue.
in which they forward data and reconnect faster to the trees. Methods two and three are idealized retransmission timeout
calculation methods. We denote BT Qs the case when the
loss of a packet is detected at the instant when it should have
arrived (if it had not been lost), i.e., an ideal loss detetti
We approximate the number of nodes in levél a tree via  a|gorithm, for which fqiq(v) = p/(1— p) fara(L). We denote
the recurrenceN; = 3¢ -1y v With initial condition Ny = py RTO,5 when a retransmission is requested 1 s after the
min(N, Os), whereR (I — 1) denotes the set of nodes for whichpacket or the retransmission request has been sent out. We
Lm(v) =1-1. E.g. if the outdegrees were homogeneougenote by NR when no retransmissions are used.
thenN, = OsO, . A real overlay’s structure differs from this
approximation due to node churn, but as simulation resufs The case of packet losses

show [12], [16], the difference does not have a significant _. . C
effect on the accuracy of the model. First, we show the effect of the tail of the distribution of

the one-way delay on the playback delay distribution and how
retransmission schemes can influence it. We change theftail o
C. Per-hop delay distribution and retransmissions the one-way delay by choosing the distribution®f to be
For the pdf of the one-way delayfds) and the retrans- light-tailed or heavy-tailed.
mission times {2 and f.,) we use the model described and @) Tail asymptotics:Fig 5 shows the packet missing
validated in [16]. The model captures the delay distribubm  Probability as a function of the playback delay for light-
the output links of the nodes as seen by the departing packédded and heavy-tailed one-way delays. There are no packet
the propagation delay®g) and the delay distribution on thelosses between overlay nodefs,l hence retransmission tsques
input links of the nodes as seen by the arriving packets. are sent only due to late arriving packets. For heavy tailed
We consider three retransmission timeout calculation me@ne-way delays retransmissions follow REscheme with the
ods. The first method (denoted WTD) calculates the re- RTD method, for light-tailed one-way delays we show results
transmission timeout (RTO) dynamically based on the meXAthout retransmissions. The figure confirms the analytical
and the standard deviation of the one-way delay and the rouf@Sults presented in Section lI: for light-tailed one-vemlays
trip-time (i.e., RTO= E[X,] +40[X,]), similar to the algorithm (LT) the playback delay decreases at least exponentialty, f
used by most TCP implementations. We consider three bafi@avy-tailed one-way delays the tail of the playback delay
off schemes in combination with tHeT D method to calculate distribution is heavy without retransmissions, even if FEC
the distribution of the time until a retransmission requiest IS used. In the presence of FEC the time until a packet is
actually generated (the distributions ®fiq andTyq). For the possessed is the minimum of two random variables: the time
until the packet would be received through the correspandin

B. Approximating the nodes’ distance distribution

Ratio | 15% 25% 40% 20% NR RP, RB RA | RetransmissionsNone, fromParent,
Cy 10 Mbps | 1 Mbps | 384 kbps | 128 kbps from Back-up parent or fromAnother tree
Oy 2.5 2t 0.75t 0.25 UB, PB, EB Back-off schemeUniform, Polynomial, Exponential
TABLE Il RTOg Idealized loss detection schemes
DISTRIBUTION OF NODE OUTPUT CAPACITIES AND OUTDEGREES TABLE Il

NOTATIONS USED IN THE FIGURES
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Fig. 8. Packet missing prob. vs. playbackFig. 9. Packet missing prob. vs. playbackFig. 10. Packet missing prob. vs. playback
delay for different retransmission schemesdelay for light-tailed one-way delays anddelay for heavy-tailed one-way delays and
T=4,N=10% various overlay sizes. various overlay sizes.

parent and the time to FEC recovery (which is #¥& order Nevertheless, for small delays a PB scheme might lead to a
statistic ofn— 1 random variables with finite m.g.f.). Henceslower decay of the packet missing probability than an EB
the tail of the distribution of the packet missing probapili scheme.

is determined by the tail of the per-hop-delay distribution
Nevertheless, FEC effectively decreases the packet rgissm
probability for given playback delay, and even though itreatn
change the tail behavior, it can make the decay of the pac
missing probability exponentially fast for practical pages.

Next we evaluate the packet missing probability as a
nction of the playback delay for the case of packet losses
nd light-tailed one-way delays. Fig. 7 shows results for

%4 RP scheme with the two different idealized methods for
RTO calculation. The figure shows results fér= 10* nodes

Our conclusion is similar for the different back-off scheane organized it = 4 trees. Despite the choice of a different RTO
the packet missing probability decays almost exponewtialit calculation method than the one used in Fig. 5, the curve for
for all three schemes for packet missing probabilities @icpr p= 0 in Fig. 7 looks almost identical to the curve for the light-
tical interest. The tails of the distributions have no pidt tailed one-way delay distribution in Fig. 5: the decreasthef
importance in this case, and the trunks of the distributemes packet missing probability is faster than exponential.sTisi
approximately light-tailed down to 13°. (A packet missing predicted by Fig. 2 (a), as the rate function for the discrete
probability of 1073 would lead to 1 packet missing its play-uniform distribution grows faster than linear. The ratediion
out deadline every 158earsassuming an HDTV streaming of the geometric distribution is however close to lineargy(Fi
channel at 20Mbps, i.e., approximately 2000pkts/sec)s T (b)), hence we expect that in the presence of losses the
phenomenon can be explained by that single retransmissiodiesrease of the packet missing probability is not much faste
are sufficient to achieve very low packet missing probaédit than exponential. This is supported by the curves that show
hence the effect of the back-off scheme cannot be observed.r&sults forp > 0. The slope of the curves is related to the
interesting question is whether the distributions’ taiéxctme slope of the rate function of the per-hop delay distribution
important as the overlay’s size increases. We will answier ththe steeper the rate function, the faster the decrease of the
guestion when discussing Fig. 10. packet missing probability. Though f&T O the RTO is big
I%)mpared to the per-hop delays and hence the packet missing

presence of packet losses without retransmissions and v bability decreases _almost In a stepwise manner, we still
retransmissions using the RP scheme, the RTD method 3 &erv_e_the exponential degay. _The curves _fo_r d|ffer_erﬁ los
the three back-off schemes. Without retransmissions (KR) tprobabllltles anq loss detection times show similar prisgsy
analysis of the asymptotic behavior presented in [12] willtti|ey only differ in the slopes of the curves.

respect toN,p and the FEC code applies timy,_..Ti(b): the Fig. 8 shows results without losses and with losges 0.1)
packet reception probability converges to the asymptibficafor the RP and the RA retransmission schemes for lighteaile
stable fixed point of the discrete dynamic system shown ame-way delays anRT Q. TheN = 10* nodes are organized
[12], and limp_.T(b) < 1. When using retransmissions wean T = 4 trees, and FEC(4,3) is used when indicated. We
see however the effect of the back-off scheme on the taibserve that in the presence of losses the exponential decay
behavior. The UB scheme leads to an exponential decaydafes not hold when retransmissions are not used just as in the
the packet missing probability, while the PB and EB schemease of heavy-tailed one-way delays. Again, the analydiseof
show a slower decrease. The use of FEC does not changeasymptotic behavior presented in [12] with respeditp and

tail behavior, but it can lead to an exponential decrease the FEC code applies thmy_..Ti(b), i.e., limp_.Ti(b) < 1.

the packet missing probability for practical values of ietd. Consequently, the assumptions of Theorem 1 are not ful-
For the PB scheme there is a difference between the fliled, because all nodes do not receive all data. When using
behavior (which is light-tailed) and the behavior for packeetransmissions, the decay is exponential, as shown by the
missing probabilities of practical interest (which shows eesults for both the RP and the RA retransmission schemes,
subexponential decrease): the figure suggests that PB teadwith and without FEC. FEC decreases the necessary playback
a heavier tail than EB, this is however only true for reldiive delay to achieve a certain packet missing probability, het t
small playback delays, and is explainedi8y> 21 for k< 6. exponential decay still holds for the reason explained feefo

Fig. 6 shows results for heavy-tailed one-way delays in t
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Consequently, an alternative of increasing the playbadkyde 10
in order to achieve a certain packet missing probability is
to introduce FEC. Nevertheless, the ratio of FEC redundancy
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o
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g
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has to be adjusted dynamically based on feedback from the s el - p=0
nodes. We observe a small difference between the results S0 \ :;,iE;S:i:EEFEC
obtained with the two retransmission schemes. Using the E o —P=0.LRA

. . . 10! ' —%—p=0.1,RA+FEC

RA scheme, retransmission of a packet in stnipdecomes S R < p=0.1,RP
possible only once nodes that do not forward data in tnee = 1 ‘ ‘ "X p=01.RP+FE]

N
o
&

o

receive the packet. These nodes are in the last level ofiyee Playback delay (b) [s] ©

and he.r?ce, we observe a ;Iow decay of the packet_ MISSIAY 11 packet missing prob. vs. playback delay for= 10%, node
probability close to the point where the curves with anghurn and three retransmission schemes.

without retransmissions separate. Surprisingly, theedbffice
between the results obtained with the RP and the RA schen&es
is small, especially when FEC is used, in which case the
decrease of the decay close to the point where the curves witti the following we show analytical results for the case of
and without retransmissions separate is significantly lemainode churn. For the reconnection and the disconnectiorstime

The case of node churn

as well. we use values similar to the measured data presented in [1]:
E[=] =5 s andE[Q] =200 s in the tree where a node forwards
b) Scaling behaviorAfter the discussion of the behaviordata, andE[=] = 30 s andE[Q] = 100 s in the trees where it

of the packet missing probability as a function of the pakbagloes not. (Nodes are disconnected with a higher probability
delay, we turn to the problem of scaling. Through numericéd the trees where they do not forward data.) In lack of a
examples we demonstrate the results of Theorem 2 and 4 measured distribution we model the reconnection tingith
, o a normal distributiorN(E[=],E[=]/3). Based on these values

Fig. 9 shows results for the RP retransmission scheme {g¢ |55 probability experienced by a node in a tree where it
various overlay sizes, light-tailed one-way delald, Qs and - ¢4\yards data g — 0.024) and where it does not forward data
T =4 trees. The figure supports Theorem 2: the horizontal 98P — 0.1968) can be calculated according to (41).
between the curves is constant, that is, both in the presenceye gistribution of the retransmission times depends on the
of losses and in the absence of losses it is enough to increase, nsmission scheme used. ForRiescheme retransmission
the playpack delay Ioggrithmically in ord_er_ to maintain th%ccurs once the new predecessor is found, hefgeis the
packet missing probability constant. Surprisingly howetee ¢ of the forward recurrence time of a renewal process with
smaller the playback delay needed to achieve a certain padkger renewal times [35]. For theRB and RA schemesfra is
missing probability for a given overlay size, the more s&rBi 55 giscussed in Section V-C. For all three schemes, we assume
is the overlay to the increase of the number of nodes. R retransmissions are asked from nodes that are present |
p = 0 the packet missing probability increases by orders tle overlay, i.e. & frra(t)dt = [ frp(t)dt = 1.
magnitude if the overlay's size increases by a factor of ten, kigyre 11 shows results for the case of node churn and the
for p=0.1 the increase is significantly smaller. Consequenthf, e retransmission schemes. As expected, the RB scheme,
even if one could achieve a low packet missing probabilityich involves significant control overhead, performs best
with a small playback delay, the playback delay should bg, hrisingly however, the RA scheme performs nearly as good
over-dimensioned to ensure that the packet missing prbiyabi 55 {he RB scheme, both without and with FEC. This is because
does not become too high if the overlay suddenly grows. \,nqer churn nodes experience more frequent losses in the tre

Fig. 10 shows results for heavy-tailed one-way delay@, which they do not forward data, i.e., far from the source:
various overlay sizes and loss probabilities using the pphen these losses occur, data is already available in large
retransmission scheme and the RTD method. For the uparts of the overlay, hence the additional delay introduced
scheme the packet missing probability exhibits a light, taPy the RA scheme is small. The RP scheme, due to the
and consequently we observe the same scaling propertied@ige retransmission delays, performs almost as bad as if
in Fig. 9 for light-tailed one-way delays. Fgr= 0 and for there were no retransmissions at all. Nevertheless, wenabse
the EB scheme the packet missing probability exhibits a hea}e exponential decay with a very slow decay rate. The bad
tail, but we can still observe the same scaling properties, i performance of the RP scheme suggests that resilience & nod
an increase of the playback delay with a constant is sufficigflurn in a multi-tree-based overlay requires retransomssi
to compensate for the tenfold increase of the overlay’s. si¢hemes that abandon the rigid structure of the trees, and
This behavior was predicted by Theorem 4. Furthermorédnverge towards pull-based architectures, e.g., the RA an
as predicted by (22), the increase of the packet missifi¢ Schemes.
probability at a given playback delay is proportional to the
logarithm of the ratio of the number of nodésg(Nz/Ny) VI. CONCLUSION
as the number of nodes increases frdin to N, because In this paper we presented analytical results on the data
E[Li(v)] ~ O(logN). There is however no such asymptotidistribution and scaling behavior of overlay multicastteyss
result if the packet missing probability follows a lighileal in terms of the playback delay and the overlay size. We dérive
distribution. general bounds on the streaming efficiency and the overlay
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scalability and gave a detailed model of peer-to-peerstigg [12] Gy. Dan, V. Fodor, and I. Chatzidrossos, “Streaming performance in

systems to interpret the presented bounds. multiple-tree-based overlays,” iBroc. of IFIP Networking May 2007,
: . . pp. 617-627.
Our asymptotic r_esglts_shoyv that the ta'l_ behavior of thes] Gy. pan, V. Fodor, and I. Chatzidrossos, “On the performance of
end-to-end delay distribution, i.e., the evolution of theket multiple-tree-based peer-to-peer live streaming,” Rroc. of IEEE

missing probability as a function of the playback delay, i§4] INFOCOM, May 2007.

. . . . R. Kumar, Y. Liu, and K.W. Ross, “Stochastic fluid theoryr fP2P
determined by the tail behavior of the per-hop delay di streaming systems,” iRroc. of IEEE INFOCOM May 2007.

tributions. If the per-hop delays are light-tailed, there th[15] Thomas Bonald, Laurent MassagiliFabien Mathieu, Diego Perino, and

ket missin r ili how n m icall [ Andrew Twigg, “Epidemic live streaming: optimal performancadie-
pac et ssing p obab ty Shows an asy ptOt cally attleas offs,” in Proc. of ACM SIGMETRICSJune 2008, pp. 325-336.

expon_ential_ (_jecrease as a fo_WCti_On _Of the p|a_ybaCk _delﬁ)é] Gy. Dan and V. Fodor, “An analytical study of low delay multi-tree-
while it exhibits a heavy-tailed distribution otherwiseheTtail based overlay multicast,” iRroc. of ACM P2P-TyAug 2007.
behavior of the per-hop deIays is dominated by the back-éW] Yang Yang and Tak-Shing Peter Yum, “Delay distributiafsslotted

. . ALOHA and CSMA," IEEE Trans. Communvol. 51, no. 11, pp. 1846—
scheme used for retransmissions. Nevertheless as théedetai 1857, 2003, PP

results show, back-off schemes that lead to a heavy-taded p18] Taka Sakurai and Hai L. Vu, “MAC access delay of IEEE 802DCF,”
hop delay distribution can still show an exponential demeag}g] IEEE Trans. Wireless Commurvol. 6, no. 5, pp. 1702-1710, 2007.

.. e . M. Lelarge, Z. Liu, and C.H. Xia, “Asyumptotic tail dishution of
of the packet missing probability in the range of practic end-to-end delay in networks of queues with self-similarssrtraffic,”

interest. Since the decrease of the packet missing pratyabil  in Proc. of IEEE INFOCOM March 2004.

reflects the characteristics of the per-hop delays it ismoﬂZO] Daniel R. Figueiredo, Benyuan Liu, Vishal Misra, andrDdowsley,
' “On the autocorrelation structure of TCP trafficComputer Networks

good measure of the efficiency of the overlay structure or of g 40, no. 3, pp. 339-361, 2002.

the stream distribution algorithms. [21] M Denuit, C. Genest, an#. Marceau, “Stochastic bounds of sums of
To assess the structure of the overlay one has to look at Cl’eg‘;”%%rltlgjkség‘;t“?gggi Mathematics and Economiesl. 25, no.

the scaling of the playback delay with respect to the overlgy; A. Schwartz and A. Weissl:_arge Deviations for Performance Evalua-

size. We showed that in an overlay in which the distance of the tion: Queues, communication and compufir@hapman & Hall, 1995.

; ; ; ; [23] Charles M. Goldie and Claudia #ppelberg, “Subexponential distri-
peers from the source is a logarithmic function of the oyésla butions,” A Practical Guide to Heavy Tails: Statistical Techniques fo

size, the playback delay does not have to be increased faster anaiysing Heavy Tails, Birkhauser, Bas&b97.

than the logarithm of the overlay’s size to keep the packi#] D. B. Cline, “Convolutions of distributions with expential and
missing probability constant. igg(;xponentlal tailsJ. Austral. Math. Soc. Ser, Aol. 43, pp. 347-365,
We presented a detailed model of a push-based overlgy; viktoria Fodor and llias Chatzidrossos, “Playback delay in niested

and showed that the asymptotic scaling properties holdgusin  peer-to-peer systems with random packet forwardingPrioc. of IEEE
various retransmission schemes and FEC. We concluded %t Future Multimedia NetworksSeptember 2008.

5 . X Fabio Picconi and Laurent Massouli, “Is there a futuse hesh-based
even simple overlay management solutions can provide good |ive video streaming?,” ifProc. of IEEE P2P Sept. 2008, pp. 289—298.

scaling properties. [27] V. N. Padmanabhan, H.J. Wang, and P.A Chou, “Resiliert-p&peer
. . . streaming,” inProc. of IEEE ICNP 2003, pp. 16-27.

The resu.I'IS presented in the paper prowde metrics to ASSB8F K. Sripanidkulcha, A. Ganjam, B. Maggs, and H. Zhang, h&T

the scalability of peer-to-peer streaming systems and give ~ feasibility of supporting large-scale live streaming apgiions with

basic understanding of the dependencies between streaming dynamic application end-points,” iRroc. of ACM SIGCOMM 2004,

. pp. 107-120.
performance, overlay and data transmission control. [29] M. Bishop, S. Rao, and K. Sripanidkulchai, “Consideripriority in

overlay multicast protocols under heterogeneous envirotsyien Proc.
of IEEE INFOCOM April 2006.
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