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ABSTRACT The architectures proposed for peer-to-peer streaming generally
fall into one of two categories: push based or pull based [1]. Solu-
tions in both categories utilize multi-path transmission. Multi-path
(fransmission offers two advantages. First, disturbances on an over-
ay path lead to graceful quality degradation in the nodes. Second,
the output bandwidth of the peers can be utilized more efficiently.

In this paper we propose an analytical model that describes the tem-
poral evolution of the end-to-end loss characteristics for live mul-
ticast streaming. We consider push-based architectures combine
with retransmissions and forward error correction (FEC). We use
the model to identify the primary sources of delay in overlay mul- .
ticast, and to investigate the possible ways of decreasing the re-_ Se\éera]! works dehal with t?_eh managerlnent of such overlays |([2'
quired playback delay. Based on the results we argue that in order ] an relerences therein). There are also numerous proposals on
to achieve good quality with low playback delays independent of NOW 10 improve the robustness of the overlays to errors using cod-
the overlay’s size, these systems have to adjust the FEC code ratd"9 techniques such as forward error correction (FEC) and multi-

dynamically. Our findings show that the available upload capacity ple dgscri_ption coding (MDC) [1]. The eyaluatipn of the proposed
is the key to efficient overlay multicast with low delay bounds. solutions is however mostly based on simulations and small scale

measurements; the analytical modeling of overlay multicast has not
. . . received much attention. We argue that if overlay multicast will
Categoriesand Subject Descriptors ever become successful, population sizes will exceed those consid-
ered in the literature in simulation and experimental studies, and
hence there is a need for an analytical understanding of the perfor-
mance and the scalability of overlay multicast systems.
General Terms Models that describe the data distribution performance of multi-
Performance tree-based overlays were first proposed in [4, 5, 6] and showed tha
if forward error correction is the only means of resilience then these
systems exhibit a phase-transition: the performance degrades un-
Keywords gracefully as the overlay’s size or the loss probability reaches a
Modeling, Overlay multicast, Delay, Data distribution performance threshold value. An approximate model was used in [7] to give
insight into the temporal evolution of the data distribution perfor-
mance. The effect of the forwarding capacity on multi-tree-based
overlays was investigated in [8] using a queuing theoretic approach,
1. INTRODUCTION and in [9] based on a fluid model. In [10] the authors derived a
Overlay multicast is considered to be a promising means for dis- bound on the required playback delay for a pull based overlay as-
tributing streaming content simultaneously to a large population of suming a complete graph and error free transmission. We are how-
users. Its success will depend on its ability to provide data trans- ever not aware of any general model of the effects of the playback
mission withlow delay and information los$n such systems peers  delay on the performance of multi-tree-based overlay multicast in
have to relay data with low delay, so that the possibilities of error the presence of losses, retransmissions and FEC.
recovery are limited. Consequently, the main problem to be dealt  This paper makes two important contributions. First, it presents
with is the propagation and thus the accumulation of losses, which an exact model of the temporal evolution of the data distribution
results in low perceived quality for peers far from the source. in overlay multicast in the presence of losses, retransmissions and
FEC. Second, it identifies the key factors that influence the required
1This work was in part supported by the Swedish Foundation for playback delay in overlay multicast, hence the minimum zapping
Strategic Research through the projects Winternet and AWSI. delay, and discusses the possible ways of minimizing it.
The rest of the paper is organized as follows. Section 2 describes
the considered overlay structure and error correction scheme. We
present the mathematical model in Section 3. Section 4 discusses
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ber of at least one tree, and in each tree it has a different parent

node from which it receives data. We say that a node thataps Conmection 4 _Playback

away from the root node in tremis in layerl of treee. We denote ~ [¢°777] time” "™~ deiay (b)

the maximum number of children of the root node in each tree by Arival Connected Playback  Playback
m, and we call it the multiplicity of the root node. o parents Pi#x+400 Pkt #x+600

Each node can have children in updoof thet trees @ is a
system parameter), called the fertile trees of the node. The nodeFigure 2: The playback delay and the connection time determine the
is called sterile in the other— d trees. If a noda has enough minimum zapping delay in overlay multicast.
capacity and is willing to forward data # children then we say
that the node has a total gf cogs. Ford > 1 the nodes balance
their cogs between trees, i.e., a node can have (i fal] cogs in Playback delay We define the playback deldyas the lag be-
each of its fertile trees. We denote the number of children of a node tween the time of the generation of a packet at the root node and
by I'" <y. We call an overlay well-maintained if the number of the time of the playback at the peers, as shown in Fig. 2. This lag
fertile nodes is maximal in every layer of its trees. Well-maintained does not depend on the time needed for a node to connect to the

overlays have the smallest depth for givéyt andd. For instance, overlay. It is however affected by node churn (e.g., the frequenc
in a well-maintained overlay with layers, each node is4 1 <L of node departures and the time needed to reconnect to the over-
hops away from the root node in its fertile trees, and1 <1 <L lay), by the node’s distances from the root and by packet losses. It
hops away in its sterile trees. is the effect of these factors that we aim to capture in the model.

One gets the minimum breadth trees described in [11difert, The zapping delay does not have to be more than the sum of the
and the minimum depth trees evaluated in [2, 11, 12]der 1. playback delay and the time needed to connect to the overlay.

The case k d <t was proposed in [8] to improve the overlay’s
?r:ijlshtgnl:irc]ldir;hum. Fig. 1 shows an overlay fér= 8,1t = 3, 3. DATA DISTRIBUTION MODEL
Tree management: The purpose of the tree maintenance algo- We quantify the performance of the data distribution via the prob-
rithm (centralized [11] or decentralized [12, 13]) is to find eligible ~ability Ti(b) that an arbitrary node receives or can reconstruct (i.e.,
parents for the nodes (arriving nodes, preempted nodes and nodefossesses) an arbitrary packet in the overlay within the playback
disconnected due to the departure of a parent) based on the parerielayb. If we denote byx; (b) the number of packets possessed by
selection criteria, such as closeness to the root and the priorities ofnoder in an arbitrary block of packets, thetib) can be expressed
the nodes. The results presented in this paper do not depend on th@s the average ratio of packets possessed in a block over all nodes,
particular algorithm used: our focus is on the performance of the i.e.,1(b) = E[3 X (b)/n/N].
overlay as a function of its structure, rather than the efficiency of ~We model the behavior of the overlay in the presence of inde-
the tree maintenance algorithm. In Section 4 we briefly describe pendent packet losses and retransmissions. We introduce the ran-
the tree maintenance algorithm used for the simulations. dom variableDy, the time it takes for a packet to travel between
Datatransmission and error resilience: We denote the stream’s  two nodes, given by its distribution functidiy (h), and probability
bitrate byB, and the average packet size &yThe root splits the density functionfg(h) = %Fd(h). The model builds on the simpli-
data stream intm stripes, with evenynt" packet belonging to the  fying assumption that the probability that a node is in possession
same stripe, and it sends the packets at round-robin to its childrenof a packet is independent of whether another node in the same
in the different trees. Peer nodes relay the packets upon receptionlayer is in possession of a packet. For brevity, we show equations
to their respective child nodes. We consider two means of error re- for the case whem is a multiple oft, andy" >t is equal for all
silience: retransmissions and FEC. nodes. Let us denote ythe number of layers in the overlay. We
Retransmissionare efficient if the loss of a packet can be detected assume that nodes are in the same layer in their fertile trees, and in
quickly, and if the retransmission request is sent to a node that is their sterile trees respectively, and we introdlige¢he layer where
present in the overlay and is in hold of the packet. The excess a node that is fertile in layeris located in its sterile trees. Typ-
bandwidth used by retransmissions is proportional to the loss prob-ically, L — 1 < L; < L. We will comment on the possible effects
ability, and is difficult to predict. of our assumptions and on the possible extensions of the model in
Block based FECe.g., Reed-Solomon codes, is used by the root: Section 3.3.
it addsc redundant packets to evekypackets, resulting in a block The key to the performance of the overlay is the probability
length ofn = k+c. We denote this FEC scheme by FEC(n,k). Once pj(h) that a node in layef receives an arbitrary packet of stripe
a node receives at ledspackets of a block ofi packets, it may re- j no later tharh time after the first packet of the block it belongs
cover the remaining packets. If a packet belonging to a fertile to is ready to be sent out from the rodtet us introduce the binary
tree is recovered, then it is sent to the respective children. Dupli- random variable; | (h), such thaP(R; (h) = 1) = pj i (h). Fig. 3
cate packets are discarded by the nodes. If the root would like to illustratespj (h) andR; (h) in an overlay witht = 4, n = 4 and
increase the ratio of redundancy while maintaining its bitrate un- two layers.
changed, then it has to decrease the source rate. In the following we present a system of algebraic and differen-
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L2 3 4 5 &8 7 8 Time where| fq| is the length of the vector used to approximate the p.d.f.
of Dg. AsL is O(logN) in the considered overlays, the algorithm
scales well with the number of nodes in the overlay.

For anyFg(h) for which limp_,.Fq(h) < 1, the analysis of the

Source

Layer 1 rime asymptotic behavior presented in [6] with respect\tg and the
FEC code rate applies tamp_,o1(b). If limy_oFq(h) = 1 then
limp_eTi(b) = 1.
Time . .
Layer 2 3.1 Approximating the overlay structure:

The number of fertile nodes in layéiof a well-maintained tree
can be approximated by the recurremde= 3. (_1)Y /d with
initial condition Ny = min(N/(t/d),m), where® (I — 1) denotes
the set of nodes fertile in layér- 1. The overlay’s actual structure
differs from this approximation due to node dynamics, but as our
simulation results show, the difference does not have a significant
effect on the accuracy of our model.

Figure 3: pj,(h) and Rj(h) for hy and hy and two blocks of data.
p22(h1) = 0.5, p22(hp) = 1, pa2(h1) =0, pa2(h2) = 0.5.

tial equations of convolution type that describes the evolution of
this probability. The probability that nodes receive data from other

nodgs is deteyrminedpby the grobability that a node that forwards 32 Path delay model
data in a tree can forward the data to its children. Hence, we in-
troduce the probabilitienjfﬁI (h) that a node that is in layérin its
fertile tree, possesses anbitrary packetin stripe j no later than

h. The evolution of the probability of packet reception in layer

(1 <1 <L)and stripej (1< j <n)is described by

For at mostr retransmission attempts and loss probabititwe
calculate the distribution ddy as

P =(1-p) 3 PIP(Dph+ iDret < h), )

whereDp is the per-hop-delay in the forward direction aDely
dpj.(h) h an}.c i_1(h=v) is the round trip time of a retransmission. We disregard the time
= / : fa(v)du. 1) needed to detect packet loss: not because it would be negligible but
oh 0 oh S .
B _ _ o because it is implementation dependent. Consequently, our results
The probability of packet possession at timéor stripe j depends  represent the best case scenario for retransmissions.
on the packet reception probability and the possibility of recon-  The per-hop-delagonsists of four components, the queuing de-
struction using FEC. A node in laykpossesses a packet of stripe  lay on the output link of the source node (with capa€yy), the

by timeh either if it receives the packet by tin(i.e., R; | (h) = 1) propagation and queuing delays on the paths between the nodes,
or if it can reconstruct it using the packets received in the other the queuing delay on the input link of the destination node (with
stripes, i.e., it receives at ledsbut of the remainingn— 1 packets, capacityCi,) and the processing delay in the nodes
i (h) :Pj,l(h)+(1—Pj,|(h))P(;Ra,|i(h) =k, Dpn = Diro+Dp+Diri + Dpr- ®)
17 For the considered block lengths and common streaming bitrates
wherel; = | for stripes in which the node is fertile ang= L, for the processing delayBy, (e.g., arithmetic operations for Reed-
stripes in which the node is sterile. Solomon coding) are negligible compared to other sources of delay,

The initial condition of the problem is given by the time packets and are not considered in this paper. o
are ready to be sent out from the root node. If the packets of an  The queuing delay on the input lik a node with input band-

FEC block are sent out smoothed ovey'B time then width Cj; can be expressed as
] o(h) = H(h—(j - Da/B) @ Dirs = Wh +/Cin > &/Gin, ™)
. ) ) whereW, is the waiting time of a packet in the input link’s buffer,
whereH(.) is the unit step function. anda/Cj, is its transmission time. The input link’s buffer can be

We ;olve .the at?ove .system of differential-algebraic equations y,qdeled by a @D/1 queue (assuming constant packet sizes), and
numerically in an iterative way. For playback delbythe value the delay can be negligible if the nodes’ input capacities are much
of pj(h) has to be evaluated for< b-+(n—1)a/B. higher than the stream’s bandwidth.

Based on the probabilitiels;I (h) we can expressr | (b) (1 < We can model the output queue as & @ /1 queue with batch
| <L), the probability that a node that is in laylen the tree where arrivals of constant sizeé" /d [14]. The queuing delay on the output
stripe j is distributed possesses an arbitrary packet before its play- link of a node with upload bandwid@oyt is
out deadline given the playback delay The playout deadline for _

a packet in stripg is hj = b+ (j — 1)a/B, so that Drr.o = Wour +13/Cour, ®)
whereWg,t is the waiting time of the first packets of the arriving

m(b) = pji(h)+(2—-pjy (hj))P(_; Riy (hj) > k) batches of packets in the output buffer of the node, laisda ran-
17 dom variable with discrete uniform distribution ¢h " /d]. If we
The probability that an arbitrary node possesses a packet is denote byu the link's utilization, i.e..u=I"/(tCou/B), then we
can rearrange (8) to
n o1 L
=-5% = ! Diro = W uld/r"at/B. 9
i(b) n jzl N I217'[“ (b)Ni, (4) tr,o out + / / 9)

Bandwidth resources (sometimes measured with the resource index
whereN; is the number of nodes in layepf the overlay. Cout/B, whereCyt is the average output capacity [15]) are usually



scarce in overlay multicast, henaéhas to be high to maintain the  one of the 16 nodes of the topology and used the one-way delays
overlay feasible, anBy o is potentially an important source of de-  given by the generator between the nodes (mean 67 ms, standard
lay. deviation 21 ms, maximum 180 ms). The delay between overlay
The round-trip-time of a retransmissiggmodeled as the sum of  nodes residing on the same node of the topology was set to 1 ms.
the propagation times and the queuing times as seen by a randonThe inter-arrival times of nodes are exponentially distributed, this

arrival in the corresponding queues assumption is supported by several measurement studies, €]g., [18
. N . B The session holding timég follow the log-normal distribution, the
Dret = Diro +Dp+Dtrj + Diro+Dp+Diris (10)  mean holding time i€[M] = 306 s [18].

e.9..D;; o is the sum of the remaining work as seen by a random ar- Treemaintenance: We assume that a distributed algorithm, such
rival in a G /D/1 queue and the transmission time of the packet, as gossip based glgonthms, Is used by the nodes to learn about other
a/Cout. For reasonable loss probabilities and modest link utiliza- nodes, and that it provides random knowledge of the overlay such

tion the influence of the retransmissions on the arrival processes a2 !N [15]. When a node wants to join the overlay, it contacts the

. - . g root and obtains a random list gf= 100 members of every tree.
itthe input and the output links is negligible, hence we do not model The root tells the arriving node in which trees it should forward

data: in the ones with the least amount of forwarding capacity. The
3.3 Discussion of the assumptions arriving node then uses the following parent selection procedure to

In the following we discuss the validity of certain assumptions find a parent. . .
made in the model. The model can be extended to include hetero- To SEkJTCt a parent_ in a tree, the n_ode sorts_ghn_aembers Itis
geneous losses by.following the procedure presented in [4] for the aware of into increasing order according to thelr dlstance_s from the

= . root, and looks for the first node that has available capacity or has a
minimum breadth trees. The effects of nodes with heterogeneous

. : . ; . .~ ~child that can be preempted, i.e., which has lower priority. We con-
:gﬁlf,f,:nd\,sgtggéi%aerédtvglggéf,vcgnub;ig‘rf;ufﬂ??ﬁg Lhoemrgogﬁgguzségs'esider two priority schemes: fertile nodes can preempt sterile nodes

Y. . d 9 in the NP scheme [12]; nodes with more cogs can preempt others
here to ease understanding, though we show results for heteroge-

neous output bandwidths. It is not clear vet how the model can ™ the P scheme [19]. If the node has to preempt a child, but itself
P ) ; Y S - has available capacity, then the preempted child can immediately
be extended to correlated losses without increasing its complexity.

: . become a child of the preempting node. Otherwise, the preempted
N_evertheles_s, _the effect_of_ correlatlons was evaluated in [7], so we child has to follow the parent selection procedure just like the child
dispense with its analysis in this paper.

nodes of a departed node.

Our results_ for leCk based FEC_appIy to PET and the MDC Unlike [15, 20], we do not force all nodes in the subtree of a
scheme conS|de_red n [11], where different blocks (layers) of dqta departed node to reconnect individually. We believe that forcing
are pro_t_ected with fj'ﬁerem FEC codes. The packet POSSESSION, | odes in a subtree to disconnect in a large overlay creates large
probability for the different layers depends on the strength of the control overhead and can lead to scalability issues
FEC codgs protecting them, and can be. calculated using the model. Datadistribution: The stream consists of 1410 b)./tes long pack-

Following the arguments presented in [16], the e_ffects of nodg ets. The nodes have a playout buffer that can hold 150 packets.
departures on an overlay that employs FEC can be incorporated mEvery node has an input and an output buffer of 80 packets each to

the mode_l in the following way. Let us denote kyhe ratio of the absorb the bursts of incoming and outgoing packets. We simulate
average time before the departure of a parent node and the aVerag‘iandependent packet losses on the input links of the nodes. To mea-

e, 1 SeT0tSurem), for every e e record he porion of packes tht
Y ge time P P possessdstime after they were sent out from the root.
node and the average node lifetime. If nodes hgwarents upon

their arrival then the average ratio of their disconnected parents as To obtain the results for a given overlay siewe start the sim-
g€ P ulation with N nodes in its steady state as done in [6, 8]. We set
seen by a random observer is

A = N/E[M] and let nodes join and leave the overlay for 5000 s.
t+ia The purpose of this warm-up period is to introduce randomness
t(k+a+1) 11 into the tree structure. The measurements are made after the warm-
up period during 1000 s and the presented results are the averages

One can then usp = E[Aj] in the model to estimate the overlay’s  of 10 simulation runs. The results have less than 5 percent margin
performance in the presence of node churn. Simulation results in of error at a 95 percent level of confidence.

[16] show the accuracy of this approach for FEC. For retransmis-

sions, the distribution of the time to find a new parent influences 4.2 Numerical results

the distribution of the retransmission time, unless a list of backup ) i

parents is maintained in every node. Consequently, our results rep- e consider the streaming ofta= 112.8 kbps data stream, and

resent an upper bound for the performance of retransmissions in thethe capacity of the root node’s output link is 10 Mbps, unless oth-
presence of node dynamics. erwise stated. We consider= 50 throughout the paper for easy

comparison, though the particular value mfdoes not affect the
validity of our conclusions. We chose to use a high value in or-

4. PERFORMANCE EVALUATION der to keep the effects of tree disconnections low in the simulations

In the following we first describe the simulation methodology according to [8].
then we present results obtained via the model and validate them We consider three scenarios with different utilizations of the in-

E[Ai] =

via simulations. put and the output links. In the first scenario (“inf.cap.”) the in-
. . put and output link capacities a@ = Coyt = 10 Mbps (the num-
4.1 Simulation methodol ogy ber of cogs per node is stif), and consequently the per-hop-delay

We developed a packet-level event-driven simulator and used theis determined by the propagation delays. In the second scenario
GT-ITM topology generator [17] to generate a transit-stub network (“inf.incap.”) the input link capacities ai€, = 10 Mbps, the out-
with 10* nodes. We placed each node of the overlay at random at put link capacities ar€q = 128 kbps, i.e., close to the stream’s
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bitrate. In the third scenario (“fin.cap.”) both the input and the gests that retransmission is more efficient than FEC for a given
output links’ capacities ar€qt = Cin = 128 kbps. overhead, we should remember that the time needed for detection
To see how the packet arrival process at the nodes affects thecan significantly worsen the performance of retransmissions, espe-
results, we consider two cases for the analytical model. First, the cially in the case of node churn.
best case scenario, when the arrival processes are determintsticbo  Since the effects dfj, on the results are small compared to those
on the input and on the output links of the peers. In this case of Coyt, in the following we only show results for the “inf.incap”
P(Wpr =0) =1 andP(Wo,t = 0) = 1 in (7) and (8) respectively.  scenario. Fig. 8 shows that a lower playback delay is sufficient for
Furthermore, if " is proportional to the nodes’ output bandwidths lower loss probabilities. By increasing the FEC redundancy one
[2], i.e., uis equal for all nodes, the expected value of the second can decrease the required playback delay for a given loss proba-
term on the right hand side of (9) independent of the distribu-  bility, but relying only on retransmissions one cannot influence it.
tion of the nodes’ output bandwidthsrigure 4 showst(b) as a The simulation results show similar behavior as the analytical re-
function of b for different tree structures gt = 0.1. The effect sults: the adequacy of the deterministic arrival process depends —
of the propagation delay on the required playback delay is small apart from the resource index — on how far the system is from the
compared to the effects of the output capacities, and decreases astability threshold discussed in [6].
t increases. It increases however as the output link capacities in- The ability to control the required playback delay is important as

crease, hence in high-bandwidth overlaép] ~ at/Cout) prox- well when the overlay’s size increases, as shown in Fig. 9. The re-

imity based neighbor selection can decrease the required playbackquired playback delay increases with the number of nodes, i.e., the

delay. number of layers both for FEC and retransmissions. We also ob-
Second, we consider Poisson arrivals. Figure 5 shofl$ as serve that the playback delay can be decreased by combining FEC

a function ofb for the same scenarios as Fig. 4. We observe a and retransmissions. Consequently, retransmissions are not suffi-
significant deterioration of the streaming performance due to the cient in order to maintain a constant playback delay in a growing
waiting times. overlay: the ratio of FEC redundancy has to be adjusted dynami-
Fig. 6 shows simulation results for the “fin.cap” and the “inf.incap” cally as the overlay’s size or the loss probability (due to network
scenarios. The results closely match the analytical results for the failures or node churn) increases.
deterministic arrival process. We conclude that the packet arrival ~ Fig. 10 shows the overlay’s performance for= 10%, t = 4,
process is regular even close to the stability threshple: 0.129 Croot = 100 Mbps for various output capacity distributions and cog
for FEC(4,3), see e.g. [6]) and farx 1. In the following we show allocations. In the case of homogeneous capacities Ght)=
analytical results obtained for the deterministic arrival process, as 256 kbps for all nodes; in the case of inhomogeneous capacities
it gives a reasonable match with the simulation results. (CI) Cout = 128kbpsfor 65 percent of the nodes, aGdyt = 512kbps
Fig. 7 shows analytical results for an overlay in which retrans- for the rest of them, similar to measured distributions shown in [2].
missions are used for error control. The required playback delay We call min-max fair (MM) allocation wheR" =y = |tCout/Cout
using retransmission is not significantly lower than using FEC with (so thatu ~ B/Coy for all nodes), i.e., nodes upload proportional
k/n=0.75, and shows similar behavior. Though this result sug- to their upload capacities. We call full utilization (FU) allocation,



6. REFERENCES

o
©
5}

%0 o e [1] V. Fodqr and Gy. @i, “Res_ilier_lce in live peer-to-peer
g e streaming,lEEE Communications Magazineol. 45, no. 6,
5 003 | June 2007.
2 - B=112.8,CHMM [2] Y-W. Sung, M. Bishop, and S. Rao, “Enabling contribution
g 002 f ngﬁggfﬁw 1 awareness in an overlay broadcasting systenirivc. of
3 ’ —o—B=112.8,CI,MM,P ACM SIGCOMM 2006, pp. 411-422.
g0 7 “4-B=L28CIFUNP) | [3] X. Liao, H. Jin, Y. Liu, L.M. Ni, and D. Deng, “Anysee:
e s ——B=112.8,CI,FU,P » 1. ) . I, 9,
0805 1500 2050 2500 3000 3500 4000 4500 5000 Scalable live streaming service based on inter-overlay
Piayback delay (b) [ms] optimization,” inProc. of IEEE INFOCOMApril 2006.
[4] Gy. Dan, V. Fodor, and G. Karlsson, “On the stability of
Figure 10: m(b) vs. b for N = 10%, p — 0.1, FEC(43), and various end-point-based multimedia streaming,Hroc. of IFIP

Networking May 2006, pp. 678-690.
[5] Gy. Dan, I. Chatzidrossos, V. Fodor, and G. Karlsson, “On
the performance of error-resilient end-point-based multicast

allocations of the nodes' output capacity. Deterministic arrivals.

whenl'" <y = |tCout/B| (so that 0< u < ¥ /(tCout/B) < 1), that streaming,” inProc. of IWQoSJune 2006, pp. 160-168.
is, some nodes contribute more upload capacity than their propor- [6] Gy. Dan, V. Fodor, and I. Chatzidrossos, “Streaming
tional share if there is abundant capacity in the overlay. P and NP performance in multiple-tree-based overlays,Piroc. of
stand for the prioritization schemes. IFIP Networking May 2007, pp. 617-627.

The results show that the required playback delay is stipulated [7] Gy. Dan and V. Fodor, “Modeling loss and delay in
by Cout of the contributornodes. The FU allocation of the nodes’ multi-tree-based overlay multicast,” submitted to IEEE

output capacities does not change the required playback delay sig- JSAC, Tech. rep. TRITA-EE 2007:016, March 2007.
nificantly neither for CH nor for Cl because it does not change the 8] Gy. Dan, V. Fodor, and I. Chatzidrossos, “On the

mean capacity of the contributor nodes; it only assigns more load performance of multiple-tree-based peer-to-peer live
to nqdes close to the root. N.evertheless, prioritization decreases the streaming,” inProc. of IEEE INFOCOMMay 2007.
requllredf pla)_/bacNk deijay asit decrea_s_es tkll_e nu:nber O_f layers OLthe [9] R. Kumatr, Y. Liu, and K.W. Ross, “Stochastic fluid theory for
over ay’ or givenN and output capacities. Less layers improve the P2P streaming systems,” Rroc. of IEEE INFOCOM?2007.
overlay’s stability when using FEC [6], but as shown, Jim, 1(b) - . . .
) d o ' [10] L. Massoulie, A. Twigg, C. Gkantsidis, and P. Rodriguez,
is not increased much by prioritization. The FU allocation com- “Randomized decentralized broadcasting algorithms.” in
bined with prioritization performs best in the considered scenario: 949 '
this combination can give considerable gains if a small subset of Proc. of IEEE INFOCOM2007.

[11] V. N. Padmanabhan, H.J. Wang, and P.A Chou, “Resilient

the nodes has high output capacity and is able to feed all nodes. M
For deterministic arrivals the source bitrate does not have a signif- Egerz-;o-peer streaming,” iroc. of IEEE ICNF 2003, pp.

icant effect on the required playback delay. Nonetheless, close to .

B = Cout the arrival process is less regular, queues build up, hence [12] M. Castro, P. Druschel, A-M. Kermarrec, A.Nandi,

the required playback delay increases. The simulations, not shown A. Rowstron, and A. Singh, S_plltStrean”m High-bandwidth

here for brevity, support these analytical results. multicast in a cooperative environment,”iroc. of ACM

We conclude, that the ways to decrease the required playback SOSP2003. . o o

delay are (i) decreasing the number of layers (by prioritization, FU [13] E. Setton, J. Noh, and B. Girod, “Rate-distortion optimized

allocation, and by increasing as much as possible), (ii) using an video peer-to-peer multicast streaming,Rroc. of ACM

adequate number of trees (though using a few trees only might im- APPMS 2005, pp. 39-48.

peril the stability of the overlay for given,k, p [7]), (iii) dynami- [14] J. W. CohenThe Single Server Queusorth-Holland

cally adjusting the FEC redundancy, and (iv) using a bitrate not too Publishing, Amsterdam, 1969.

close toCoyt. [15] K. Sripanidkulchai, A. Ganjam, B. Maggs, and H. Zhang,
“The feasibility of supporting large-scale live streaming
applications with dynamic application end-points,Hroc.

. of ACM SI MM2004, pp. 107-120.
5 C?ONCLUSION _ f ACM SIGCOMM200 07-120

In this paper, we presented a mathematical model to express the[16] Gy. Dan and V. Fodor, “Understanding multiple-tree-based
packet possession probability in multi-tree-based overlay multicast overlay multicast,” School of Electrical Engineering, KTH,

as a function of the playback delays of the peers. We identified the Tech. rep. TRITA-EE 2007:026, January 2007.

average available upload capacity at the nodes as the most imporIl7] Ellen W. Zegura, Ken Calvert, and S. Bhattacharjee, “How to
tant factor that influences the required playback delay in the over- model an internetwork " ifProc. of IEEE INFOCOMMarch

lay. The playback delay can be decreased by non-min-max fair 1996, pp. 594-602.

allocation of the peers’ forwarding capacities combined with prior- [18] E. Veloso, V. Almeida, W. Meira, A. Bestavros, and S. Jin
itization, if bandwidth resources are abundant and the nodes’ output oA hierarc’hical charac’terization ’of a live strearﬁing media’
capacities are inhomogeneous. Our evaluation shows that retrans- workload,” in Proc. of ACM IMG 2002, pp. 117-130.
missions and FEC have to be used together in order to achieve good[lg] ' '
quality overlay multicast with low playout delay: retransmissions
decrease the FEC redundancy needed to maintain the stability and
good performance of multi-tree-based overlay multicast. How to
adjust the FEC parameters based on feedback from the peers, an
how to extend the model to pull-based overlays will be subject of
our future research.

M. Bishop, S. Rao, and K. Sripanidkulchai, “Considering
priority in overlay multicast protocols under heterogeneous
environments,” irProc. of IEEE INFOCOMApril 2006.

({]20] P.B. Godfrey, S. Shenker, and Stoica. I., “Minimizing churn
in distributed systems,” iRroc. of ACM SIGCOMMZ2006,

pp. 147-158.



