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Abstract— Peer-to-peer content distribution has become
a major source of bandwidth costs for Internet service
providers (ISPs). One way for ISPs to decrease these costs
is to deploy caches for p2p traffic. To make efficient use
of the caches, in this paper we propose a cooperative
caching and relaying scheme that is compatible with the
existing business relations between ISPs. We formulate the
problem of cooperative caches as a resource allocation
problem, and show that it is related to the problem
of r-configuration studied in graph theory. We propose
a distributed algorithm to solve the resource allocation
problem, and show that cooperation leads to significant
gains compared to non-cooperative caching.

I. I NTRODUCTION

Peer-to-peer content distribution offers content
providers the promise of data delivery to a large
population of users without the need for big investments
in server capacity in terms of processing power and
access network capacity. The costs of the data delivery
are shared among the spectators - the end nodes - and
their Internet service providers (ISPs).

The delegation of costs from the content provider to
the ISPs led to frictions in the case of off-line content
distribution: with 50-70 percent of their network load
due to peer-to-peer file sharing applications, some ISPs
started to throttle the bandwidth of p2p file sharing
applications, which in turn introduced encryption to
avoid throttling (e.g., Bittorent and E-mule).

Peer-to-peer streaming, though still in its infancy, may
also turn into a major source of costs for ISPs once
it becomes popular worldwide. Large p2p streaming
providers serve more than 100 thousand peers simul-
taneously every day [1], [2], located mostly in China.
This corresponds to around 40 Gbps aggregate down-
load bitrate, but larger broadcasts with nearly 1 million
participating peers were also recorded [2]. Without any
collaboration between streaming providers and ISPs, one
can expect ISPs to start throttling streaming p2p traffic.

Locality aware peer selection could decrease the inter-
ISP traffic generated by p2p overlays, but despite its
potential benefits [3], measurement studies indicate that
such techniques are not widely used in commercial p2p
systems [1], [2]. Alternatively, ISPs can decrease their
inter-ISP traffic by employing caches for p2p traffic,
such as PeerCache for FastTrack [4]1. The deployment
and the maintenance of p2p caches incurs however costs,
hence ISPs are interested in making efficient use of these
resources.

In this paper we propose an architecture that enables
ISPs to use their p2p caches more efficiently. The
key elements of the architecture arecollaborating relay
nodes, i.e. caches, deployed by peering ISPs. The caches
of the ISPs cooperate to serve each others’ subscribers
and hence decrease the amount of IP transit traffic. The
proposed cooperation scheme can be applied to caches
for p2p file sharing systems, but we describe the scheme
in the context of p2p streaming systems (and hence we
use the termrelay instead ofcache from now on).

The proposed collaboration scheme offers several in-
centives for both ISPs and streaming providers. First, the
IP transit traffic of an ISP can be decreased by its own
relay nodes and by those of its peering ISPs at the cost
of increasing the peering traffic. Second, collaboration
between ISPs and p2p content providers is cheaper on
the long term than throttling p2p traffic. Third, the
relay nodes can improve the quality experienced by the
users, hence the architecture gives an advantage to early
adopters.

The rest of the paper is organized as follows. In
Section II we describe our model of peering relations
between ISPs. We describe the proposed application
layer peering scheme in Section III, and present resource
allocation strategies for the peering scheme in Section

1ISPs do not infringe copyright by caching and are not liable for
caching illegal content in the US and in the EU.



IV. We evaluate the performance of the proposed coop-
erative relaying strategy in Section V and describe the
related work in Section VI. We conclude our work in
Section VII.

II. BACKGROUND AND DEFINITIONS

ISPs ensure global reachability through buying IP
transit services and through maintaining bilateral or mul-
tilateral settlement-free peering agreements. Settlement-
free peering agreements enable ISPs of similar size and
geographic coverage to exchange IP traffic freely for
mutual benefit. Hence, the costs of peering are insensitive
to the short term fluctuations of the amount of exchanged
traffic (as long as the traffic does not cause congestion,
in which case a port congestion charge might apply
at public peering exchanges, e.g., at Lynx). IP transit
traffic is however usually charged according to the 95
percent rule (i.e., the client pays for the 95 percentile
traffic calculated over a month), and hence increased
traffic leads to an increased cost even on the short term.
Consequently, a caching or relaying scheme should strive
to minimize the IP transit traffic but may increase the
peering traffic as long as it is kept balanced.

We model the network of ISPs with a graphG =
{I ,E}. Each vertex ofG corresponds to an ISP and
there is an edge{i, i′} between vertexesi and i′ if
the corresponding ISPs have a settlement-free peering
agreement. We denote the minimum node degree inG
by δ, and use the notationP(i) for the set of neighbors of
i. We do not model multiple links connecting two ISPs
and we assume that peering capacities are sufficient to
carry all relayed traffic, hence we do not consider link
capacity constraints.

Let us denote the set of available p2p streaming chan-
nels byH , |H | = H. A channelh ∈H is characterized
by its bitrateBh, by its popularity (the number of peers
watching the channel)Nh, and by its popularity in ISPi
(the number of peers in ISPi watching the channel)N i

h.
We denote the IP transit traffic generated by channel
h in ISP i at time t without relay nodes bySi

h(t) =
f (N i

h(t),Nh(t),Bh(t)), and we make the assumption that
it is proportional toN i

h(t).

III. A PPLICATION LAYER SETTLEMENT-FREE

PEERING SCHEME

The architecture we propose is built on relay nodes
deployed at the ISPs. Each relay node monitors the
number of peers watching selected streaming channels,
and joins a channel as a regular peer once the channel
becomes popular enough. At the same time, the relay

node starts to act as the source of the p2p streaming
overlay for the channel it just joined. The members of
the relayed overlay will be the peers that reside in the
local ISP’s network and possibly in some peering ISPs’
networks, as shown in Fig. 1. We discuss the problem
of deciding when a relay node should join a channel in
Section IV. When the relative popularity of the channel
drops, the relay node gradually delegates the peers back
to the global streaming overlay and finally leaves the
channel. In the following we discuss two key technical
requirements of the proposed scheme and argue that the
scheme is technically feasible.

A. Monitoring of the popularity of channels

Commercial p2p streaming systems use (eventually
multiple) trackers for every channel, and the addresses of
the relay nodes can be known to these trackers. A relay
node acts as an additional tracker for the peers belonging
to the local ISP: it maintains a list of the channels and
the peers participating in the channels. Peers periodically
update their membership information just like they do
with the tracker of the streaming provider. Since the
number of ISPs (and hence relay nodes) is fairly low,
this solution is feasible.

B. Prediction of the popularity of channels

Caching strategies for p2p file sharing were discussed,
for example, in [5], and can be used for the prediction
of content popularity for p2p file sharing. We are not
aware of any work on predicting live streaming channel
popularity, but we believe that the diurnal variation [2] of
channel popularities and viewing statistics from content
providers can help in the prediction.

Source 1

ISP A ISP B

Source 2

Node A1 Node A2 Node B1 Node B2

IP transitIP transit

Relay A Relay B

Rest of the Internet

Fig. 1. Application layer peering architecture. Peers in both
ISP are served by relay node A of ISP A for Channel 1 and by
relay node B of ISP B for Channel 2 respectively. The relay
nodes are members of the respective global p2p streaming
overlays. Both ISPs save on IP transit traffic.
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C. Handover between overlays

Relaying requires that nodes be handed over from
one (possibly relayed) p2p streaming overlay to another
relayed overlay and vice versa. The handover has to
be smooth, but based on the flash crowd scenario with
over 800 thousand peers recorded in [2], we estimate
that an arrival or departure rate of up to hundreds of
peers per second can easily be handled with current
commercial systems. Consequently, the smooth handover
of thousands of peers can be done in a few minutes.

IV. RELAYING STRATEGIES

In this section we are interested in what relaying
strategies the ISPs should follow. Let us denote the
number of relay nodes installed at ISPi by Ki. We
describe the relaying strategy of ISPi at timet by a real-
valued functionrh

i,i′(t) : H × I ×R → [0,1]. rh
i,i′(t) = 1

corresponds to channelh being relayed toi′ at time t
and rh

i,i′(t) = 0 to it not being relayed. 0< rh
i,i′(t) < 1

corresponds to building up or tearing down the relaying
of the channel. The speed at which relaying can be
built up or torn down is application specific and is a
function of the number of users involved in relaying
in the case of peer-to-peer streaming (it would be a
function of the file size in the case of file sharing). We
will denote the maximum speed (in terms of number of
peers per time unit) of building up relaying and tearing
down relaying bydr+ anddr− respectively. We make the
natural assumption that a relaying resource can only be
used to relay one channel at a time, even when relaying
is built up or torn down.

Furthermore, we define the set of relayed channels in
ISP i at time t as ρi(t) = {h|∑i′∈I ⌊rh

i,i′(t)⌋+ ⌊rh
i′,i(t)⌋ >

0}, i.e., the channels that are relayed by ISPi itself and
the ones that are relayed to it by one of its peering ISPs.
We define the channel ranksRi

h(t) to reflect the ordering
of the channels with respect toSi

h(t) within ISP i, e.g.,
Ri

h(t) = 1 for the channel with highestSi
h(t). Without loss

of generality we uset = 0 to denote the time instance
when a relaying decision has to be made.

Using these definitions we can formalize the problem
of cooperative relaying (CRP) as a constraint optimiza-
tion problem

min. ∑
i∈I

∑
h∈H

Z ∞

0
Si

h(t)(1− rh
i,i(t)− ∑

i′∈P(i)

rh
i′,i(t))dt

s.t. : ∑
h∈H

⌈rh
i,i(t)⌉ ≤ Ki i ∈ I

rh
i,i(t)+ ∑

i′∈P(i)

rh
i′,i(t) ≤ 1 i ∈ I , h ∈H

dr− < Nh
i′ (t)

∂
∂t

rh
i,i′(t) < dr+ i, i′ ∈ I , h ∈H

⌈rh
i,i(t)⌉ ≥ ⌈rh

i,i′(t)⌉ i ∈ I , i′ ∈ P(i), h ∈H

The relaying strategies have to be chosen based on the
current relaying strategiesrh

i,i′(0), the expected evolution
of the channel popularitiesN i

h(t) and the resulting transit
traffic Si

h(t).
Local relaying: If the relay nodes are restricted to

feeding peers within the ISP then the optimal relaying
strategy of ISPi is the solution to the optimization
problem CRP with the additional constraint

rh
i,i′(t) = 0 i′ 6= i, h ∈H .

It is easy to see that in the static case, i.e., if the channel
ranksRi

h(t) do not change over time, theoptimal local
relaying strategy (OLR) that minimizes CRP is the one
that relays theKi channels that generate the most transit
traffic at any point in time.

OLR strategy: Set rh
i,i(t) = 1 for h ∈ ρOLR

i (t) =
{h|Ri

h(t) ≤ Ki}.
The number of relay nodesKi is chosen by ISPi

based on the channel popularity distribution such that the
marginal saving by installingKi + 1 relay nodes would
be less than its marginal cost.

Cooperative relaying: Typically, channels have
similar ranks at geographically nearby ISPs, so that the
relay nodes of nearby ISPs would possibly relay the
same channels. Cooperative relaying can make the use
of relaying resources more efficient by allowing relaying
between ISPs with a bilateral peering agreement between
them on the network layer.

Let us call the solution to CRP theglobally optimal
cooperative relaying strategy (OCR). If the ranking of
the channels is the same in all ISPs then finding OCR is
closely related to finding minimum dominant subsets of
I , a well-studied problem in graph theory. In particular,
for Ki = 1 (i ∈ I ) finding OCR is related to finding the
domatic numberD1(G) of graphG , i.e., the maximum
number of dominant subsets ofI [6]. For Ki = K ≥ 1 (i∈
I ) the problem is known as finding ther-configuration
of G , Dr(G), and was studied in [7]. Finding the
domatic number and ther-configuration are NP-complete
problems in general, and even approximating the domatic
number within a factorln|I | would imply that NP ⊆
DT IME(|I |O(loglog|I |)) [6].

There are three key differences between finding the
r-configuration of a graph and the resource allocation
problem considered in this paper. First, the number of
resourcesKi does not have to be equal in all ISPs.
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Second, channel ranks might differ in the ISPs. Third, it
is not necessary to relay the same channels to every ISP
for optimality even if the channel ranks are the same.

For small graphs and few relay nodes per ISP the exact
solution of CRP can be feasible, a centralized solution is
however not suitable for the scenario considered in this
paper as there is no authority that could enforce relaying
strategies to ISPs. Several distributed algorithms have
been proposed to approximateD1(G) [6], [8], [9], but
they require information about the two-hop neighbors
of the nodes and they do not generalize to arbitrary
inhomogeneous relaying capacities and reconfigurations.

Instead, we are looking for an algorithm that (i)
respects the confidentiality of the peering agreements
between ISPs, (ii) gives incentives to selfish ISPs for
cooperation, (iii) makes few changes to the relaying
strategies when the channels’ ranks change, (iv) and
maintains relaying balanced between ISPs.

First, we define the actual relay balance between ISPs
i and i′ as

γi,i′ = ∑
h∈H

Bh

Z 0

−∞
rh

i,i′(t)N
h
i′ (t)− rh

i′,i(t)N
h
i (t)dt. (1)

Let us call a relaying resource of ISPi allocable if (i)
it is not relaying any channel, (ii) it only relays within
ISP i (iii) it relays a channelh for which Ri

h(t) > |ρi(t)|.
We define the interest group of ISPi for channelh as
the sum ofNh

i′ for all ISPsi′ ∈ {i∪P(i)} andrh
i′,i′′(t) = 0,

rh
i′′,i′(t) = 0 for i′′ 6= i′.

The greedy cooperative relaying (GCR) strategy that
we propose in the following, works by always allocating
available relaying resources to the biggest possible group
of peers, and can be implemented in a distributed fashion
using a voting scheme.

GCR strategy: For a channel h 6∈ ρi(t), Ri
h(t)≤ |P(i)|+

Ki ISP i looks for ISP i′ ∈ {i∪P(i)} with an allocable
resource and with a maximal interest group. If such an
ISP exists (could be i as well), it is chosen as the relaying
ISP (in the case of a tie the ISP with higher relay balance
is chosen), otherwise the channel will not be relayed.

An ISP i does not start to relay any channel to any
ISP i′ for which γi,i′ is above its threshold.

In order to be able to follow the GCR strategy, each
ISP has to be informed about the number of peers
watching the channels in its neighboring ISPs.

V. PERFORMANCE EVALUATION

In the following we evaluate the gain of cooperative
relaying compared to local relaying. We quantify the gain

of cooperation in terms of the number of relayed chan-
nels instead of in terms of transit traffic. We believe that
this metric makes the results easier to interpret. Without
loss of generality we limit ourselves to the evaluation
of relaying strategies on a set of ISPsI connected by
peering agreements, i.e.,G is a connected graph. We
define the peering gain for ISPi as PGi = |ρi|/Ki, and
the mean peering gain asPG = 1

|I | ∑i∈I PGi. We focus

on the case when the channel ranksRi
h(t) = Ri′

h(t) for
all i, i′ ∈ I . We argue that this assumption is likely to be
valid for ISPs with settlement-free peering agreements
as they are typically within the same country or region.

The number of channels that can be relayed within
any ISP satisfies

|ρi(t)| ≤ Ki + ∑
i′∈P(i)

Ki′ . (2)

Hence, the higher the degree of an ISP, the higher the
peering gain it can expect. The mean peering gain can
be bounded by based on (2) byPG,

PG = 1+
1
|I | ∑i∈I

∑i′∈P(i) Ki′

Ki
≥

1
|I | ∑i∈I

PGi = PG. (3)

If the number of relaying resources is equal in all ISPs
(Ki = K) then (2) can be used to give a bound on the
number of channels that can be relayed inevery ISP.

Lemma 1: For an arbitrary connected graph G the
number of channels that are relayed in every ISP is
bounded from above

dK(G) = |∩i∈I ρ(i)| ≤ K(δ+1). (4)
Proof: The number of channels that can be relayed

in every ISP is ther-configuration ofG . The lemma is
then a direct consequence ofD1(G) ≤ δ+1 [7].
Note however that∩i∈Iρ(i) ⊆ ∪i∈Iρ(i), that is, not all
channels have to be relayed to all ISPs in the solution
to CRP.

We can also obtain a lower bound on the efficiency of
cooperative relaying under the OCR strategy.

Lemma 2: For an arbitrary connected graph G and
equal number of relaying resources in the ISPs, the
peering gain of every ISP is bounded from below by

PGi ≥ 2. (5)
Proof: For ther-configuration of a graphDr(G)≥

rD1(G) [7]. Furthermore, for any connected graph
D1(G) ≥ 2. The proof of the lemma then follows from
the definition ofPGi.
Consequently, ISPs can at least double the number of
relayed channels and hence eventually halve the IP
transit traffic through cooperative relaying compared to
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Fig. 2. Graph (1):δ = 1,
D1(G) = 2, |ρi| ≤ 3.
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Fig. 3. Graph (2):δ = 1,
D1(G) = 2, |ρi| ≤ 4.
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Fig. 4. Graph (3):δ = 3,
D1(G) = 4, |ρi| ≤ 4.
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Fig. 5. Graph (4):δ = 3,
D1(G) = 2, |ρi| ≤ 3.

local relaying if all of them deploy the same number of
relay nodes. We will use these bounds as a benchmark in
evaluating the efficiency of the proposed GCR strategy.

We evaluate the performance of the proposed GCR
strategy on five graphs. Graphs (1)-(4) are shown in Figs.
2 to 5. The number of ISPs is|I | = 8 in these graphs,
but the graphs have loops of different lengths and differ
in their domatic numbers. The 3-regular graph shown in
Fig. 4 is domatically full. The 3-regular graph shown in
Fig. 5 is however not domatically full, and shows why
the constraint on relay balance has to be included in
the distributed algorithm: sinceD1(G) = 2 but |ρi| ≤ 3,
the strategy of every ISP would be not to offer its
relaying resource for the two most popular channels but
to reserve it for the third most popular one. No ISP
can however follow such a strategy for a long time: its
neighbors will stop relaying to it due to its insufficient
relay balance. The fifth considered graph is given by its
adjacency matrix in Table I and represents the settlement-
free peering agreements between the major autonomous
systems in Northern Europe (Denmark, Finland, Norway
and Sweden). The graph was obtained based on the RIPE
whois database. It contains 17 nodes, the minimum node
degree isδ = 4, consequently, the domatic number of the
graph isD1(G)≤ 5, and forK = 1 the maximum number
of relayable channels ismaxi|ρi| = 16.

Fig. 6 shows the mean, the minimum and the maxi-
mum peering gain, andd1(G) obtainable with the OCR
strategy and with the GCR strategy. For graphs (1)-
(4) the number of subscribers is equal in all ISPs,
for graph (5) we used an estimate of the number of
subscribers of the ISPs [10]. We set∑h∈H N i

h = 104

and let the channel popularitiesNh
i follow a Zipf dis-

tribution with parameterα = 0.7 [11]. The particular
values of the channel popularities do not influence our
results, only their proportions. The figure shows that the
greedy strategy achieves close to optimal performance in
terms of mean, minimum and maximum peering gain on

graphs (1)-(4). Note the difference between finding ther-
configuration and the CRP on the results for graph (2):
the OCR strategies areρ1 = ρ5 = {4}, ρ2 = ρ7 = {1},
ρ3 = ρ6 = {2}, ρ4 = ρ8 = {3}. That is, only channel 1 is
relayed to all ISPs (d1(G) = 1), even though the graph’s
domatic number isD1(G) = 2. Using the GCR strategy,
both channels 1 and 2 are relayed to all ISPs, but the
mean peering gain is lower than with OCR.

We were not able to calculate the results for the
OCR strategy for graph (5) due to the complexity of
the solution. We can calculate however the upper bound
of the mean peering gainPG = 9.7, which shows that
the GCR strategy performs well: it leads to a gain of 4 to
7 in terms of number of relayed channels, even though
there is only one channel (the most popular one) that can
be relayed to all ISPs.

Fig. 7 shows the mean peering gain obtained with the
GCR strategy for the considered graphs in a dynamically
changing environment for one hundred iterations. To
model dynamism, at each iteration we swap the ranks of
two randomly chosen channels with neighboring ranks,
and recalculate the relaying strategies using the GCR
strategy starting from the previous relaying strategies.
The mean peering gain shows modest fluctuations due
to the changing channel ranks, and surprisingly, re-
configurations can sometimes even increase the mean
peering gain. For graph (3), for whichd1(G) = maxPGi,
the mean peering gain is not affected by the changing
channel ranks, as reconfigurations are not needed at all.
It will be subject of future work to test our algorithms
on measured traces of channel popularities.

VI. RELATED WORK

Cooperative content caching schemes were first con-
sidered for HTTP traffic. Hierarchical proxy caching
strategies [12] were proposed and evaluated, but the
performance metrics, i.e., cache hit ratio and speedup,
are different from the ones in the case of p2p systems.
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Several measurement studies [3], [5] considered the
caching of content for p2p file sharing and showed its
possible benefits in decreasing ISP traffic costs. There
are also several commercial products that help ISPs to
cache p2p traffic, such as PeerCache [4] and the Cache
Discovery Protocol [13]. In [14] the authors proposed an
application layer protocol that could use existing HTTP
caches to decrease the inter-ISP p2p traffic. The scheme
requires however fundamental changes in the application
layer protocols and it does not consider cooperation
between caches.

Finally, content distribution networks (CDNs) like
Akamai and CacheLogic offer caching of all kind of
content on a commercial basis, but their high costs render
them infeasible for many content providers.

To the best of our knowledge, we are the first to
propose and to give a mathematical formulation of a
collaborative caching scheme that makes use of the
settlement-free peering agreements between ISPs in or-
der to minimize the peer-to-peer traffic costs.

VII. C ONCLUSION

In this paper we proposed a cooperative caching
scheme that helps ISPs to decrease their bandwidth costs
caused by peer-to-peer content distribution systems. We

gave a formal description of the resulting resource allo-
cation problem, and gave bounds on the performance
of cooperative caching based on results from graph
theory. We proposed a greedy distributed algorithm to
solve the resource allocation problem, and evaluated its
performance on diverse ISP topologies. Our results show
that cooperative caching can lead to a significant increase
in cache efficiency. It will be subject of future work
to evaluate the applicability of results from distributed
algorithmic mechanism design [15], e.g., the use of a
market-based distributed mechanism.
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AS number 8642 3301 8473 1257 39651 3246 8434 2119 3292 2120 15659 1759 3336 16086 6667 3308 6785
AS8642 0 1 1 1 1 1 1 0 1 0 0 0 0 1 1 0 1
AS3301 1 0 1 1 1 1 1 1 1 0 1 1 0 0 0 0 0
AS8473 1 1 0 0 0 1 1 0 1 0 0 0 1 1 1 0 0
AS1257 1 1 0 0 0 1 1 1 1 1 0 0 1 1 1 0 1
AS39651 1 1 0 0 0 0 0 0 0 0 0 0 0 1 1 0 0
AS3246 1 1 1 1 0 0 1 0 1 0 0 0 1 1 1 0 0
AS8434 1 1 1 1 0 1 0 1 1 1 1 1 1 1 1 1 1
AS2119 0 1 0 1 0 0 1 0 1 1 1 0 0 0 0 0 1
AS3292 1 1 1 1 0 1 1 1 0 0 1 1 1 1 1 1 1
AS2120 0 0 0 1 0 0 1 1 0 0 1 0 0 0 0 0 0
AS15659 0 1 0 0 0 0 1 1 1 1 0 0 0 0 1 0 1
AS1759 0 1 0 0 0 0 1 0 1 0 0 0 1 1 1 0 0
AS3336 0 0 1 1 0 1 1 0 1 0 0 1 0 1 1 0 0
AS16086 1 0 1 1 1 1 1 0 1 0 0 1 1 0 1 0 0
AS6667 1 0 1 1 1 1 1 0 1 0 1 1 1 1 0 1 1
AS3308 0 0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1
AS6785 1 0 0 1 0 0 1 1 1 0 1 0 0 0 1 1 0

Subscribers
(thousands) 449.3 923.9 23.7 146 402.7 236.9 118.5 594 1145.9 83.4 150 381 513.4 350 100 155 186

TABLE I

ADJACENCY MATRIX OF GRAPH (5): MAJOR ISPS IN NORTHERNEUROPE, THEIR PEERING AGREEMENTS AND THE ESTIMATED NUMBER OF BROADBAND

SUBSCRIBERS.
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