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Abstract

Video communicationover the Internetrequiresperformanceguarantees in termsof
limited packet lossprobabilityandendto enddelay. Thispapercomparestwo possiblenet-
work scenariosfor transmittingvideostreams,sourceshapingcombinedwith smallbuffers
at the network nodesanddelaylimited buffering in the network. It is shown that dueto
its simplicity and performancecomparableto buffering sourceshapingcan provide the
solutionfor efficient videotransmissionin theInternet.

1 Introduction

Thetransmissionof video traffic over largepacket switchednetworks like theInternetis still
a fundamental problemof network design.First, video applicationsrequirequality of service
guaranteesfrom thenetwork, in termsof limited packet loss,endto enddelayanddelayvari-
ation. The acceptablepacket lossprobabilit y dependson the video coding schemeandis in
the rangeof 10� 5–10� 3. Thedelay limitation dependson theapplication. While in thecase
of computer to humanapplicationsdelaycanbeup to several seconds, in thecaseof human
to human applicationsdelayshouldbe kept below 150 ms. Second, the provisioning of the
required quality at a network utilization acceptable for the operator is a complex issuedue
to the characteristicsof coded video streams.Consideringthe widely usedMPEG coding,
the transmission rateis changing in shortandlong time scales.Moreover, asa resultof data
compressionthedistribution of thepacket lossesaffectstheperceptedvisualquality: multiple
packet lossin a singleframedecreasesthevisualquality of thecorresponding picture,andthe
effectof apacket lossin anI framepropagatesto P andB frames.

Researchanddevelopementefforts today addressthe problem of finding efficient traffic
control solutionsthat supportvisual communication andcanbe introduced with acceptable
cost [3, 7]. Oneof the essentialquestionsis whether to designnetworks with large buffers



at thenetwork nodesor ratherusesmall buffersandsourceshapingwhentransmittingdelay
andlosssensitive video traffic (E.g., [8, 9]). Intuitively, using large buffers low packet loss
probability can be provided even at high network utilization, but the control of end to end
delay and delay variation hasto be solved. On the other hand, sourceshapingwith small
buffersat thenodesboundsthedelaysbut at thepriceof increasedpacket lossprobability .

Considering the feasibility of the two solutions,shapinghasits advantages, as it canbe
introducedgradually, according to theindividual applications’ needsanddoes not requireany
support from the network. On the other hand, in networks with large buffers delay aware
schedulingand/or jitter compensationhasto beintroducedatall thenetwork nodesto limit the
endto enddelayandavoid theincreaseof burstinessof thetraffic streams.

In [9] theperformanceof sourceshapingandbufferingis comparedfor networksproviding
strict endto enddelay bounds. The papercompares two solutions. In oneof them,source
shaping with the maximum acceptabledelay is applied and nodes are equipped with small
buffers, performingso calledpacket scalebuffering [1]. In the other solutionthe maximum
acceptable delayis divided among thenetwork nodes thusnodesperformburstscalebuffering
with buffer sizedefinedby the per nodemaximum delay. Nodesapply jitter compensation
for each videostreamto control theburstinessof thestream.It is shown that in the termsof
packet losstraffic shapingis lessefficient in thecaseof a singlenodemultiplexer, but in the
caseof long transmissionpaths,whenthe maximumendto enddelayhasto be split among
many nodes,traffic shapingoutperformsbuffering.

In this paper we further evaluatethe performance of thesetwo solutions,comparingthe
distribution of lossesandtheir effect on thevisualquality of the received video stream.The
paperisorganizedasfollows. Thenext sectiondescribesthetwonetworkscenariosconsidered,
section3 presentssimulationresultsand discussesthe loss characteristics of the scenarios,
finally in section4 weconcludeourwork.

2 System description

We considerthefollowing networking scenario. On-linevideostreamshave to betransmitted
through a largepacket switchednetwork - specifically, the Internet.We assume,that thenet-
work hasDiffServ [2] capabilities, andthe transmission of video streamsis not disturbedby
besteffort traffic.

We assumethatcall admissioncontrol is introducedfor thevideo streamsto provide per-
formanceguarantees.Measurement basedend-nodecall admissioncontrolsolutionsthatlimit
thepacket lossprobability of theacceptedstreamswithoutany network signalingor perstream
processingat thenodesareproposedin e.g.,[3, 5].

While packet lossis limited by the admission control, endto enddelayis limited by the
network architecture,specifically by thebuffer sizesat thesourceshapersandnetwork nodes.

Theconsideredsystemis shown in figure1, consistingof thesourceandthedestinationof
the video stream, the sourcecoder anddecoder, the transmissionandreceptioncontrol units
thatcancontainsourceshaper andplayoutbuffer anderrorcontrolcodinganddecoding.
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Figure1: Considerednetwork model

Source coding

The sourcesgenerateMPEG coded streams,the mostcommonly usedencoding scheme for
thestorageandtransmissionof videoinformation. In theMPEGstreaminformationis stored
asasequenceof frames,corresponding to asequenceof picturesin avideo,generatedwith fix
time intervals. Compressionis achieved by eliminatingthe spatialandtemporalredundancy
of theinformationin theframes.Spatialredundancy is decreasedby intraframecoding of the
individual frames,while temporalredundancy is reducedby interframecodingbetweensubse-
quent frames.Thusthesequenceof framesconsistsof intraframecoded frames(I frames),and
interframecoded predicted (P frames)andbidirectionally predicted frames(B frames). The
subsequentframesbetweentwo consecutiveI framesform agroupof picture(GOP).TheGOP
structureof thestreamscanbedifferent,depending on therequiredquality. A typicalexample
for thesequenceof framesis IBBPBBPBBPBB.

The streamis highly bursty, with fluctuations on two timescales.The intraframecoding
compressescomplex scenes with lessefficiency, and consequently, the frame sizeschange
on the long term at the scenechanges.The interframecodingleadsto shortterm framesize
fluctuation,sinceI framesareusuallysignificantly largerthanPframes,andPframesarelarger
thanB frames.Thescaleof thefluctuation is about a factorof 3 on thelong,anda factorof 10
on theshortterm.

As a consequence of the coding scheme, information loss in the threeframe typeshas
different effect on the percepted visual quality. The loss of data in an I frame propagates
forwardthroughthenext GOPandbackwardto the lastP frame(affectingup to 14 framesif
thenumber of framesin anopenGOPis 12). Meanwhile, the lossof datain a B frameonly
affectsthatparticularframe.

Source shaping

Shapersusedat thesourcesdecreasetheframeto framefluctuationof thecodedvideo stream.
Theshaper weusein thiswork is asinglebuffer leaky bucket,asit is provedto beoptimalfor
networks with small buffers [8]. Framesleaving the encoder arestoredin the shaperbuffer
andaretransmittedwith agiven transmissionrate,which is adjustedto provide lossless, delay
limited shaping. Shaperalgorithmsfor on-linevideostreamsareproposed in [6]. In thispaper,
weapplya low complexity solutionbasedon theshaper buffer content,asdescribedin [4].



The algorithmto control the shapertransmission rate r aimsto minimize the maximum
andthevarianceof thetransmissionrate,is efficient for largerangeof endto enddelaylimit
andassists real time operation as it haslow computational complexity anddoes not require
knowledgeon theGOPstructure.

Thealgorithmassumesthattheshaper candetect thetypeof thearriving frameandapplies
thefollowing rulesto settheshaper rate.

Theshaperratecanbechangedat any framearrival n. The lowest acceptableshaper rate
rmin � n � is calculatedbasedon theamount of datain thebuffer, b � n � andthedelaylimit d, as:

rmin � n ��� b � n �
d �

Theshaperrateis increasedat any framearrival if rmin � n ��� r � n 	 1 � . Theshaperrateis
decreasedif rmin � n ��
 r � n 	 1 � , thenew frameis of type I andthebuffer is emptybeforethe
framearrival. This rule is basedon the assumptionthat small P or B framesdo not indicate
intensitychangein thevideostreamandis restrictedsincethedelaylimit of individual frames
in thebuffer cannot beensured. To decreasefluctuation, theshaper rateis decreasedgently,

r � n ��� rmin � n ��� r � n 	 1 �
2 �

P andB framesentering theshaper whenthebuffer is emptyaretransmittedwith a ratesuch
that theframeleaves thebuffer beforethenew framearrives,i.e., in oneframetime, in order
to preventtheshaper from keeping databeforelargerI andP framesarrive.

If shapingis not appliedthesourcesendsthe individual framessmoothed over oneframe
time i.e.,40msif theframerateis 25 framespersecond.

Node architecture

Packet streamsleaving thesourcenodes aremultiplexed at thenetwork nodes. Two different
nodearchitecturesareconsidered.

1. The output buffers at the nodesprovide buffering for simultaneously arriving packets
only (packet scalebuffering). In this casethebuffer sizeis in the rangeof the ratio of
thelink speed andthepeak rateof thestreams.

2. Theoutput buffersarelargeto provide buffering for bursts(burstscalebuffering). The
buffer sizein this caseis limited by themaximumacceptableendto enddelayandthe
number of hops on the transmission path. Specifically, it meansmaximizing thebuffer
capacitiesby Bi � d

N ci whered is themaximumendto enddelay, N thenumberof nodes
on thetransmissionpath,andci thelink capacity at node i [9]. It is assumedthatnodes
applyjitter compensation,whichmeansthatthedelay at thenetworking nodesis exactly
d  N.

Shaping of thesourceshassomeadvantagescomparedto buffering insidethenetwork. i �
Shapingcanbeintroducedgradually accordingto theapplications’ needsandnodesinsidethe
network arenotaffected. Bufferingwith delay limit requiresupdatingof all thenetwork nodes.
ii � Furthermore, buffering with delaylimit requiresper streamdelayandjitter control at the
nodes,with streamspecificlimits, anthusis a sourceof network scalabilityproblems. In the
caseof sourceshapingtheendnodeskeep trackof thedelaycontrolandnetwork nodesdonot
performperstreamprocessing.



3 Performance evaluation

To compareshapinganddelaylimited bufferingwecomparetheaveragepacket lossprobabili-
ties,thepacket lossdistributionamong I, PandB frames,theprobabilit y of consecutivepacket
lossesandlossesin smallblocksof packets. Thepresentedresultsaresimulationresults,the
simulationtime wasbetween20000 to 60000 secondsto have enoughlosseventseven in the
caseof lossprobabilities in theorder10� 5.
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Figure2: Theconsiderednetwork model,(a)with shapers,(b) with buffering

The simulatednetwork model is shown in figure 2. The systemincludestraffic sources,
sourceshapersandamultiplexingnodewith asingleoutput link. Twoscenariosareconsidered.
In scenario� a � thenodesapply sourceshapingwith delaylimited by themaximumacceptable
end to enddelayand the multiplexer provides a small buffer for packet scalebuffering. In
scenario � b � the sourcesarenot shaped andthe acceptablepernode delay is allocatedto the
multiplexerbuffer.

Wepresentresultsfor anMPEG-4videotrace,atalkshow with anaveragerateof 540kbps.
Thetraceis approximately2700 seconds, thus67000 frameslong. Theframesof theMPEG
tracearepacketizedto 188 bytes, asgiven for the transportstreamin the MPEG-2standard
[IEC61883]. The capacity of the output link is 22.5 Mbps. The size of the shaperbuffer
is determined by the consideredend to end delay limits, 20 ms and 40 ms, acceptablefor
real-timecommunication. Whenshaping is usedthebuffer at themultiplexer storesup to 10
packetsto provide packet scalebuffering. When, instead,delaylimited buffering is applied at
thenetwork nodes,weassumeatransmissionpathlengthof 10nodes,resultingbuffer capacity
for 38and66packets for delaysof 20msand40msrespectively.

Average packet loss probabilities

Firstweinvestigatetheaveragepacket lossprobability of themultiplexed streamsasafunction
of theaverage loadat themultiplexer, definedby theratio of thesumof themeanratesof the
streamsto thelink transmissioncapacity.

Figure3 shows theaveragepacket lossprobability asa functionof theloadfor endto end
delays of 20 ms and40 ms for both the shaped andthe bufferedtraces.Buffering resultsin
a lower average packet lossprobability , the differenceis lessthanoneorderof magnitude.
Consideringan acceptablepacket loss probability of 10� 5, the difference of the maximum
network loadwith shaping andbuffering is 3–8%dependingon thedelaylimit.
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Figure3: Averagepacket lossprobabilityof theshapedandbufferedstreams.

Packet loss probabilities in I, P and B frames

In addition to theaveragepacket lossprobability of thestreamsit is worthwhileto evaluatethe
packet lossprobability in individual frametypes,since,asaconsequenceof thecodingscheme
it affectstheperceptedvisualquality.
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Figure 4: Relative packet lossprobability in I,P,B framesof the shapedandbufferedstreamsfor d =
40ms.

Figure4 shows thepacket lossprobability in I, P andB framesrelative to theaverageloss
probability for theshaped andbufferedsourcesfor anendto enddelayof 40 ms. Thefigure
shows that while in the caseof unshapedsourcesthe lossprobability in the I framesis the
highest,up to 100% above theaveragelossprobability andthat in theB framesis thelowest,



in the caseof shaped sourcesthe lossprobabilities in the individual frametypesareroughly
the same. In the I framesthe decreaseof lossprobability is around 60%. Consequently, as
lossesin theI framehaveasignificant effecton thevisualquality, traffic shapingimproves the
distributionof thelossesamongtheframetypes.

Consecutive packet loss
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Figure5: Expectednumberof consecutivepacket losses.

Consecutive packet lossesmight have a degradingeffect on the visual quality, as larger
partsof a picturehave to berecovered.Figure 5 shows theexpectednumber of consecutively
lost packets. In the caseof the shaped sourcesthe expectedlossburst lengthis 1 for a load
up to 0.7-0.8,meaning, that singlepacket losseshappen in mostof the cases,andincreases
asthe load increases. In the caseof bufferedsources the graphof the expectedburst length
hasa U shape,reaching a minimum of 1.08consecutive packet lossesat an averageload of
approximately0.85. The shapeof the graphsfor the bufferedcasecanbe explainedby the
burstinessof the sources.In the caseof low averageload a bursty streamsendingat a high
bitrate is probable to causea congestionperiod itself, and looseall its packets during that
period, thuslossestendto occur in bursts. In thehigh loadregion thecongestionperiods get
longer whatexplainstheincreasein theexpectedlossburstlengthfor boththeshapedandthe
bufferedstreams.

Considering theprobability of consecutivepacketlosses,theresultindicatesthatin thecase
of buffering the probability of two or moreconsecutive packet lossesis ordersof magnitude
higher thanin thecaseof shaping at low or modestaverageload.

Losses in packet blocks

This partevaluatestheaverage number of packetslost in smallblocks of packets.Theresults
help to investigate whether forward error correctionsolutions,basedon block coding of a
numberof packetscanimprove thequalityof thetransmission.
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Figure6: Probabilityof 1 packet lossoutof 10and20packetsfor d = 20ms.

Figure6 shows theprobability thatout of 10 or 20 packetsonly 1 packet, if any, getslost
for anendto enddelayof 20 ms.Figure7 shows thesameprobability for anendto enddelay
of 40ms.For theshapedsourcestheprobabilit y of loosing1 packetoutof 10or 20 is closeto
1 at a loadup to 0.8,anddecreasesastheloadincreases.Thegraphsshowing the1 out of 10
and20packet lossprobability for thebufferedsourceshoweverhaveanupsidedown U shape,
in accordancewith figure5. Thustheprobability of loosingmorethan1 packetoutof 10or 20
first increasesastheaverageloadincreasesto reachits maximum of 0.73atanaverageloadof
0.85, thendecreasesastheaverageloadfurtherincreases.

Theresultsshow thatwith sourceshapingmaximum5% of the lossesaremultiple losses
in packet blocks up to a loadof 0.8,comparedto 20–30% with buffering. It indicatesthatthat
while in the caseof buffering the high probability of multiple lossesmakes error correction
coding inefficient, in thecaseof shaping forwarderrorcorrectionmight beusefulto improve
transmissionquality in termsof residualpacket lossprobability.

4 Conclusion

In thispaperweevaluatedthefeasibilityandefficiency of sourceshaping versusdelaylimited
buffering for thetransmissionof delayandlosssensitive videotransmissionover theinternet.

Theextensive performanceanalysis,basedonsimulation,providedthefollowing results.

� The average packet lossprobability canbe up to oneorder of magnitudelower in the
caseof bufferingat thenetwork nodes.

� The packet lossdistibution among framesis uneven if sourceshapingis not applied,
with highpacket lossprobability in theI frames.Sourceshapingequalizestheperframe
packet lossprobabiliti es.

� The probability of consecutive packet lossescanbe ordersof magnitude lower in the
caseof sourceshaping, dependingon theaveragelossprobability .
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Figure7: Probabilityof 1 packet lossoutof 10and20packetsfor d = 40ms.

� Theprobability of multiple lossesin blocksof packetsis 4–6timeslower with shaping
thanwith buffering,giving a fair chanceof efficient forwarderrorcorrection.

The above resultsindicatethat while the averagepacket lossmight be higherin the case
of packet scalebuffering combinedwith traffic shaping, dueto thechangein thepacket loss
distribution,theperceptedvisualqualitycanbecloseto theonein networkswith largebuffers.
Consideringthe feasibility of the two solutions,we believe thatsourceshapingtogether with
smallbuffersat thenetwork nodescanprovide thesolutionfor transmissionof delay sensitive
video traffic in theInternet.
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