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Abstract

The best effort service offered by the Internet is not satisfactory for the transmission of loss and delay sensitive data, such as real-time voice and video. In order to provide service guarantees at reasonably high load levels additional control functions have to be employed in the network. The introduction of these functions is a critical issue as several aspects have to be taken into account, like scalability, economic feasibility and compliance with the end-to-end argument, one of the basic principles underlying the current Internet architecture. To fulfill these requirements control functions should be put at the network edge, while the core of the network should be kept simple to maintain the flexibility of the network.

The endpoint measurement-based admission control schemes proposed recently follow this principle. Most of these admission control schemes, however, suffer from limited granularity, namely, the QoS guarantees (packet loss, delay and delay jitter) within a service class are the same for all streams. Quality differentiation thus either requires quality specific service classes, which is in contradiction to the end-to-end argument, or the use of additional traffic control functions at the network edge.

Such additional control functions can decrease the packet loss probability given by the admission control to a level required by the application by introducing additional delay. Delay limited shaping can be used to decrease the burstiness of the streams and thus their packet loss probability at the price of increased delay. Forward error correction can be used to recover from losses within the network while incurring increased delay and some overhead.

This thesis gives an evaluation of how the different control functions can work together to improve transmission quality, and thus the perceived visual quality. The effects of the joint use of the control functions shaping and forward error correction are evaluated, and the optimal allocation of the delay is investigated. An exact mathematical model of the packet loss process for multimedia traffic is presented, and its applicability is evaluated.
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Chapter 1

Introduction

During its thirty years of history the Internet has had many “killer applications.” Though originally the network was only meant for data transfer, it was soon being used as a medium for personal communications, such as sending e-mails. With the appearance of the different multimedia encoding standards the network could even be used for transmission of audiovisual information. Later, as bandwidth and the user base of the Internet grew, the support for machine-to-human and human-to-human communications became more evident. But, while e-mail could offer the reliability of the postal mail service without major architectural implications on the network, the Internet has no mechanisms to support the quality requirements of audiovisual communications that one is used to in the Public Switched Telephone Network (PSTN) and the Integrated Services Digital Network (ISDN). Even though quality of service is assured in many cases in form of a Service Level Agreement (SLA) between the network provider and the user, the guarantees given are not sufficient to enable good quality real-time audiovisual communications.

1.1 Background

Internet is now considered as the universal network for data, voice and video communications. It is recognized that the best effort service provided today is not satisfactory for delay and loss sensitive applications such as live voice and video. It is generally accepted that traffic control functions must be employed to guarantee these applications adequate quality at reasonably high network loads. The introduction of new control functions in the Internet is, however, a critical issue. First, a very high number of networking devices have to be updated or replaced. Second, the complexity of the control functions may limit the scalability and the transmission capacity of the network. Third, it
is in contradiction with one of the principal ideas used in the design of the Internet, the end-to-end argument [1]. Fourth, it might require new business models for the operators who need to charge extra for traffic with quality of service.

In the last years a variety of admission control schemes based on per-hop or end-to-end measurements have been published to provide admission control for delay and loss sensitive traffic with very little or no support in the routers. Measurement-based admission control (MBAC) schemes base the acceptance decision on per-hop real-time measurements of the aggregate traffic intensities [2]. Endpoint measurement-based admission control (EMBAC) schemes decrease the required router support further by involving only the end systems in the admission control process [3, 4, 5, 6]. The idea behind these schemes is to probe the transmission path from the sender to the receiver to estimate the load level in the network and accept new streams only if the load is acceptable. In the solution proposed in [5] small buffers, packet scale buffering, are used to ensure low packet delays and probe based admission control [7] is used to limit the packet loss probability.

Most of these admission control solutions suffer from limited granularity, namely, the QoS guarantees (packet loss, delay and delay jitter) within a service class are the same for all streams [2, 4]. Service differentiation thus requires quality specific service classes, which is against the end-to-end argument, or additional traffic control functions at the network edge. This latter option is investigated in this thesis.

1.2 Network architecture and control functions

We consider the following networking scenario. On-line video streams have to be transmitted through a large packet switched network - specifically, the Internet. We assume that the network has differentiated services (DiffServ) [8] capabilities, and the transmission of video streams is not disturbed by best effort traffic. In particular the network architecture described here corresponds to the controlled-load service class of the DIY service architecture described in [9].

We assume that EMBAC is used for the video streams to provide performance guarantees. While packet loss is limited by the admission control, end-to-end delay is limited by the small buffers in the network nodes and by the control functions at the network edge.

The full system, shown in Figure 1.1, consists of the following components. The source and the destination of the video stream, the source coder and decoder (in our case following the MPEG standard). The transmission and
reception control units, which can contain a source shaper, a playout buffer and error control coding and decoding. The goal of this thesis is to evaluate how the above system components can work together to improve transmission quality, and thus the perceived visual quality. In the following subsections we give a short overview of the system elements of interest.

**Packet scale buffering**

In the considered network architecture, the buffers in the nodes provide buffering only for simultaneously arriving packets. In this case, the buffer size is roughly equal to the ratio of the link capacity and the peak rate of the streams.

In this case of packet scale buffering the delay and the delay jitter are kept low, the loss process is less correlated, and as shown in [10] the queuing performance of long range dependent traffic, like VBR video, is dominated by the short range behavior.

As shown in [11] for short network paths the use of packet scale buffering combined with shaping results in higher packet loss probabilities than using burst scale buffering combined with per stream delay jitter compensation in the network. However, packet scale buffering outperforms burst scale buffering for long network paths. In [12] we compare the performance of the two solutions for the case of low end-to-end delays suitable for real-time communications. It is worth pointing out that even though packet losses can be more frequent when small buffers are used, the performance evaluation and thus the network dimensioning becomes easier to carry out.
Delay limited source shaping

Shapers used at the sources decrease the frame to frame fluctuation of coded video streams. In the case of stored video, sufficient information is available a priori to achieve optimal shaping. But in the case of live video streams, like streaming and real-time communications, there is a trade-off between the delay introduced at the shaper and the effectiveness and complexity of shaping.

A solution for shaping with limited packet loss is proposed in [13]. The shaping is based on the BIND characterization of the stream to be shaped. The BIND parameters are continuously updated as the statistical properties of the stream change, which seems to be a rather complex process considering the real-time operation. In [14] the authors study statistically identical, peak rate controlled and leaky bucket shaped sources feeding a buffered multiplexer. The goal is to find the shaper rate that minimizes network resources like buffer space and bandwidth, while keeping the delay limited. The solution, however, can not handle multiplexed sources with different characteristics. Algorithms for lossless shaping of individual streams are presented in [15] and [16]. In these works the statistical quantities of the shaped streams are analyzed, but network scenarios are not considered. In [16] shaping with delays in the range of 2 to 30 seconds is proposed, an adequate solution for broadcasting applications. The algorithm shown in [15] works with shaper delays less than a second. To avoid the fluctuation of the shaper rate, the algorithm uses past frame sizes to predict future traffic intensity, and needs to know the length of a group of pictures (GOP) in advance.

In [17] two simple, low delay shaping algorithms are presented, and their efficiency in decreasing the packet loss probability is evaluated via mathematical analysis and simulations. The shapers used are based on a single buffer leaky bucket, as it is proved to be optimal for networks with small buffers [18]. Frames leaving the encoder are stored in the shaper buffer and are transmitted with a given transmission rate, which is dynamically adjusted to provide lossless shaping with bounded delay.

Forward error correction

Forward error correction (FEC) has been proposed to recover from information losses in real-time applications, where the latency introduced by retransmission schemes is not acceptable. FEC increases the redundancy of the transmitted stream and recovers losses based on the redundant information. There are two main directions of FEC design to recover from packet losses. One solution, proposed by the IETF and implemented in Internet audio tools is to add a redundant copy of the original packet to one of the subsequent packets
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[19]. The other set of solutions, which can be used as media independent FEC for VBR video, use block coding schemes based on algebraic coding, e.g. Reed-Solomon coding [20].

In the case of algebraic coding, a block of packets is collected and the coding is applied for each symbol position. This coding scheme introduces overhead and delay that depends on its parameters. The efficiency of the encoding depends on the average packet loss and the packet loss process, e.g. the burstiness of the loss process. Thus in order to be able to analyze the effects of the use of FEC it is important to have a suitable mathematical model of the loss process that can capture the behavior of different types of links, e.g. access links and the backbone.

The efficiency of FEC for video sources is analyzed using simulations in [21]. The author concludes that if only a part of the sources uses FEC, their loss probability can be decreased considerably, however the overall network performance can not be increased by using FEC for all streams. In [20] Kawahara et al. come to a similar conclusion using a discrete time analytical model of a multiplexer. They also conclude that the burstiness of a traffic source influences the gain it can achieve by using FEC. In [22] Cidon et al. analyse the loss process of bursty sources feeding a multiplexer with finite buffer capacity. They consider continuous and discrete time models, and conclude that the loss process in a multiplexer fed by bursty sources is correlated, which can influence FEC performance considerably. In [23] Altman et al. use the M/M/1 finite capacity queue to evaluate the gain achievable by FEC. They show that both under light and heavy traffic conditions, adding redundancy decreases the uncorrected packet loss probability. In [24] the optimal combination of FEC redundancy and source rate to maximize the perceived visual quality is evaluated using the Gilbert model as a loss model. The paper presents a dynamic rate allocation algorithm, which minimizes the perceptual quality degradation given a set of video and network parameters.
Chapter 2

Summary of original work

2.1 Paper A: On the Efficiency of Shaping Live Video Streams


Summary: An analytical model has been developed and thorough simulations have been performed to evaluate the efficiency of delay limited source shaping for the transmission of live video streams. The goal of the paper is to show that even using computationally simple shaping algorithms significant gain can be reached. We consider MPEG coded video streams multiplexed at a single multiplexer.

Delay limited shaping: We propose two simple shaping algorithms for online shaping of MPEG video with a strict delay bound, one based on the residual transmission delays (RTD), and another, simpler one, which is based on the buffer content only (BC). The efficiency of the two solutions is evaluated by comparing the coefficient of variation (CoV) of the shaped streams. The calculations show that shaping with a delay bound as small as 40 ms results in a significant reduction of the CoV; the marginal gain decreases when increasing the shaping delay further. This gives prospect to the efficient use of traffic shaping in low delay applications. Though the RTD algorithm performs slightly better, we use the BC algorithm throughout our work to show that one can achieve considerable improvements even by using the simplest algorithm.

Analytical model: The analytical model presented in the paper is based on the theory of large deviations and makes it possible to calculate the average
loss probability as well as the relative loss probabilities of shaped and unshaped streams. Calculations are made using data derived from actual traces of MPEG videos, and validated using extensive simulations.

Average loss probability: Both the analytical model and simulations show that shaping half of the sources decreases the loss probability of all streams by roughly one order of magnitude. Furthermore streams applying shaping experience a loss probability 20 to 35 percent lower than the average at a load level where the average loss rate is $10^{-5}$. The achieved gain might make it desirable for individual users to apply shaping. The calculations show that for the considered traces shaping with a delay limit of 120 ms gives only minor improvement compared to shaping with a delay limit of 40 ms.

Packet loss probabilities in I, P and B frames: It is known that losses in the different types of frames in an MPEG video do not have the same effect on the perceived quality of the reconstructed video. Therefore it is interesting to evaluate the effects of shaping on the losses in the different frame types. The simulations have shown that if shaping is not used, I frames, which have the greatest influence on the perceived quality, have a loss probability which is up to 100 percent higher than the average loss probability experienced by the stream. However by using shaping the packet loss probability among the different frame types can be made equal, which may further improve the performance of the transmission.

Contribution: The original idea came from the second author of the paper. The author of this thesis performed the mathematical analysis based on results in the literature, and carried out the simulations to validate the mathematical model. The article was written in cooperation with the second author of the paper.

2.2 Paper B: Comparison of Shaping and Buffering for Video Transmission


Summary: In this paper we evaluate the efficiency and feasibility of packet scale buffering combined with delay limited shaping against delay limited buffering for the transmission of delay and loss sensitive video. We consider a transmission path with 10 hops. In the case of packet scale buffering most of the delay is spent on shaping, while in the case of delay limited buffer-
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ing the available delay is split among the nodes on the transmission path for buffering.

*Average packet loss:* The simulations show that for delays in the range of 20 ms to 40 ms buffering outperforms shaping, even though the difference is less than one order of magnitude. Considering an acceptable packet loss probability of $10^{-5}$ the difference of the maximum network load with shaping and buffering is between 3 to 8 percent depending on the delay limit.

*Packet loss probabilities in I, P and B frames:* The simulations show that for a delay of 40 ms in case of delay limited buffering the I frames experience a relative loss probability up to 100 percent higher than in the case of shaping combined with packet scale buffering. The more favorable distribution of the losses among the frames improves the quality of packet scale buffering.

*Packet loss distribution:* Besides the average loss probability, it is important to investigate the probability of consecutive losses and the distribution of losses within a block of packets. According to the simulations in the case of packet scale buffering the consecutive loss probability is very small up to a load of 0.8, which corresponds to a packet loss probability of $10^{-5}$. In the case of delay limited buffering the probability of consecutive packet losses is high both in the low load and high load regions. The expected number of consecutive packet losses has a minimum at a load of 0.85, and it is always higher than in the case of packet scale buffering combined with shaping.

The burstiness of the packet loss process influences the applicability of control functions such as forward error correction. For this reason we have investigated the probability of single packet losses in a block of packets with the following results. In the case of packet scale buffering the probability of having a single packet loss in a block of packets decreases as the average load increases, with an initial value close to one when the average load is around 0.7. In the case of delay limited buffering the probability of multiple losses in a block is orders of magnitude higher than in the case of packet scale buffering. The low probability of multiple losses within a block of packets can make the use of FEC beneficial in the case of packet scale buffering combined with delay limited shaping.

*Contribution:* The original idea came from the second author of the paper. The author of this thesis has performed the simulations and analyzed the data. The article was written in cooperation with the second author of the paper.
2.3 Paper C: Quality Differentiation with Source Shaping and Forward Error Correction


Summary: In this paper the joint use of FEC and delay limited shaping is investigated with respect to delay and loss sensitive video transmission. The results presented in this paper are based on simulations performed with traces of MPEG videos on a single multiplexer.

FEC and shaping for differentation: The simulation results show that FEC can reduce the loss probability by one to two orders of magnitude depending on the amount of redundancy (overhead) used if only a small portion of the sources applies it. Shaping further decreases the loss probability by 25 to 50 percent. The reason for this is twofold: shaped streams experience a lower loss probability, and the loss process of shaped streams is less correlated which makes FEC more effective.

Optimal allocation of delay between FEC and shaping: Both FEC and delay limited shaping introduce some delay and improve the performance in terms of packet loss as a function of the delay but with a decreasing marginal gain. Finding the right allocation of delay between the two control functions is an optimization problem. The results indicate that even though the lowest average loss probability can be achieved by using FEC only, if we consider the impact of losses in the different frame types on the perceived quality, it is worthwhile to spend a fraction of the available delay on shaping.

FEC redundancy and shaping delay: Given a fixed bandwidth, the use of FEC decreases the effective load due to the overhead imposed. Since shaping and FEC have similar effects it is worthwhile to investigate if shaping can compensate for decreased FEC redundancy. The performed simulations showed that by introducing an additional delay of 60 ms the same loss probability can be achieved at a 33 percent lower redundancy level.

Sensitivity analysis: A weakness of quality differentiation using FEC is its sensitivity to the background traffic characteristics. The considered simulation scenario showed that even though the loss probability of all the streams depends on the burstiness of the background traffic, the difference between the loss experienced by streams with and without FEC is almost constant. By combining FEC with source shaping the robustness of the quality differentiation can be improved further.
2.4 Paper D: Analysis of the Packet Loss Process for Multimedia Traffic


Summary: In the case of multimedia traffic, like VBR video, the average loss probability is not sufficient to investigate the effects of loss on perceived visual quality. In this paper a mathematical model is presented to calculate the probability of $j$ losses in a block of $n$ packets for a bursty stream multiplexed with background traffic with constant packet size.

Loss model: The multimedia traffic is modeled by an $L$-state Markov-modulated Poisson process (MMPP), and the background traffic is represented by a Poisson process. Formulas to calculate the loss probability in a block of packets in the resulting MMPP+$M/D/1$ queue are derived and a numerical method to calculate the probabilities is given.

Model validation: The results given by the model are validated against simulations of the same system, and the comparison shows that our model is accurate. The results of the model are compared with the results given by the model of the MMPP+$M/M/1$ queue.

FEC performance: The results given by the model are compared to the results of simulations performed with real MPEG traces, and the capability of the widely used Gilbert model to capture the loss process of the considered MMPP+$M/D/1$ queue is investigated. The derived formulas make it possible to parametrize the Gilbert model based on the block loss probabilities, and to compare its performance to that of our model.

Contribution: The idea of developing a mathematical model came from the second author of the paper. The author of this thesis has developed the mathematical model based on results found in the literature, implemented, and carried out the simulations, and analyzed the resulting data. The formulas to calculate the performance measures were derived by the author. The article was written under the supervision of the two co-authors.
2.5 Other papers

Chapter 3

Conclusions and future work

This thesis presents an evaluation of how different traffic control functions can improve the quality of real-time audiovisual communication. We consider a network scenario where small buffers are used within the network to keep delay low, and control functions are placed at the edge nodes to control the loss probability. Loss guarantees are given by endpoint measurement-based admission control schemes, providing the same loss and delay guarantees for all accepted streams. Additional traffic control functions are used to decrease the packet loss probability at the price of increased delay: delay limited shaping can be used to decrease the burstiness of a source and thereby increase the network's multiplexing performance; forward error correction can be used to recover from packet losses.

The network model employing small buffers and delay limited shaping as a traffic control function is compared to a network employing delay limited buffering combined with per stream delay jitter control. Simulations performed for a multiplexer of a multihop network show that the loss probability in the case of small buffers and shaping is about one order of magnitude higher than in the case of buffering. The analysis of the packet loss process shows that losses are less correlated under all traffic conditions in the case of small buffers, which makes the use of forward error correction possible. Even though the average packet loss probability can be higher in the case of packet scale buffering, its scalability and the favorable loss process make it a viable solution for large-scale deployment and we focus our work on networks employing packet scale buffering.

Both the mathematical model, and the simulations presented show that by using traffic shaping the loss probability of the individual streams decreases significantly, by up to thirty percent. The achieved gain is directly proportional to the introduced delay with a decreasing marginal gain. The simulations show that losses are more evenly distributed between the different frame
types of MPEG coded video as an effect of using shaping. By taking the influence of the packet losses on the perceived quality into account the use of shaping can bring considerable gains for the individual users. The network operators can benefit from the gradual introduction of shaping in the end nodes as well. The simulations show that if half of the users employ traffic shaping, the average packet loss at a given network utilization can decrease by up to one order of magnitude. In other words, the same average loss probability can be achieved at up to ten percent higher network utilization.

Simulations indicate that shaping can improve the efficiency of FEC considerably. The presented results show that by combining FEC and shaping the packet loss can be decreased by up to half an order of magnitude. Considering limited end-to-end delay we show under various scenarios that there exists an optimal combination of shaping and FEC which minimizes the loss of information. The simulations show that combining the two control functions increases the robustness of quality differentiation, which is an important issue when one is about to give guarantees on quality of service. The results also show that by introducing additional delay for shaping the average network load can be decreased, as less FEC overhead can be sufficient in order to reach a certain loss probability.

Since the performance of FEC and the error resilient features of MPEG encoded video are sensitive to the distribution of packet losses, an accurate model of the loss process is important to evaluate the possible effects of the control functions on the perceived visual quality. The validation of the presented mathematical model shows that the widely used Gilbert model is not always good enough to predict the performance of traffic control functions. Comparing the Gilbert model to our MMPP+M/D/1/K model we show that the Gilbert model is quite accurate at moderate load levels when the level of statistical multiplexing is high, but it fails to model the loss process accurately if losses are highly correlated, for example on an access link. The validation of our model via simulations shows that the model presented in this thesis captures the loss process accurately, and thus can be used to evaluate the performance of the control functions under diverse traffic conditions. The results indicate that FEC is a viable solution to decrease the loss probability experienced by individual streams. However, it is clear that the achievable gain depends on the average network load and the level of statistical multiplexing.

The results presented in this thesis give an insight into the possible effects of shaping and FEC when applied to real-time VBR video. They enable the design of an algorithm to tune the parameters of these control functions to achieve the best possible performance, and show that EMBAC schemes together with traffic control functions at the network edge can provide diverse quality of service guarantees with minimal changes in the existing network
infrastructure. There are however many open questions, which can be subject of further research.

- The optimal selection of FEC and shaping has been investigated, but the effects of adjusting the source rate has not been considered.

- Further properties of the loss process, like the loss correlation of a multiplexer fed by multimedia traffic, can be evaluated using the mathematical model with application to various channel coding solutions other than the Reed-Solomon code.

- The increasing importance of wireless communications in IP traffic calls for the analysis of heterogeneous network scenarios, where apart from losses due to congestion, bit errors and random losses can occur due to fading, or other degradation in channel quality.
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Abstract

In this work the efficiency of shaping live video streams is considered. We propose low complexity shaping algorithms adequate for real-time operation and supporting applications with a wide range of delay tolerance. The effect of shaping is investigated considering video streams multiplexed at an output link with a small buffer to absorb packet scale congestion. The advantage of using small buffers when transmitting video streams is the limited delay and delay variation. Consequently, we concentrate on the loss characteristics to evaluate the performance of the proposed solutions. We present mathematical analysis based on fluid flow modeling and the theory of large deviations and confirm the results with simulation.
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1 INTRODUCTION

The transmission of live video traffic over the Internet is a fundamental problem of network design, since many video applications require limited end to end packet loss, delay and delay variation. It is generally accepted that traffic control functions must be employed to guarantee these service requirements at a reasonably high network load. The introduction of new control functions in the Internet, however, is a critical issue. First, a very high number of networking devices has to be updated or replaced, second, the complexity of the control functions may limit the span and the transmission capacity of the network.

Recently research efforts address this question by proposing probe based endpoint admission control (PBAC) solutions [6, 3] to provide quality of service guarantees in a way that the functionalities of the routers are kept simple and traffic control functions are placed into the hosts – or edge gateways – only. In the PBAC schemes a host, before transmitting traffic with QoS requirements, probes the network’s transmission capability by sending a sequence of probe packets and decides about the transmission based on the statistical quantities of the probing process.

While the admission control ensures that the load of the network stays reasonably bounded, additional control functions can be applied at the hosts to increase the acceptable load, like traffic shaping to decrease the burstiness of the traffic streams and thus decrease the packet loss at the multiplexing nodes and forward-error correction to recover from packet losses.

In this work we investigate how source shaping can increase the efficiency of live video transmission considering MPEG video streams multiplexed at an output link with small buffer. The advantage of using small buffers is that the delay and delay variation is strictly limited by the buffer size and thus only the packet loss has to be controlled. Source shaping provides the following favorable properties: i) it does not require global decision or any modification in the network, ii) it can improve the service quality of streams with different QoS requirements and traffic characteristics and iii) can be introduced in the network gradually.

We propose two solutions to shape video streams without packet loss and with given delay bound. The first scheme follows the ideas presented in [10], and determines the shaper rate considering the delay bounds of all the frames waiting in the shaper buffer. The second scheme considers only the delay bound of the last frame in the buffer, thus provides a solution with very low computational complexity.

We evaluate the performance of the proposed schemes with simulation and with analytical methods based on fluid flow approximation applying the theory of large deviations [1]. As the delay and delay variation is limited by the buffer size, the analysis focuses on the packet loss characteristics, as average loss, the loss of shaped and unshaped streams and the distribution of packet losses among the frame types of the MPEG stream.

The paper is organized as follows. In the next section we discuss related works and results. Section 3 describes the system model with the sources, the shapers and the multiplexer. Section 4 explains the two shaper algorithms we propose, and Section 5 presents the analytical model to evaluate the efficiency of source shaping. In Section 6 we present and discuss numerical results and in Section 7 we conclude our work.

2 PREVIOUS WORK

In this section we survey previous research results that inspired our work on shaping and transmission of on-line video
traffic over the Internet.

Traditional solutions to provide QoS guarantees in packet switched networks are based on per flow reservation messages and capacity reservations (e.g., RSVP), and as a consequence, suffer from scalability limitations [17]. To circumvent these scalability problems, several recent works have proposed some form of probe based endpoint admission control (PBAC). In these solutions the hosts (endpoints) send a sequence of probe packets before user data transmission, to detect the level of congestion in the network. The level of congestion and thus the possibility of user data transmission with the required QoS parameters is determined from the statistical quantities of the probe transmission process, like probe loss probability [6], delay and delay variation [2] or packet marking probability [5]. An excellent evaluation of the various designs can be found in [3]. The PBAC schemes provide QoS guarantees without the need of control functions inside the network, support QoS requirements depending on the users needs, and do not require the complex description of the traffic streams. Our work follows the basic idea of these solutions by investigating how additional control functions at the host can increase network efficiency.

The transmission of video streams requires limited packet loss, end to end delay and delay variation. Obviously, these values depend on the size of the buffers at the routers. Depending on the size of the buffer one can differentiate between packet scale buffering and burst scale buffering. In the first case only a small buffer is provided to absorb packets arriving simultaneously, thus the packet loss probability might be high while the delay is strictly limited. In the second case the buffer provides enough space to absorb larger bursts and consequently, limits the loss probability while the control of delay and delay variation becomes a complex issue [14]. The use of packet scale buffering for transmitting delay and loss sensitive data like coded video streams have been proposed in [6, 15, 16], showing that low packet loss probability and high network utilization can be achieved if the peak rate of the streams is low compared to the link capacities. In [15, 16] packet scale buffering is proposed together with source shaping. It is proved that a single buffer leaky bucket is an optimal shaper in this scenario.

The shaping of stored variable bit rate video streams is widely analyzed in the literature. Recent solutions are based on network calculus e.g., [4, 11] or the bounding interval dependent (BIND) characterization of the streams [7, 8]. Only a few works address the shaping of live video streams. The main questions to face in this case are the tradeoff between the delay introduced at the shaper and the available information on the traffic to be transmitted and the effectiveness and the complexity of traffic prediction. A solution for shaping with limited packet loss is proposed in [9]. The shaping is based on the BIND characterization. The BIND parameters are continuously updated as the statistical properties of the stream change, which seems to be a rather complex process considering the real-time operation. In [12] the authors study statistically identical, peak rate controlled and leaky bucket shaped sources feeding a buffered multiplexer. The goal is to find the shaper rate that minimizes network resources like buffer and bandwidth, while keeping the delay limited. The solution, however, can not handle multiplexed sources with different characteristics. Algorithms for lossless shaping of individual streams are presented in [10] and [13]. In these works the statistical quantities of the shaped streams are analyzed, but network scenarios are not considered. In [13] shaping with delays in the range of 2-30 seconds is proposed, an adequate solution for broadcasting applications. The algorithm shown in [10] works with shaper delays less than a second. To avoid the fluctuation of the shaper rate, the algorithm uses past frame sizes to predict future traffic intensity, and needs to know the length of a GOP in advance.

Our contribution to this line of works is the definition of shaping algorithms with very low complexity that support the transmission of live video streams with a wide range of acceptable shaper delay and the analysis of the effect of shaping when the video streams are multiplexed at an output link with small buffer. To the best of our knowledge, such results have not yet been presented in the literature.

3 MODEL DESCRIPTION

![Figure 1: The considered system with MPEG sources, source shapers and a multiplexer.](image)

The system model considered in this paper is shown in figure 1. The system includes traffic sources, source shapers and a multiplexing node with a single output link.

The sources generate MPEG coded streams, the most commonly used encoding scheme for the storage and transmission of video information. MPEG is a family of standards used for coding visual information in a digital compressed format. It has been designed to support a broad range of transmission rates and hence a broad range of visual quality. In an MPEG stream information is stored as a sequence of frames, corresponding to a sequence of pictures in a video, generated with fix time intervals. Compression is achieved by eliminating the spatial and temporal redundancy of the information in the
frames. Spatial redundancy is decreased by intraframe coding of the individual frames, while temporal redundancy is reduced by interframe coding between subsequent frames. Thus the sequence of frames consists of intraframe coded frames (I frames), and interframe coded predicted (P frames) and bidirectionally predicted frames (B frames). The subsequent frames between two consecutive I frames form a group of picture (GOP). The GOP structure of the streams can be different, depending on the required quality. A typical example for the sequence of frames is IPPBPBPPBPB. As a consequence of the coding scheme, information loss in the three frame types has different effect on the perceived visual quality. The loss of data in an I frame propagates forward through the next GOP and backward to the last P frame (affecting up to 14 frames if the number of frames in an open GOP is 12). Meanwhile, the loss of data in a B frame only affects that particular frame.

The intra- and interframe coding results in the fluctuation of the frame sizes on two timescales. The intraframe coding compresses complex scenes with less efficiency, and consequently, the frame sizes change on the long term at the scene changes. The interframe coding leads to short term frame size fluctuation, since I frames are usually significantly larger than P frames, and P frames are larger than B frames. The scale of the fluctuation is about a factor of 3 on the long, and a factor of 10 on the short term.

Shapers are used at the sources to decrease the frame to frame fluctuation of the coded video stream. The shaper we use in this work is a single buffer leaky bucket, as it is proved to be optimal for networks with small buffers [15]. Frames leaving the encoder are stored in the shaper buffer and are transmitted with a given transmission rate. The shaper is designed to introduce limited delay and provide lossless transmission, that is, no data can be lost due to buffer overflow or delay limit violation. To achieve this, the shaper transmission rate has to be adjusted depending on the size of the arriving frames and the buffer size has to be large enough to store the frames waiting for transmission. If the frames arrive at a regular basis, the maximum number of frames in the buffer can be bounded by the ratio of the delay limit to the frame interarrival time.

The shaped video streams are multiplexed at a network node with a single output link. Since the arrival rate of the streams can temporarily exceed the capacity of the outgoing link, the node is equipped with a buffer to store arriving data. In this work we consider packet scale buffering, the size of the buffer is in the order of the ratio of the output link transmission capacity to the peak rate of the video streams.

4 SOURCE SHAPING ALGORITHMS FOR LIVE VIDEO STREAMS

In this section two algorithms are proposed to control the rate of the source shaper when transmitting live MPEG video streams. Both aim to minimize the maximum and the variance of the transmission rate, and fulfill the following requirements:

i) The transmission delay in the shaper does not exceed the predefined maximum shaper delay and the shaping is lossless.

ii) The algorithms are simple in terms of the complexity of the shaper rate calculation and the amount of information considered, a requirement to assist real-time operation.

iii) The algorithms provide efficient solution for shaping with a large range of shaper delays.

iv) The algorithms do not require any a priori information on the encoding scheme of the video, i.e., the number and sequence of I, P and B frames in a GOP.

Both of the algorithms assume that the shaper can detect the type of the arriving frame. In general, the following rules apply to select the shaper rate $r:

1. The shaper rate can be changed at any time $t$ when a new frame is generated and placed into the shaper buffer.
2. The shaper rate is increased if the new frame cannot be transmitted within the delay limit $d$.
3. The shaper rate is decreased if the new frame is of type I, and all the traffic in the shaper buffer can be transmitted within the delay limit. This rule is based on the assumption that small P or B frames do not indicate intensity change in the video stream. To decrease fluctuation, the new shaper rate is calculated as the average of the current rate and the minimum rate allowed by the delay limit.

4. P and B frames entering the shaper when the buffer is empty are transmitted with a rate such that the frame leaves the buffer before the new frame arrives, i.e., in one frame time, in order to prevent the shaper from keeping data before larger I and P frames arrive.

The two proposed algorithms described in the following differ in applying rule 3. The first algorithm is optimal in the sense, that the residual acceptable delay is considered for all the frames stored in the shaper buffer to determine the minimum shaper rate. The second, simplified algorithm does not follow the delays of the individual frames in the buffer, and calculates the shaper rate based on the buffer content only.

$\textbf{Shaper rate control based on residual transmission delays}$

The algorithm based on residual transmission delays (RTD) works as follows. For every frame entering the shaper, the size of the frame $f_i$ and its latest departure time $t_i = t + d$ is recorded. The minimum shaper rate $r_{min}(t)$, allowed by the delay limit is calculated as

$$r_{min}(t) = \max_{i \leq N} \frac{f_i(t) + \sum_{j=1}^{i-1} f_{N+j} + t_i}{t_i - t} - t.$$
where \( N \) is the number of frames in the shaper at time \( t \) and \( f_0(t) \) is the residual size of the first frame in the buffer at time \( t \). The residual size is less than the original frame size if the transmission of the frame has already started.

The complexity of the shaper rate calculation is \( O(N^2) \) additions and \( O(N) \) divisions, where the value of \( N \) is bounded by \( d/T_{frame} \). In addition to the actual shaper rate, the shaper has to remember the size and the arrival time of the frames waiting for transmission. A system clock has to be maintained and read at each frame arrival.

**Shaper rate control based on the buffer content**

This solution does not record the residual acceptable transmission delay for the frames waiting in the shaper buffer, the shaper rate calculation is based on the buffer content (BC).

When frame \( i \) arrives to the shaper, its size is added to the amount of data in the shaper \( b(t) = b'(t) + f_i(t) \), denoting the buffer occupancy before the frame arrival as \( b'(t) \). The minimum shaper rate is calculated considering the buffer occupancy at the time of the new frame arrival:

\[
r_{min}(t) = \frac{b(t)}{d}.
\]

To avoid delay bound violation for frames stored in the buffer, the shaper rate can be decreased only if the buffer is empty before the new frame arrival (i.e., \( b'(0) = 0 \), a significant constraint on rule 3 above.

As a consequence, this simplified BC algorithm follows the decreasing intensity of the stream with some delay compared to the RTD solution. The complexity of the BC algorithm, however, is very low (one addition and one division at each frame arrival), there is no need for system clock information and only the number of bytes waiting in the shaper buffer has to be stored.

**5 ANALYTICAL MODEL**

In this section we present an analytical method to calculate the overall packet loss probability and the distribution of the packet losses among sources at a multiplexer performing packet scale buffering.

The analysis is based on the fluid flow modeling of the traffic streams and uses results of the theory of large deviations to approximate probabilities of rare events. A short summary of the basic ideas behind the large deviation theory is presented in [1], Chapter 14.3.

The long term overall packet loss probability \( P_{loss} \) is the ratio of the average packet loss rate to the average packet arrival rate:

\[
P_{loss} = \frac{1}{m} E \left( (\lambda_e - c)^+ \right) = \frac{1}{m} \int_{\lambda_e > c} (\lambda_e - c)dP_e.
\]

where \( m \) is the mean rate of the multiplexed flows, \( \lambda_e \) is the instantaneous arrival rate, \( P \) is the probability distribution of the instantaneous arrival rate and \( c \) denotes the link capacity. We can express \( P_{loss} \) with the instantaneous loss probability \( p_r \) as

\[
P_{loss} = E \left\{ p_r \lambda_e \right\}, \quad \text{where} \quad p_r = \frac{(\lambda_e - c)^+}{\lambda_e}.
\]

Large deviation theory provides a way to approximate tail probabilities like \( P(\lambda_e > c) \) and thus the loss probability.

First we introduce \( P_\beta \), the shifted probability measure of \( \lambda_e \), such that

\[
dP_\beta = \frac{dP_e}{P_e} \quad \text{where} \quad P_e(\beta) = E \{ e^{\beta \lambda_e} \},
\]

and \( \mu(\beta) \), the cumulant generating function as

\[
\mu(\beta) = \ln P_e(\beta).
\]

From this, the original probability can be expressed as

\[
dP = e^{-\beta \mu(\beta)} dP_\beta
\]

This shifted distribution can be accurately approximated around its mean \( \hat{\mu}(\beta) = E_\beta(\lambda_e) \) by a normal distribution with the same mean. Since \( \beta \) is a free parameter \( m(\beta) \) can be moved to the value of interest for the tail probability, in our case to \( c \).

The corresponding value of \( \beta \), denoted by \( \beta^* \) is given by

\[
m(\beta^*) = c.
\]

From the definition in Eq. 6 \( m(\beta) = \mu'(\beta) = E_\beta(\lambda_e) \) and \( \sigma^2(\beta) = m'(\beta) = \mu''(\beta) \) are the expected value and variance of the shifted distribution \( P_\beta \). Consequently, if \( \lambda_e \) is not constant (its variance, \( \sigma^2(\beta) \) is positive), then \( m(\beta) \) is strictly increasing where \( \mu(\lambda_e) \) is finite and equation 8 has a unique solution.

The evaluation of the integral in Eq. 3 leads to [1]

\[
P_{loss} = \frac{1}{\sqrt{2\pi mn\beta^*}} e^{-\frac{\beta^* - m(\beta^*)}{\sigma(\beta^*)}}.
\]

The above calculated overall loss probability gives also the loss probability of the individual streams if they have the same characteristics. However, the loss distribution among streams with different characteristics will be uneven. Assume, that packets arriving in overload periods have the same loss probability independently of the source of the packets. Still, sources send a different proportion of packets during these periods. For bursty streams the bursts are correlated to overload periods as they are causing the overload themselves. As a result, bursty streams experience higher loss probability than smooth ones.

The loss distribution among sources in the case of burst scale overflow can be estimated as described in [1]. Similarly to Eq. 3, the loss probability of the individual stream \( i \) is equal

\[
P^{(i)}_{loss} = \frac{1}{m_i} E \left\{ p_r \lambda_e^{(i)} \right\},
\]
where $m_i$ is the mean rate of the stream, $\lambda_i$ is the instantaneous rate, and $p_i$ is the loss probability at time $t$.

The probability shift method can be applied in this case as well. Assuming that the probability that $\lambda_i$ significantly exceeds $c$ is very small, $P_{\text{loss}}^{(i)}$ can be approximated as

$$
P_{\text{loss}}^{(i)} = m_i \frac{m_i (\bar{B}^c)}{c}
$$

To calculate the overall loss probability using Eq. 9 and the loss distribution among the sources using Eq. 11 the value of $\bar{B}^c$, $m_i (\bar{B}^c)$, $\sigma^2 (\bar{B}^c)$ and $m (\bar{B}^c)$ has to be derived. These values can be expressed in closed form if $\lambda_i$ and $\lambda_i$ have some standard distribution (e.g., for normal distribution). In the case of real sources however, they have to be calculated numerically. Assuming that the distributions of the individual streams are known from measurements, and the multiplexed streams are independent, the following system of equations has to be solved

$$
m_i (\bar{B}^c) = c
$$

$$
m_i (\bar{B}) = \sum m_i (\bar{B})
$$

$$
\sigma^2 (\bar{B}) = \sum \sigma^2 (\bar{B})
$$

$$
m_i (\bar{B}) = \frac{d}{d\bar{B}} \ln E \left[ e^{\lambda_i (\bar{B})} \right] = \frac{d}{d\bar{B}} \ln E \left[ e^{\lambda_i (\bar{B})} \right] = E \left[ \lambda_i (\bar{B}) e^{\lambda_i (\bar{B})} \right]
$$

$$
\sigma^2 (\bar{B}) = \frac{d^2}{d\bar{B}^2} \ln E \left[ e^{\lambda_i (\bar{B})} \right] = 

\frac{E \left[ \lambda_i^2 (\bar{B}) e^{\lambda_i (\bar{B})} \right] - E \left[ \lambda_i (\bar{B}) e^{\lambda_i (\bar{B})} \right]^2}{E \left[ e^{\lambda_i (\bar{B})} \right]^2}
$$

6 Performance Evaluation

In order to assess the effectiveness of the proposed source shaping solutions we consider the statistical quantities of the shaped video traces and packet loss statistics in case of multiplexing video streams at a single node with packet scale buffering. The presented results are based on the analytical method described in section 5 and on simulations using ns-2.

The considered scenario is shown in figure 1. It consists of $n$ independent sources generating MPEG video streams, single buffer leaky buckets as source shapers and a multiplexing node. Each stream is shaped with some delay constraint and then multiplexed at the node with a small buffer to resolve packet scale congestion.

We present results for two MPEG-4 video traces, a soccer game with an average bit rate of 1.1 Mbps and a talk show with an average rate of 540 kbps. The traces are approximately 3600 seconds, thus 90000 frames, and 2700 seconds, thus 67000 frames long. The frames of the MPEG traces are packetized to 188 bytes, as given for the transport stream in the MPEG-2 standard [IEC61883].

Throughout the simulations we consider a single outgoing link at the multiplexing node with a capacity of 45 Mbps in the case of the soccer game and of 22.5 Mbps in the case of the talk show. We choose the link capacities proportionally to the average rate of the streams. This solution allows us to compare results at the same link utilization and level of statistical multiplexing. The multiplexing buffer can store up to 15 packets.

Trace statistics

First we consider the statistical properties of a single video stream before and after shaping for different values of maximum shaper delay $d$.

Figures 2 and 3 show the number of transmitted bits in a frame time for the original and shaped trace of the soccer game and the talk show respectively. The maximum shaper delays are 40 ms and 120 ms, the shaping is performed using the BC shaper algorithm. Even the relatively small shaper delay of 40 ms allows a significant reduction of the rate fluctuation. The maximum transmission rate is decreased from 3.6 Mbps to 3 Mbps for the soccer game trace and from 3.1 Mbps to 2 Mbps for the talk show trace.

![Figure 2: Number of bits transmitted in a frame time for the soccer game trace without shaping and with shaping for $d=40$ ms and $d=120$ ms, using the BC shaper algorithm.](image)

![Figure 3: Number of bits transmitted in a frame time for the talk show trace without shaping and with shaping for $d=40$ ms and $d=120$ ms, using the BC shaper algorithm.](image)
Figure 4: CoV of the shaped soccer trace versus maximum shaper delay $d$, considering the BC and RTD shaping algorithms.

Figure 5: CoV of the shaped talk show trace versus maximum shaper delay $d$, considering the BC and RTD shaping algorithms.

Figure 6: Loss probability of shaped and unshaped streams for $1$ shaped stream. The talk show trace and the BC shaping algorithm is considered. Simulation validates the analytical results.

Figure 7: Loss probability of shaped and unshaped streams for half of the streams shaped. The talk show trace and the BC shaping algorithm is considered. Simulation validates the analytical results.

Figure 8: Relative loss probability of shaped and unshaped streams for $1$ shaped stream. The talk show trace and the BC shaping algorithm is considered. Simulation validates the analytical results.

Figure 9: Relative loss probability of shaped and unshaped streams for and half of the streams shaped. The talk show trace and the BC shaping algorithm is considered. Simulation validates the analytical results.
Figures 4 and 5 show the coefficient of variation (CoV) of the traces, defined as

$$\text{CoV} = \sqrt{\frac{1}{N_t} \sum_{t=1}^{N_t} \left( \frac{q(i) - \frac{1}{N_{GOP}} \sum_{j=1}^{N_{GOP}} q(j)}{\bar{E}(q)} \right)^2}$$

(17)

where $N_t$ is the number of frames in the trace, $q(i)$ is the number of bits transmitted in the $i$th frame time and $\bar{E}(q) = E\{f\}$ is the average number of bits transmitted in one frame time. The CoV is calculated using the moving average over one GOP time as mean value. This way the CoV reflects the frame to frame rate fluctuations without the rate variation due to the scene changes in the trace. The two curves in the figure show the CoV values for the two proposed shaping solutions.

The graphs show that for small values of shaper delay $d$ the CoV decreases very rapidly, reflecting that a delay of a couple of frame times (20-80 ms) allows the smoothing of the transmission rates of consecutive I, P and B frames. At larger delays the marginal gain decreases significantly.

The two shaping methods result in similar changes in the CoV values. As expected, the RTD method decreases the rate fluctuations better. For large values of $d$ the difference is around 20% in the terms of CoV reduction, since the RTD method can adjust the shaper rate more precisely based on the information maintained in the buffer, while the BC method over- and underestimates the shaper rate and has to make corrections later. As the difference is not significant, due to its simplicity we focus on the BC method in the followings.

**Packet loss probabilities**

In this part we investigate the average packet loss probability of multiplexed video streams as a function of the average load, defined by the ratio of the sum of the mean rates of the streams to the link transmission capacity. The presented results are based on mathematical analysis, simulation results are shown to demonstrate the accuracy of the method. Simulations were run 20000 to 100000 seconds to have enough loss events even in the case of low probabilities in the order $10^{-5}$.

We show results for shaping the talk show trace with the BC method. To see the effect of introducing shaping gradually at the sources two scenarios are considered. In the first one only one stream is shaped, while all the other multiplexed streams are transmitted unshaped. In the second scenario half of the streams are shaped at the source.

Figure 6 shows the loss probability of the shaped and unshaped sources for shaper delays of 40 ms and 120 ms in the case of I shaped source. Figure 7 shows the results for the scenario where half of the sources are shaped. Figures 8 and 9 show the relative loss probabilities of the shaped and unshaped sources compared to the average loss probability.

The numerical results are validated by simulation. The results reflect, that the mathematical analysis works well for losses up to $10^{-2}$, then slightly overestimates the loss probability as a consequence of the large deviation approximation.

Comparing figures 6 and 7 it can be seen that shaping half of the sources decreases the overall loss probability by roughly one order of magnitude. The results with different shaper delays show that in the case of the considered talk show trace, shaping with a delay of 40 ms is almost as efficient as shaping with a delay of 120 ms in the terms of reducing the loss probability. For the soccer trace shaping with a delay of 120 ms has a slightly bigger effect. This is due to the lower ratio of temporal redundancy which induces lower peak to mean ratio.

The results show in Figures 8 and 9 that the decrease in the loss probability achieved by shaping the sources increases as the average load, and thus the loss rate decreases. Since the desired loss probability of video streams is in the order $10^{-7}$, the difference can be up to 35%, even if only one stream is shaped. The gain achieved depends on the stream characteristics, for the soccer trace the experienced gain was less, around 20% at a loss probability around $10^{-5}$.

**Packet loss probabilities in I, P and B frames**

In addition to the average packet loss probability of the streams it is worthwhile to evaluate the packet loss probability in individual frame types, since it affects the perceived visual quality.

Figure 10: Relative packet loss probability in I,P,B frames of the shaped and unshaped streams for $d = 120$ ms, half of the streams shaped. The talk show trace and the RTD shaping algorithm is considered. Simulation results.

Figure 10 shows the packet loss probability in I, P and 3 frames relative to the average loss probability for the shaped and unshaped sources for the scenario when half of the sources is shaped with a maximum shaper delay of 120 ms. The figure shows that while in the case of unshaped sources the loss probability in the I frames is the highest, up to 100% above the average loss probability and that in the B frames is the lowest, in the case of shaped sources the loss probabilities in the individual frame types are roughly the same. In the I frames the decrease of loss probability is around 60%. Consequently, as losses in the I frame have a significant effect on the visual quality, the positive effects of the shaping include not only lower loss probability but also the improved distribution of these losses among the frame types.
The presented results show the following effects of source shaping. Considering the trace statistics, shaper delays in the 20-43 ms range decrease the CoV of the stream significantly; higher delays introduce decreasing marginal gains. Comparing the two proposed shaping algorithms, the simple BC algorithm works rather well, especially at small shaper delays. Results on multiplexing the video streams at a multiplexer with a small buffer show that the shaped streams experience lower loss probabilities than the unshaped ones, the difference is about 30%. The gradual introduction of the source shaping in the network has a significant effect, the loss probabilities decrease with one order of magnitude if half of the sources adopt shaping. The positive effect of shaping is reflected by the distribution of losses among the different frame types in the video stream. Multiplexing unshaped streams results in high loss probability for the I frames, this loss probability decreases significantly if the stream is shaped.

7 CONCLUSION

In this paper we proposed and evaluated solutions that assist live video transmission over the Internet. Specifically, we considered the scenario when the MPEG coded video streams are shaped at the source host and network routers provide small buffers to resolve packet scale congestion, motivated by the current trends of designing traffic control solutions, where the main idea is to add functions to the hosts and keep the operation of the network routers simple.

We proposed computationally simple shaping algorithms that are adequate to shape live video streams with a wide range of delay tolerance at the shaper and provided analytical method to evaluate the efficiency of the proposed solutions.

The analytical and simulation-based performance evaluation proved that i) a simple shaper algorithm based on buffer occupancy and delay limit results in efficient shaping in many cases; ii) even shaping with very low delay bound, adequate for real-time applications, improves the performance in terms of packet loss probability and the packet loss distribution among the different frame types; and iii) shaping provides a means to improve the quality of individual video transmissions even if not all the hosts shape their traffic.

Finally, as ongoing work we further investigate the methods to assist video transmission over the Internet. Specifically, we are interested in the efficiency of source shaping versus buffering at the routers and buffering versus forward error correction.
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Abstract

Video communication over the Internet requires performance guarantees in terms of limited packet loss probability and end to end delay. This paper compares two possible network scenarios for transmitting video streams, source shaping combined with small buffers at the network nodes and delay limited buffering in the network. It is shown that due to its simplicity and performance comparable to buffering source shaping can provide the solution for efficient video transmission in the Internet.

1 Introduction

The transmission of video traffic over large packet switched networks like the Internet is still a fundamental problem of network design. First, video applications require quality of service guarantees from the network, in terms of limited packet loss, end to end delay and delay variation. The acceptable packet loss probability depends on the video coding scheme and is in the range of $10^{-5}$--$10^{-3}$. The delay limitation depends on the application. While in the case of computer to human applications delay can be up to several seconds, in the case of human to human applications delay should be kept below 150 ms. Second, the provisioning of the required quality at a network utilization acceptable for the operator is a complex issue due to the characteristics of coded video streams. Considering the widely used MPEG coding, the transmission rate is changing in short and long time scales. Moreover, as a result of data compression the distribution of the packet losses affects the perceived visual quality: multiple packet loss in a single frame decreases the visual quality of the corresponding picture, and the effect of a packet loss in an I frame propagates to P and B frames.

Research and development efforts today address the problem of finding efficient traffic control solutions that support visual communication and can be introduced with acceptable cost [3, 7]. One of the essential questions is whether to design networks with large buffers
at the network nodes or rather use small buffers and source shaping when transmitting delay
and loss sensitive video traffic (E.g., [8, 9]). Intuitively, using large buffers low packet loss
probability can be provided even at high network utilization, but the control of end to end
delay and delay variation has to be solved. On the other hand, source shaping with small
buffers at the nodes bounds the delays but at the price of increased packet loss probability.

Considering the feasibility of the two solutions, shaping has its advantages, as it can be
introduced gradually, according to the individual applications’ needs and does not require any
support from the network. On the other hand, in networks with large buffers delay aware
scheduling and/or jitter compensation has to be introduced at all the network nodes to limit the
end to end delay and avoid the increase of burstiness of the traffic streams.

In [9] the performance of source shaping and buffering is compared for networks providing
strict end to end delay bounds. The paper compares two solutions. In one of them, source
shaping with the maximum acceptable delay is applied and nodes are equipped with small
buffers, performing so called packet scale buffering [1]. In the other solution the maximum
acceptable delay is divided among the network nodes thus nodes perform burst scale buffering
with buffer size defined by the per node maximum delay. Nodes apply jitter compensation
for each video stream to control the burstiness of the stream. It is shown that in the terms of
packet loss traffic shaping is less efficient in the case of a single node multiplexer, but in the
case of long transmission paths, when the maximum end to end delay has to be split among
many nodes, traffic shaping outperforms buffering.

In this paper we further evaluate the performance of these two solutions, comparing the
distribution of losses and their effect on the visual quality of the received video stream. The
paper is organized as follows. The next section describes the two network scenarios considered,
section 3 presents simulation results and discusses the loss characteristics of the scenarios,
finally in section 4 we conclude our work.

2 System description

We consider the following networking scenario. On-line video streams have to be transmitted
through a large packet switched network - specifically, the Internet. We assume, that the net-
work has DiffServ [2] capabilities, and the transmission of video streams is not disturbed by
best effort traffic.

We assume that call admission control is introduced for the video streams to provide perfor-
manence guarantees. Measurement based end-node call admission control solutions that limit
the packet loss probability of the accepted streams without any network signaling or per stream
processing at the nodes are proposed in e.g.,[3, 5].

While packet loss is limited by the admission control, end to end delay is limited by the
network architecture, specifically by the buffer sizes at the source shapers and network nodes.

The considered system is shown in figure 1, consisting of the source and the destination of
the video stream, the source coder and decoder, the transmission and reception control units
that can contain source shaper and playout buffer and error control coding and decoding.
Source coding

The sources generate MPEG coded streams, the most commonly used encoding scheme for the storage and transmission of video information. In the MPEG stream information is stored as a sequence of frames, corresponding to a sequence of pictures in a video, generated with fix time intervals. Compression is achieved by eliminating the spatial and temporal redundancy of the information in the frames. Spatial redundancy is decreased by intraframe coding of the individual frames, while temporal redundancy is reduced by interframe coding between subsequent frames. Thus the sequence of frames consists of intraframe coded frames (I frames), and interframe coded predicted (P frames) and bidirectionally predicted frames (B frames). The subsequent frames between two consecutive I frames form a group of picture (GOP). The GOP structure of the streams can be different, depending on the required quality. A typical example for the sequence of frames is IBBPBBBPBBPBB.

The stream is highly bursty, with fluctuations on two timescales. The intraframe coding compresses complex scenes with less efficiency, and consequently, the frame sizes change on the long term at the scene changes. The interframe coding leads to short term frame size fluctuation, since I frames are usually significantly larger than P frames, and P frames are larger than B frames. The scale of the fluctuation is about a factor of 3 on the long, and a factor of 10 on the short term.

As a consequence of the coding scheme, information loss in the three frame types has different effect on the perceived visual quality. The loss of data in an I frame propagates forward through the next GOP and backward to the last P frame (affecting up to 14 frames if the number of frames in an open GOP is 12). Meanwhile, the loss of data in a B frame only affects that particular frame.

Source shaping

Shapers used at the sources decrease the frame to frame fluctuation of the coded video stream. The shaper we use in this work is a single buffer leaky bucket, as it is proved to be optimal for networks with small buffers [8]. Frames leaving the encoder are stored in the shaper buffer and are transmitted w/ a given transmission rate, which is adjusted to provide lossless, delay limited shaping. Shaper algorithms for on-line video streams are proposed in [6]. In this paper, we apply a low complexity solution based on the shaper buffer content, as described in [4].
The algorithm to control the shaper transmission rate \( r \) aims to minimize the maximum and the variance of the transmission rate, is efficient for large range of end to end delay limit and assists real time operation as it has low computational complexity and does not require knowledge on the GOP structure.

The algorithm assumes that the shaper can detect the type of the arriving frame and applies the following rules to set the shaper rate.

The shaper rate can be changed at any frame arrival \( n \). The lowest acceptable shaper rate \( r_{\text{min}}(n) \) is calculated based on the amount of data in the buffer, \( b(n) \) and the delay limit \( d \), as:

\[
r_{\text{min}}(n) = \frac{b(n)}{d}.
\]

The shaper rate is increased at any frame arrival if \( r_{\text{min}}(n) > r(n-1) \). The shaper rate is decreased if \( r_{\text{min}}(n) < r(n-1) \), the new frame is of type I and the buffer is empty before the frame arrival. This rule is based on the assumption that small P or B frames do not indicate intensity change in the video stream and is restricted since the delay limit of individual frames in the buffer can not be ensured. To decrease fluctuation, the shaper rate is decreased gently,

\[
r(n) = \frac{r_{\text{min}}(n) + r(n-1)}{2}.
\]

P and B frames entering the shaper when the buffer is empty are transmitted with a rate such that the frame leaves the buffer before the new frame arrives, i.e., in one frame time, in order to prevent the shaper from keeping data before larger I and P frames arrive.

If shaping is not applied the source sends the individual frames smoothed over one frame time i.e., 40 ms if the frame rate is 25 frames per second.

**Node architecture**

Packet streams leaving the source nodes are multiplexed at the network nodes. Two different node architectures are considered.

1. The output buffers at the nodes provide buffering for simultaneously arriving packets only (packet scale buffering). In this case the buffer size is in the range of the ratio of the link speed and the peak rate of the streams.

2. The output buffers are large to provide buffering for bursts (burst scale buffering). The buffer size in this case is limited by the maximum acceptable end to end delay and the number of hops on the transmission path. Specifically, it means maximizing the buffer capacities by \( B_i = \frac{d}{N^2} c_i \) where \( d \) is the maximum end to end delay, \( N \) the number of nodes on the transmission path, and \( c_i \) the link capacity at node \( i \) [9]. It is assumed that nodes apply jitter compensation, which means that the delay at the networking nodes is exactly \( d/N \).

Shaping of the sources has some advantages compared to buffering inside the network. i) Shaping can be introduced gradually according to the applications’ needs and nodes inside the network are not affected. Buffering with delay limit requires updating of all the network nodes. ii) Furthermore, buffering with delay limit requires per stream delay and jitter control at the nodes, with stream specific limits, an thus is a source of network scalability problems. In the case of source shaping the end nodes keep track of the delay control and network nodes do not perform per stream processing.
3 Performance evaluation

To compare shaping and delay limited buffering we compare the average packet loss probabilities, the packet loss distribution among I, P and B frames, the probability of consecutive packet losses and losses in small blocks of packets. The presented results are simulation results, the simulation time was between 20000 to 60000 seconds to have enough loss events even in the case of loss probabilities in the order $10^{-5}$.

![Diagram](image)

Figure 2: The considered network model, (a) with shapers, (b) with buffering

The simulated network model is shown in figure 2. The system includes traffic sources, source shapers and a multiplexing node with a single output link. Two scenarios are considered. In scenario (a) the nodes apply source shaping with delay limited by the maximum acceptable end to end delay and the multiplexer provides a small buffer for packet scale buffering. In scenario (b) the sources are not shaped and the acceptable per node delay is allocated to the multiplexer buffer.

We present results for an MPEG-4 video trace, a talk show with an average rate of 540 kbps. The trace is approximately 27000 seconds, thus 67000 frames long. The frames of the MPEG trace are packetized to 188 bytes, as given for the transport stream in the MPEG-2 standard [IEC61883]. The capacity of the output link is 22.5 Mbps. The size of the shaper buffer is determined by the considered end to end delay limits, 20 ms and 40 ms, acceptable for real-time communication. When shaping is used the buffer at the multiplexer stores up to 10 packets to provide packet scale buffering. When, instead, delay limited buffering is applied at the network nodes, we assume a transmission path length of 10 nodes, resulting buffer capacity for 38 and 66 packets for delays of 20 ms and 40 ms respectively.

Average packet loss probabilities

First we investigate the average packet loss probability of the multiplexed streams as a function of the average load at the multiplexer, defined by the ratio of the sum of the mean rates of the streams to the link transmission capacity.

Figure 3 shows the average packet loss probability as a function of the load for end to end delays of 20 ms and 40 ms for both the shaped and the buffered traces. Buffering results in a lower average packet loss probability, the difference is less than one order of magnitude. Considering an acceptable packet loss probability of $10^{-5}$, the difference of the maximum network load with shaping and buffering is 3–8% depending on the delay limit.
Figure 3: Average packet loss probability of the shaped and buffered streams.

Packet loss probabilities in I, P and B frames

In addition to the average packet loss probability of the streams it is worthwhile to evaluate the packet loss probability in individual frame types, since, as a consequence of the coding scheme it affects the perceived visual quality.

Figure 4: Relative packet loss probability in I,P,B frames of the shaped and buffered streams for $d = 40$ ms.

Figure 4 shows the packet loss probability in I, P and B frames relative to the average loss probability for the shaped and buffered sources for an end to end delay of 40 ms. The figure shows that while in the case of unshaped sources the loss probability in the I frames is the highest, up to 100% above the average loss probability and that in the B frames is the lowest,
in the case of shaped sources the loss probabilities in the individual frame types are roughly the same. In the I frames the decrease of loss probability is around 60%. Consequently, as losses in the I frame have a significant effect on the visual quality, traffic shaping improves the distribution of the losses among the frame types.

**Consecutive packet loss**

![Graph showing expected number of consecutive packet losses](image)

*Figure 5: Expected number of consecutive packet losses.*

Consecutive packet losses might have a degrading effect on the visual quality, as larger parts of a picture have to be recovered. Figure 5 shows the expected number of consecutively lost packets. In the case of the shaped sources the expected loss burst length is 1 for a load up to 0.7-0.8, meaning, that single packet losses happen in most of the cases, and increases as the load increases. In the case of buffered sources the graph of the expected burst length has a U shape, reaching a minimum of 1.08 consecutive packet losses at an average load of approximately 0.85. The shape of the graphs for the buffered case can be explained by the burstiness of the sources. In the case of low average load a bursty stream sending at a high bitrate is probable to cause a congestion period itself, and loose all its packets during that period, thus losses tend to occur in bursts. In the high load region the congestion periods get longer what explains the increase in the expected loss burst length for both the shaped and the buffered streams.

Considering the probability of consecutive packet losses, the result indicates that in the case of buffering the probability of two or more consecutive packet losses is orders of magnitude higher than in the case of shaping at low or modest average load.

**Losses in packet blocks**

This part evaluates the average number of packets lost in small blocks of packets. The results help to investigate whether forward error correction solutions, based on block coding of a number of packets can improve the quality of the transmission.
Figure 6: Probability of 1 packet loss out of 10 and 20 packets for $d = 20$ ms.

Figure 6 shows the probability that out of 10 or 20 packets only 1 packet, if any, gets lost for an end to end delay of 20 ms. Figure 7 shows the same probability for an end to end delay of 40 ms. For the shaped sources the probability of loosing 1 packet out of 10 or 20 is close to 1 at a load up to 0.8, and decreases as the load increases. The graphs showing the 1 out of 10 and 20 packet loss probability for the buffered sources however have an upside down U shape, in accordance with figure 5. Thus the probability of loosing more than 1 packet out of 10 or 20 first increases as the average load increases to reach its maximum of 0.73 at an average load of 0.85, then decreases as the average load further increases.

The results show that with source shaping maximum 5% of the losses are multiple losses in packet blocks up to a load of 0.8, compared to 20–30% with buffering. It indicates that that while in the case of buffering the high probability of multiple losses makes error correction coding inefficient, in the case of shaping forward error correction might be useful to improve transmission quality in terms of residual packet loss probability.

4 Conclusion

In this paper we evaluated the feasibility and efficiency of source shaping versus delay limited buffering for the transmission of delay and loss sensitive video transmission over the internet.

The extensive performance analysis, based on simulation, provided the following results.

- The average packet loss probability can be up to one order of magnitude lower in the case of buffering at the network nodes.

- The packet loss distribution among frames is uneven if source shaping is not applied, with high packet loss probability in the I frames. Source shaping equalizes the per frame packet loss probabilities.

- The probability of consecutive packet losses can be orders of magnitude lower in the case of source shaping, depending on the average loss probability.
The probability of multiple losses in blocks of packets is 4–6 times lower with shaping than with buffering, giving a fair chance of efficient forward error correction.

The above results indicate that while the average packet loss might be higher in the case of packet scale buffering combined with traffic shaping, due to the change in the packet loss distribution, the perceived visual quality can be close to the one in networks with large buffers. Considering the feasibility of the two solutions, we believe that source shaping together with small buffers at the network nodes can provide the solution for transmission of delay sensitive video traffic in the Internet.
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Abstract. The transmission of video traffic over the Internet is a fundamental issue of network design. Video applications require quality of service guarantees from the network in terms of limited packet loss, end-to-end delay, and delay variation. The question of today’s research and development is how to provide these guarantees considering the architecture of the present Internet. In the last years a variety of admission control schemes based on per-hop or end-to-end measurements has been suggested to control delay and loss sensitive streams with very little or no support at the routers. Most of these solutions, however, have to apply the same acceptance threshold for all streams, a significant limitation considering the diverse quality requirements of the applications. In this work we investigate how source shaping and forward error correction (FEC) can be used together to achieve application specific quality differentiation in terms of end-to-end delay and packet loss probability. While source shaping and FEC have been proposed independently to decrease the probability of packet loss due to buffer overflow, their joint use has not been studied before.

As the two control functions use the same scarce resource, end-node delay, and their efficiency to decrease loss probability is proportional to the introduced delay but with a decreasing marginal gain, combining the two a better performance can be achieved than by using only one of them.

The performance evaluation focuses on the optimal delay allocation for shaping and FEC, such that the loss probability is minimized. We investigate how shaping can be used to substitute FEC redundancy and the sensitivity of the quality differentiation to the background traffic characteristics.

Keywords: Quality of Service, source shaping, FEC

1 Introduction

Internet is now considered as the universal network for future data, voice and video communications. It is recognized, however, that the best effort service implemented today is not satisfactory for delay and loss sensitive applications such as voice and video. It is widely accepted that quality provisioning for these applications requires (i) transmission and scheduling solutions that process best effort and QoS sensitive traffic
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in different ways, as reflected in both the IETF DiffServ and IntServ architectures: and (ii) call admission control for applications with strict QoS requirements, reflected in the controlled load and guaranteed service class proposed for the IntServ architecture. The question of today’s research and development is how to implement these new functions through minimal changes in the architecture of the present Internet.

In the last few years a variety of admission control schemes based on per-hop or end-to-end measurements has been published to provide admission control for delay and loss sensitive traffic with very little or no support at the routers. Measurement based admission control (MBAC) schemes base the acceptance decision on per-hop real-time measurements of the aggregate traffic intensities [1]. Endpoint admission control (EMBAC) schemes decrease the required router support even further, involving only the end systems in the admission control process [2–5]. The idea behind these schemes is to probe the transmission path from the sender to the receiver to experience the congestion level in the network and accept new streams only if the level of congestion is acceptable.

Most of these solutions, however, suffer from limited granularity, namely, the QoS guarantees (packet loss, delay and delay jitter) within a service class are the same for all streams [1, 3]. One way of quality differentiation is to define application specific service classes, but the management of a large number of classes would increase the complexity of the router operations. Instead, we believe that quality differentiation has to be achieved within one service class by using application specific traffic control functions at the end nodes.

In this paper we investigate how source shaping combined with forward error correction (FEC) can provide quality differentiation. Both of these functions exploit the streams’ end-to-end delay limits loosen than the one provided by the service class. Source shaping changes the traffic characteristics in a way that the expected packet loss probability of the stream decreases and the loss distribution becomes more even. FEC, in addition, recovers lost packets based on error coding, and consequently achieves lower perceived packet loss probability than the one ensured by the service class. The goal is then to share the delay available at the end-node – the difference between the acceptable end-to-end delay of the stream and the delay introduced by the network – between shaping and FEC such that the experienced information loss of the stream is minimized. The efficiency of source shaping and FEC for decreasing the probability of packet loss due to buffer overflow has been subject of extensive research, but the combined use of the two functions has not been investigated before.

In section 2 we discuss buffering strategies, explain the basic characteristics of source shaping and FEC and overview related work; in section 3 the combined use of shaping and FEC is described, in section 4 we evaluate the performance of combined source shaping and FEC and finally we conclude our work in section 5.

2 Network architecture and control functions

Buffering is the most straightforward solution to decrease packet loss probability in packet switched networks. Large buffers, however, introduce uncontrollable delay and delay variation and cause increasing burstiness on the transmission path. To utilize the
advantages of large buffers when delay sensitive traffic is transmitted in the network scheduling solutions with per stream delay and jitter control have to be applied.

On the other hand, the choice of using small buffers for transmitting delay sensitive traffic allows simple (e.g., FIFO) scheduling at the network nodes, since delay and jitter are limited by the maximum buffer sizes, and makes the network tractable as stream characteristics do not change significantly at the network nodes [6, 7]. The size of the buffers has to be selected in a way that the contention of simultaneously arriving packets is resolved (i.e., packet scale buffering is provided instead of burst scale buffering [8]), that means a buffer size in the range of \( \min \{ C/p, n \} \) packets, where \( C \) is the transmission capacity of the link, \( p \) is the maximum bitrate of the streams and \( n \) is the number of input ports.

**Traffic shaping at the source node** is used to decrease the packet loss probability at the buffers inside the network by decreasing the burstiness of the traffic stream. As it is shown in e.g., [6, 9], (i) shaping even a part of the sources decreases average packet loss probability by orders of magnitude; (ii) shaped streams experience lower loss rates than unshaped ones, (iii) shaping, when applied to MPEG sources, decreases packet loss in loss sensitive I frames and (iv) makes the packet loss pattern more even as well, which in turn gives potential to FEC.

The performance of networks with source shaping and small buffers is analyzed in e.g., [6, 10, 11] In [11] the performance of source shaping and buffering is compared for networks providing strict end-to-end delay bounds. The paper compares two solutions. In one of them, source shaping with the maximum acceptable delay is applied and nodes are equipped with small buffers, performing packet scale buffering. In the other solution the maximum acceptable delay is divided among the network nodes, thus nodes perform burst scale buffering with buffer size defined by the per node maximum delay. Nodes in this case apply jitter compensation. It is proved that source shaping outperforms buffering in the case of long transmission paths. In [10] the performance of these two solutions is compared considering video transmission, showing that shaping provides a visual quality similar to that of buffering even for short transmission paths. Source shaping in networks with small buffers is evaluated in [6] as well, proving that single buffer shapers are optimal in this case.

Proposals for source shaping algorithms address a variety of applications, like [12, 13] for streaming with known traffic pattern, [14] for lossy and [9, 15, 16] for lossless shaping for real-time traffic with unknown traffic pattern. The efficiency of shaping, in terms of decreasing the burstiness and consequently the packet loss probability depends significantly on the traffic stream itself. Considering MPEG coded video streams, shaping even with a very low, 20-40 ms delay is efficient, as it smooths the data of large I and P frames. The efficiency increases with the introduced delay, but with decreasing marginal gain [9]. The above results motivate the use of source shaping combined with packet scale buffering for quality differentiation.

**Forward error correction** has been proposed to recover from information losses in real-time applications, where the latency introduced by retransmission schemes is not acceptable. FEC schemes increase the redundancy of the transmitted stream and recover losses based on the redundant information.
There are two main directions of FEC design to recover from packet losses due to buffer overflow. One solution, proposed by the IETF and implemented in Internet audio tools is to add a redundant copy of the original packet to one of the subsequent packets [17]. In the case of packet loss the information is regained from the redundant copy. This solution suits well interactive audio applications with low transmission rate and low delay limit. The efficiency of these schemes can be tuned by the number of redundant copies and the offset between the original packet and the redundant copy.

The other set of solutions uses block coding schemes based on, e.g., Reed-Solomon coding [18, 19]. In this case a block of packets is considered and error coding is applied for each bit position, generating a number of error correcting packets. The error correcting capability of Reed-Solomon codes with $k$ data packets and $c$ error coding packets is $c$ if data is lost, which is the case if coding is used to regenerate lost packets. FEC based on block codes introduces an overhead of $(c + k)/k$ percent. Delay is introduced at the receiver only, where the error correcting packets have to be received for packet regeneration. The decoding delay is $(c + k)t_p$, where $t_p$ is the packet interarrival time.

The error correcting capability of both classes of solutions increases with introduced decoding delay and overhead, with decreasing marginal gain.

The efficiency of FEC for correcting packet losses due to buffer overflow, however, is questionable due to the uneven distribution of packet losses and the additional load that FEC introduces in the network. Results considering different FEC schemes and based on analytical and simulation studies [17–19] show that the overall use of FEC does not always improve transmission quality, but FEC supports quality differentiation if only a part of the streams, requiring stringent QoS guarantees, applies error coding.

The above results indicate that both source shaping and FEC can be used for quality differentiation. The efficiency of the two functions is proportional to the introduced delay but with decreasing marginal gain. Consequently, combining shaping and FEC, by sharing the available end-node delay, a better performance may be achieved than by the use of only one of them.

3 Combined Source Shaping and FEC

In this work we propose the combined use of FEC and source shaping to support delay and loss sensitive transmission. If both functions are used at the end-nodes, the available end-node delay has to be split such that both functions can work efficiently. In addition, the two functions are not independent, as source shaping, by smoothing the packet losses in the stream, improves the packet loss correcting capability of FEC. It has to be noted that shaping achieves performance improvements without increasing the resource requirements of the streams, while FEC may introduce significant overhead. Thus, for some networking scenarios, FEC can prove to be an expensive control solution.

To evaluate the performance of combined source shaping and FEC we consider the following networking scenario.

We assume that the service class for loss and delay sensitive transmission uses dedicated buffer and link transmission capacities, and the applied call admission control together with FIFO scheduling at the routers provides the same bound on the packet
loss probability for all streams. We also assume that only small buffers are applied at
the network nodes, providing buffering for simultaneously arriving packets only.

This system architecture thus provides the same, strict upper bound on the net-
work delay and the same, stochastic upper bound on the average packet loss rate for all
streams. Sources can then utilize the available end-node delay – the difference between
their maximum acceptable end-to-end delay and the delay introduced by the network –
to decrease the packet loss rate of the stream, using source shaping and FEC. Note, that
packet loss happens due to buffer overflow only. All packets arrive within the defined
delay limit to the destination due to the use of limited buffers at the network nodes and
at the source shaper.

Given the stream specific end-node delay \( D \), which is divided between shaping and
FEC as \( D = D_{sh} + D_{FEC} \), the parameters of the FEC and the shaper are calculated based
on \( c/k \), the required FEC redundancy and \( m \), the mean transmission rate, including the
redundant packets.

In the case of video transmission FEC blocks that are entirely within a video frame
do not introduce any delay, since all packets of the frame have to be received to re-
genereate a picture, the ones that spread over more than one frame however do. The delay
introduced by these blocks is the time between the arrival of the last packet from the
frame where the FEC block started and the arrival of the last packet from the FEC block.
Based on the delay assigned to FEC the maximum FEC block length \( k + c \) is defined by
\((k+c)/m < D_{FEC}\).

The shaper rate is adjusted as described in [9]. When frame \( i \) arrives to the shaper, its
size is added to the amount of data in the buffer \( b(t) = b'(t) + f_i(t) \), where \( b'(t) \) denotes
the buffer occupancy before the frame arrival and \( f_i(t) \) the size of the arriving frame.
The shaper rate is then set to ensure that all data leave the buffer within the specified
delay \( D_{sh} \), thus \( r(t) = b(t)/D_{sh} \). To avoid delay bound violation for frames stored in the
buffer, the shaper rate can be decreased only if the buffer was empty before the arrival
of the new frame.

Based on the above, the combined shaping and FEC algorithm works as follows.
Frames generated by the source coder are put into the shaper buffer, the redundant
packets according to the FEC scheme used are added and the shaper rate is adjusted.
If the shaper rate during an FEC block transmission is lower than the average rate \( m \),
the FEC block is shortened by inserting an error correcting packet before schedule, to
avoid the violation of the maximum FEC decoding delay \( D_{FEC} \).

4 Performance Evaluation

In this section we evaluate how FEC combined with source shaping supports the trans-
mission of delay and loss sensitive video streams.

The presented results are based on simulation. The simulated network model is
shown in figure 1. The system includes traffic sources, channel coders doing FEC,
source shapers and a multiplexing node with a single output link, modeling the trans-
mission capacity dedicated for the controlled traffic. The multiplexing node performs
simple FIFO queuing. We argue that results obtained with this simple model can be
extended to the multiple node case, based on the fact that the traffic characteristics of
the streams do not change as they cross nodes with small buffers [2].

For the simulations we use an MPEG-4 coded talk show trace – since MPEG coding
is often used to transmit video streams nowadays – with an average rate of 540 kbps
and a peak rate of 2.5 Mbps. The trace is approximately 2700 seconds, thus 67000
frames long. The frames of the MPEG trace are packetized to 188 bytes, as given for
the transport stream in the MPEG-2 standard [IEC61883]. The capacity of the output
link is 22.5 Mbps. The buffer at the multiplexer can store up to 13 packets, which is
the ratio of the output link capacity to the peak rate of the individual streams, thus the
multiplexer provides packet scale buffering. At full utilization there are approximately
38 streams competing at the multiplexer, depending on the FEC schemes used. The
considered available end-node delays run from 60 ms to 120 ms, where the lower delays
correspond to conversational while the higher to on line streaming applications. The
confidence interval of the presented simulation results is 5% or less at 95% confidence
level.

The performance analysis investigates how the packet loss probability depends on
the applied control functions and on the network load. The network load is defined as
the ratio of the sum of the mean rate of the streams including FEC redundancy, and the
link transmission rate.

For the sake of simplicity we use the notation CF(k,c,d) for a control function with
FEC of block length of k data packets and c redundant packets, and shaping with a
delay of d ms. For example, 80 ms end-node delay and a FEC scheme with k=20 and
c=2 leave 20 ms delay for shaping for the considered stream mean rate and packet size.
This control function is thus denoted as CF(20,2,20).

Combined Source Shaping and FEC To analyze the efficiency of FEC combined with
source shaping we consider a scenario where the multiplexer serves a combination of
traffic streams using a variety of control functions. The FEC redundancy is 10% or 20% and
the available end-node delay is 80 ms or 120 ms. 14% of the multiplexed streams
do not apply any control function (CF(1,0,0)), 14%-14% of them use a FEC scheme
with 10% and 20% redundancy without shaping (CF(20,2,0) and CF(20,4,0)), then the
same FEC schemes are used with 80 ms (CF(20,2,20) and CF(20,4,14,5)) and 120 ms
(CF(20,2,60) and CF(20,4,54,5)) end-node delays. Figure 2 shows how the average un-
corrected packet loss probability depends on the network load. The results show that
FEC achieves loss differentiation of 1 to 2 orders of magnitude at the considered redund-
ancy levels. Adding shaping, the loss probabilities further decrease with 25-50%. The
reason for this improvement is twofold. First, the loss probability decreases as streams
get smoother, second, for shaped streams the loss distribution becomes more even, in-
creasing the efficiency of FEC.

Optimal Delay Allocation As the efficiency of both shaping and FEC is proportional
to the introduced delay, splitting the available end-node delay between the two functions
is an optimization problem. In this part we show some simple examples how different
delay allocations affect the probability of uncorrected packet loss. Figure 3 shows a
scenario where the link is shared between streams having an end-node delay limit of
90 ms, split between FEC and shaping. The overhead of the streams using FEC is 10%, the block length varies from \(k = 10\) to \(k = 30\), introducing different coding delays. Note, that for block length \(k = 30\) no delay remains left for shaping \((CF(30,3,0))\). The figure shows that \(CF(10,1,60)\) is outperformed by those using larger blocks, however it is hard to distinguish between the streams using \(CF(20,2,30)\) and \(CF(30,3,0)\).

Considering MPEG coded streams, the distribution of losses in an MPEG stream may have significant influence on the perceived visual quality. Losses in I frames propagate forward to the next group of pictures, up to the next I frame and backwards to the previous P frame, losses in P frames propagate forward to the next I frame. Consequently, losses in I and P frames have increased effect on the perceived visual quality. Figure 4 shows the weighted loss probabilities [21] for the same FEC schemes as figure 3. The graph shows similar characteristics as figure 3, but here the \(CF(20,2,30)\), which leaves some delay available for source shaping, achieves the lowest loss probability (by a factor of up to 2), due to the more even loss distribution. Figures 5 and 6 show a similar scenario for a delay of 120 ms. The optimal delay allocation in figures 4 and 6 is consistent in the sense that it allocates almost one frame interarrival time for shaping while the rest for FEC. It allows efficient error control, while shaping makes losses for large I frames and small B frames even. On the other hand simulations run with an end-node delay of 60 ms give \(CF(20,2,0)\) as the optimal solution, showing that the difference between the efficiency of FEC with a block length of 20 and 10 is higher than what shaping with a delay of 30 ms can compensate for.

In addition, comparing the simulation results we see that the width of the confidence intervals depends on the control scheme. The 95% confidence interval for \(CF(30,3,30)\) streams is approximately one third of that of the streams using \(CF(40,4,0)\), that is, the difference between the loss probability of the streams applying the same combination of control functions is lower. It shows that shaping makes the performance of FEC more predictable.

Simulation results with increased FEC redundancy show similar characteristics, though the difference between the packet loss probability of the streams with and without FEC is higher.

**FEC Redundancy and Shaping Delay** The use of FEC may decrease the effective load due to the introduced overhead. Figure 7 shows the number of accepted streams with an admission control limiting the loss probability without FEC at 0.1%, for an increasing ratio of streams using FEC. Two cases are compared. In one of them the end-node delay is 90 ms, a part of the streams use this delay for shaping \((CF(1,0,90))\), a part of them for FEC with 10% redundancy \((CF(30,3,0))\). In the other case the end-node delay is 120 ms, the used control functions are \(CF(1,0,120)\) and \(CF(40,4,0)\). As shown on the figure, the effective load decreases as higher ratio of streams uses FEC. Increasing the end-node delay the number of accepted streams, thus the effective load becomes higher.

Since shaping and FEC have similar effects, it is worth investigating if shaping can compensate for decreased FEC redundancy. Figure 8 shows the weighted loss probabilities in a scenario where the bandwidth is shared among sources using FEC only and sources using FEC with a lower level of redundancy combined with shaping. Compar-
ing the streams using CF(20,2,60) and those using CF(20,3,0) indicates that by shaping the FEC redundancy can be decreased from 15% to 10% to achieve the same loss probabilities.

**Sensitivity Analysis** Finally, we evaluate the sensitivity of source shaping and FEC with respect to the background traffic characteristics at the multiplexer. The sensitivity analysis is important, since these functions themselves do not give loss guarantees. Guarantees are given only by the call admission process, while applications can have some expectations how the performance improves with additional control at the end-nodes. Figure 9 shows packet loss values for different background traffic characteristics. The background traffic characteristics are changed by shaping the background streams with delays up to 120 ms, resulting in smoother background traffic at high shaping delay values. FEC controlled streams have 120 ms end-node delay in all cases. Two scenarios are compared. In one of them 25% of the multiplexed streams use CF(30,3,30), in the other scenario 25% of the multiplexed streams use CF(40,4,0). For both cases 75% of the streams give the background traffic without FEC. The network load level is constant 0.82. The figure shows the uncorrected loss probabilities for the background traffic and the FEC controlled streams. The loss probability decreases for all traffic as the shaping delay of the background traffic increases, the gap between the background traffic and the FEC controlled traffic is 1.5 to 2 orders of magnitude, increasing slightly as the background traffic gets smoother. Figure 10 shows similar scenarios at a load level of 0.87. Comparing figures 9 and 10 we see that the gain achieved by FEC and shaping slightly decreases as the network load increases, but is still higher than one order of magnitude. These results indicate that sources can have some expectations on the minimum performance improvements without information on the network load and background traffic characteristics.

5 Conclusion

In this paper we examined how FEC combined with source shaping can decrease the uncorrected loss probability and thus add quality differentiation capability to admission control schemes that provide the same loss and delay thresholds for all the accepted streams. As both of these functions introduce end-node delay, the question is how to divide the delay between the two functions. The presented simulation based analysis, considering MPEG coded video streams provided the following results:

- Considering multiplexed streams applying different FEC schemes and allowing different end-node delays, FEC decreases the average loss probability with 1 to 2 orders of magnitude at reasonable network loads. Using shaping in addition to FEC, the loss probability is further decreased by 25-50%.
- By splitting the available delay between source shaping and FEC one can achieve better perceived quality than by applying FEC only. The optimal sharing of delay between the two functions depends on the available delay and the efficiency of shaping and FEC for the specific stream characteristics.
Source shaping combined with FEC can reduce the level of FEC redundancy needed to achieve a given loss probability, thus contributing to higher effective network utilization.

The gain achieved by using FEC and shaping does not considerably depend on the background traffic characteristics, rather on the average load.

Source shaping makes the performance improvement due to FEC and thus the quality differentiation more predictable.

The above results indicate that admission control giving identical delay and loss guarantees for all streams combined with stream dependent source shaping and FEC provides a solution for transmitting audio-visual information with diverse quality requirements without introducing stream specific control functions inside the network. The results also assist to define an algorithmic solution for selecting the optimal FEC redundancy and assigning delay to shaping and FEC, which is subject of our further research.
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**Fig. 1.** The considered network model, MPEG source, FEC, delay limited shaping at the end nodes and packet scale buffering inside the network.

**Fig. 2.** Loss probability with FEC and source shaping, for FEC block size $k=20$, redundancies $c=2, 4$ and end-node delays 80-120 ms

**Fig. 3.** Loss probability with FEC and source shaping for different FEC block sizes and 90 ms end-node delay
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Abstract. In the case of multimedia traffic, like VBR video, the average loss probability is not sufficient to investigate the effects of loss on perceived visual quality, but it is difficult to analytically model the queuing behavior for such traffic. It has been shown that in the case of real-time communications, for which small buffers are used for delay reasons, short range dependence dominates the loss process and so the Markov-modulated Poisson process (MMPP) might be a reasonable source model. In this paper we present an exact mathematical model for the loss process of an MMPP+M/D/1/K queue; we validate it via simulations and compare it to other mathematical models, like the MMPP+M/M/1/K and the Gilbert model, and to simulations with real MPEG-4 video traces. We conclude that the other models give accurate results only in a small set of network scenarios, while our model can capture the loss process of VBR video sufficiently well in most cases. This makes it possible to analyze the effects of forward error correction on transmission quality in various network scenarios.

1 Introduction

In the case of flow-type multimedia communications, as opposed to elastic traffic, the average packet loss is not the only measure of interest. The burstiness of the loss process, the number of losses in a block of packets, has a great impact both on the user perceived visual quality and on the possible ways of improving it, for example by forward error correction or receiver-based error concealment.

In this paper we present a model to analyze the packet loss process of a bursty source, for example VBR video, multiplexed with background traffic in a single multiplexer with a finite queue and constant packet sizes. We model the bursty source by an L-state Markov-modulated Poisson process (MMPP) while the background traffic is governed by a Poisson process. We validate our model via simulations and compare the results to simulations made with real video traces.
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It is well known that compressed multimedia, like VBR video, exhibits a self-similar nature [1]. Yoshihara et al. use the superposition of 2-state IPPs to model self-similar traffic in [2] and compare the loss probability of the resulting MMPP/D/1/K queue with simulations. They found that the approximation works well under heavy load conditions and gives an upper bound on the packet loss probabilities. Ryu and Elwalid [3] showed that short term correlations have dominant influence on the network performance under realistic scenarios of buffer sizes for real-time traffic. Thus the MMPP may be a practical model to derive approximate results for the queuing behavior of LRD traffic such as real-time VBR video, especially in the case of small buffer sizes. Recently Cao et al. [4] showed that the traffic generated by a large number of sources tends to Poisson as the load increases due to statistical multiplexing and hence justifying the Poisson model for the background traffic.

The paper is organized as follows. Section 2 gives an overview of the previous work on the modeling of the loss process of a single server queue. In Section 3 we describe our model to calculate the loss probability in a block of packets. In Section 4.1 we validate our model by simulations with MMPP and real VBR traffic sources and compare our results to those obtained for exponential service times. In Section 4.2 we use our model to evaluate the FEC performance for VBR video sources and finally in Section 5 we conclude our work.

2 Related Work

In [5], Cidon et al. present an exact analysis of the packet loss process in an M/M/1/K queue, that is the probability of losing $j$ packets in a block of $n$ packets, and show that the distribution of losses may be bursty compared to the assumption of independence. They also consider a discrete time system fed with a Bernoulli arrival process describing the behavior of an ATM multiplexer. In [6], Gurewitz et al. present explicit expressions for the above quantities of interest for the M/M/1/K queue. In [7] the multidimensional generating function of the probability of $j$ losses in a block of $n$ packets is obtained and an easy-to-calculate asymptotic result is given under the condition that $n \leq K + j + 1$.

The above models consider exponentially distributed service times. Most multimedia standards however use constant packet sizes for transmission, and real-time multimedia streams complying to the same standard are likely to share the same service class in the network (like for example the diffserv expedited forwarding). So the packet size distributions will differ significantly from exponential and tend to be rather deterministic. In this case the M/M/1/K queuing model overestimates the loss probability and has a different loss process.

Models with general and deterministic service times have been proposed for calculating various measures of queuing performance. In [8], Ait-Hellal et al. present an
asymptotic result for a system where the service times and the interarrival times are stationary ergodic, in particular they show that if the block lengths \( k \) and redundancy \( j \) is large enough, then the frame loss probabilities can be made arbitrarily small. In [9] the conditional loss probability (CLP) is derived for the \( N^*\text{IPP}/D/1/K \) queue and it is shown that the CLP can be orders of magnitude higher than the loss probability.

The performance of an \( \text{MMPP/G/1/K} \) queue was evaluated in [10] considering the superposition of multimedia and data traffic at a single server queue, and the corresponding delay distribution was given. The waiting time and queue length distribution of the \( N/G/1/K \) queue (\( N \) stands for the Neuts process) was derived in [11] including the \( \text{MMPP/G/1/K} \) queue as a special case. Even though the waiting time and queue length distribution of the \( \text{MMPP/G/1/K} \) queue has been derived, a more thorough analysis of the packet loss process has not yet been done.

Another approach to calculate the probability of \( j \) losses in a block of \( n \) packets is to use a channel model, for example the Gilbert model, to describe the correlation of losses and derive the probability of losses in a block. This approach is followed in [12] to evaluate the efficiency of FEC for VBR video transmission. Though it is easy to calculate the block loss probabilities using this method, one has to choose the parameters of the loss model. A direct correlation between the source characteristics and the corresponding loss process can therefore not be investigated.

3 Model description

We consider a system with fixed size packets having transmission time \( D \). Packets arrive to the system from two sources, a Markov-modulated Poisson process (MMPP) and a Poisson process, representing the tagged source and the background traffic respectively. The packets are stored in a buffer that can host up to \( K \) packets, and are served according to a FIFO policy. Every \( n \) consecutive packets from the tagged source form a block, and we are interested in the probability distribution of the number of lost packets in a block in the steady state of the system. Throughout the calculations we use notations similar to those in [5].

We assume that the sources feeding the system are independent. The MMPP is described by the infinitesimal generator \( Q \) with elements \( r_{ij} \) and the arrival rate matrix \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_d) \), where \( \lambda_i \) is the average arrival rate while the underlying Markov chain is in state \( i \). The Poisson process modeling the background traffic has average arrival rate \( \lambda \). The superposition of the two sources can be described by a single MMPP with arrival rate matrix \( \bar{\Lambda} = \Lambda \oplus \lambda = \Lambda + \lambda \text{diag}(\bar{\lambda}_1, \ldots, \bar{\lambda}_d) \), and infinitesimal generator \( \bar{Q} = Q \), where \( \oplus \) is the Kronecker sum. Packets arriving from both sources have the same length, and thus the same transmission time.

Our purpose is to calculate the probability \( P(j,n), n \geq 1, 0 \leq j \leq n \) of \( j \) losses in a block of \( n \) packets. We define the probability \( P_{\alpha,l}(j,n), 0 \leq x \leq KD, l = 1 \ldots L, \alpha \geq 1 \ldots L \) as
$1, 0 \leq j \leq n$ as the probability of $j$ losses in a block of $n$ packets, given that the remaining workload in the system is $x$ just before the arrival of the first packet in the block and the first packet of the block is generated in state $l$ of the MMPP. As the first packet in the block is arbitrary,

$$P(j, n) = \sum_{x=0}^{\infty} V(x, l) P_{x,l}^j(j, n).$$

(1)

An approximation for $V(x, l)$, the workload distribution of the steady state queue as seen by an arriving packet can be given by the steady state distribution of the MMPP/D/1/K queue as outlined in Appendix A.

The probabilities $P_{x,l}^j(j, n)$ can be derived according to the following recursion. The recursion is initiated for $n = 1$ with the following relations

$$P_{x,l}^0(j, n) = \begin{cases} 1 & j = 0 \\ 0 & j \geq 1 \end{cases} \quad x \leq (K-1)D,$$

$$P_{x,l}^0(j, n) = \begin{cases} 0 & j = 0, j \geq 2 \\ 1 & j = 1 \end{cases} \quad (K-1)D < x.$$  

(2)

Using the notation $p_m = \frac{\lambda_m}{\lambda_m + \mu}$ and $\bar{p}_m = \frac{\mu}{\lambda_m + \mu}$, for $n \geq 2$ the following equations hold.

$$P_{x,l}^j(j, n) = \sum_{m=1}^{\infty} \int_0^{x+D} f_{lm}(t) \left\{ p_m P_{x+D-m}^j(j, n-1) + \bar{p}_m P_{x+D-m}^j(j, n-1) \right\} dt +$$

$$\int_x^{\infty} f_{lm}(t) \left\{ p_m P_{0,m}^j(j, n-1) + \bar{p}_m P_{0,m}^j(j, n-1) \right\} dt$$

for $0 \leq x \leq (K-1)D$ and

$$P_{x,l}^j(j, n) = \sum_{m=1}^{\infty} \int_0^x f_{lm}(t) \left\{ p_m P_{x-m}^j(j, n-1) + \bar{p}_m P_{x-m}^j(j, n-1) \right\} dt +$$

$$\int_x^{\infty} f_{lm}(t) \left\{ p_m P_{0,m}^j(j, n-1) + \bar{p}_m P_{0,m}^j(j, n-1) \right\} dt$$

(3)

for $(K-1)D < x$. $P_{x,l}^j(j, n)$ is given by

$$P_{x,l}^j(j, n) = \sum_{m=1}^{\infty} \int_0^{x+D} f_{lm}(t) \left\{ p_m P_{x+D-m}^j(j, n) + \bar{p}_m P_{x+D-m}^j(j, n) \right\} dt +$$

$$\int_x^{\infty} f_{lm}(t) \left\{ p_m P_{0,m}^j(j, n) + \bar{p}_m P_{0,m}^j(j, n) \right\} dt \quad 0 \leq x \leq (K-1)D$$

for $0 \leq x \leq (K-1)D$ and

$$P_{x,l}^j(j, n) = \sum_{m=1}^{\infty} \int_0^x f_{lm}(t) \left\{ p_m P_{x-m}^j(j, n) + \bar{p}_m P_{x-m}^j(j, n) \right\} dt +$$

$$\int_x^{\infty} f_{lm}(t) \left\{ p_m P_{0,m}^j(j, n) + \bar{p}_m P_{0,m}^j(j, n) \right\} dt$$

(4)
for $(K - 1)D < x$. The probability $P_{i,j}^n(j,n), 0 \leq x \leq KD, l = 1 \ldots L, n \geq 1, 0 \leq j \leq n$ is the probability of $j$ losses in a block of $n$ packets, given that the remaining workload in the system is $x$ just before the arrival of a packet from the background traffic and the MMPP is in state $l$. In (3) and (4) $f_{im}(t)$ denotes the interarrival-time distribution of the joint arrival process and is given in Appendix B.

### 3.1 Numerical Evaluation

The above set of an infinite number of integral equations can be solved using numerical integration, so that the infinite number of integral equations is substituted by a finite number of linear equations. More precisely the finite integrals in equations (3) and (4) are calculated numerically while the infinite integrals - as the integrand only depends on $t$ in $f_{im}(t)$ - can be evaluated analytically as shown in Appendix B (31).

We introduce $\Delta$ the step size for the numerical integration such that $D = N\Delta$, and so instead of equations (2-4) we can write

$$P_{i,j}^n(j,n) = \begin{cases} 1 & j = 0 \\ 0 & j \geq 1 \end{cases} i \leq (K - 1)N,$$

$$P_{i,j}^n(j,n) = \begin{cases} 0 & j = 0, j \geq 2 \\ 1 & j = 1 \end{cases} (K - 1)N < x.$$  \tag{5}$$

For $n \geq 2$ the following recursive equations hold.

$$P_{i,j}^n(j,n) = \sum_{m=1}^{L} \sum_{\tau=0}^{i+N} f_{im}(\tau\Delta)e^{-\lambda_m\tau} \left( \frac{\lambda_m}{\lambda_m + \lambda_i} P_{i,N-\tau,m}^n(j,n-1) + \bar{p}_m P_{i,N-\tau,m}^n(j,n-1) \right) +$$

$$\int_{\Delta + D}^{\infty} f_{im}(t) \left( p_m P_{0,m}^n(j,n-1) + \bar{p}_m P_{0,m}^n(j,n-1) \right) dt$$  \tag{6}$$

for $0 \leq i \leq (K - 1)N$ and

$$P_{i,j}^n(j,n) = \sum_{m=1}^{L} \sum_{\tau=0}^{i} f_{im}(\tau\Delta)e^{-\lambda_m\tau} \left( \frac{\lambda_m}{\lambda_m + \lambda_i} P_{i-\tau,m}^n(j-1,n-1) + \bar{p}_m P_{i-\tau,m}^n(j-1,n-1) \right) +$$

$$\int_{\Delta}^{\infty} f_{im}(t) \left( p_m P_{0,m}^n(j-1,n-1) + \bar{p}_m P_{0,m}^n(j-1,n-1) \right) dt$$  \tag{7}$$

for $(K - 1)N < i$. $P_{i,j}^n(j,n)$ is given by

$$P_{i,j}^n(j,n) = \sum_{m=1}^{L} \sum_{\tau=0}^{i+N} f_{im}(\tau\Delta)e^{-\lambda_m\tau} \left( \frac{\lambda_m}{\lambda_m + \lambda_i} P_{i,N-\tau,m}^n(j,n) + \bar{p}_m P_{i,N-\tau,m}^n(j,n) \right) +$$

$$\int_{\Delta + D}^{\infty} f_{im}(t) \left( p_m P_{0,m}^n(j,n) + \bar{p}_m P_{0,m}^n(j,n) \right) dt$$  \tag{8}$$
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for \(0 \leq i \leq (K-1)N\) and

\[
P_{ij}^i(j,n) = \sum_{m=1}^{L} \sum_{\tau=0}^{i} f_{\tau}(\tau) e_{\tau}^{i} \left( \frac{\lambda_{m}}{\rho_{m} + \lambda_{e}} P_{\tau}^m(j,n) + \overline{\rho}_{m} P_{\tau}^m(j,n) \right) + \int_{\tau=0}^{\infty} f_{\tau}(t) \left( p_{m} P_{0,m}^{i}(j,n) + \overline{\rho}_{m} P_{0,m}^{i}(j,n) \right) dt
\] (9)

for \((K-1)N < i\), where the coefficient \(e_{\tau}^{i}\) is the \(\tau\)th weighting coefficient in the \(i\) degree numerical integration. Through carefully choosing the numerical method by increasing \(N\), the error induced by the numerical integration decreases at least proportional to \((\frac{1}{N})^5\).

The procedure of computing \(P_{ij}^i(j,n)\) is as follows. First we calculate \(P_{ij}^i(j,1), i = 0 \ldots KN\) from the initial conditions (5). Then in iteration \(k\) we first calculate \(P_{ij}^i(j,k), k = 1 \ldots n-1\) using equations (8) and (9) and the probabilities \(P_{ij}^i(j,k)\), which have been calculated during iteration \(k-1\). Then we calculate \(P_{ij}^i(j,k+1)\) using equations (6) and (7).

4 Performance Analysis

In this section we show results obtained with the model described in Section 3 for a 3-state MMPP. First we compare our model with simulation results and other mathematical models of loss processes. Then we use our model to assess the performance of FEC in a scenario where a multimedia stream (modeled by a 3-state MMPP) is multiplexed with background traffic (the superposition of a large number of possibly multimedia streams modeled by Poisson arrivals) in a multiplexer with a finite queue. We compare the results to the widely used Gilbert model and simulations with real MPEG traces. The simulations were performed in ns-2.

4.1 Model Evaluation

In the following section we compare our model to analytical models and two sets of simulations. We use the simulations to verify the accuracy of our model. In the first set of simulations we simulate an MMPP+M/D/1/K system. Both in our analytical model and in the simulation the MMPP has 3 states, with arrival intensities \(\lambda_{1} = 116/s, \lambda_{2} = 274/s, \lambda_{3} = 931/s\) and transition rates \(r_{12} = 0.12594, r_{23} = 0.25, r_{23} = 1.97, r_{32} = 2\). The service time in the considered scenarios is 0.5 ms, 0.25 ms, 0.15 ms, 66.84 ms, 33.42 ms, and 9.7 ms. Considering a packet length of 188 bytes, the average bitrate of the MMPP is 540 kbps and the link speeds are 3 Mbps, 6 Mbps, 10 Mbps, 22.5 Mbps, 45 Mbps and 155 Mbps accordingly. For the sake of simplicity we will refer to the link speeds in the following. In the models as well as in the simulations we use the background process to change the average load \(\rho\).
To check the accuracy of estimating the loss process of VBR video with an MMPP we have performed simulations with an MPEG-4 encoded video traffic trace multiplexed with a Poisson arrival process at a multiplexer with a finite queue. The MPEG-4 trace is approximately 2700 seconds, thus 67000 frames long, and was used to set the parameters of the 3-state MMPP. The frames of the MPEG stream are packetized to 188 bytes, as given for the transport stream in the MPEG-2 standard [13]. The link capacity in the different scenarios is 3 Mbps, 6 Mbps, 10 Mbps, 22.5 Mbps, 45 Mbps and 155 Mbps. The simulation time in both simulations was between 20 and 40 thousand seconds. The queueing delay is set to 0.5 ms in all cases, resulting in queue lengths from 2 to 60 packets depending on the link speed.

Besides the simulations we compare our model with deterministic service times to a finite queue fed by sources with the same characteristics as above but with exponentially distributed service times with mean values given above. The model for the resulting MMPP+M/M/1/K queue is a generalization of the multiple stream mode in [5].

A widely used channel model for the evaluation of multimedia transmission schemes in error prone environments is the Gilbert-model [14], which is a two-state time discrete Markov model. State 0 corresponds to the reception of a packet, while state 1 to the loss of a packet. The distribution of the length of the error bursts $B$ is described by the transition rates $p$ and $q$ ($p + q \leq 1$) as

$$P\{B = i\} = (1 - q)^{i-1}q. \quad (10)$$

If $p + q = 1$ then the model is called Bernoulli. The loss probability in the Gilbert model is given by $P_{\text{loss}} = \frac{R}{p + q}$. The parameters of the Gilbert model can be tuned in different ways, [14] uses a method based on the loss burst distribution. We use the following method based on the loss probabilities in a block of packets $P(j,n)$

$$p = q(1 - P(0,1)) / P(0,1), \quad q = \sum_{i=1}^{n} P(i,i) / (\sum_{i=1}^{n} i P(i,i)). \quad (11)$$

In order to compare our model and the Gilbert model we derive formulas to calculate the expected burst length and the probabilities $P(j,n)$ of the loss process based on the Gilbert model. The expected loss burst length can be calculated based on the probabilities $P(j,n)$

$$E[B] = \sum_{n=1}^{\infty} P(B \geq n) = \sum_{n=1}^{\infty} P(n,n), \quad (12)$$

and using the Gilbert model

$$E[B_G] = \sum_{i=1}^{\infty} i(1 - q)^{i-1}q = \frac{1}{q}. \quad (13)$$
We use the Gilbert model to calculate the probabilities $P(j,n)$ and compare them to the probabilities given by the MMPP+M/D/1/K model in order to verify if the Gilbert model can assess the loss process of the queue. The probabilities $P(j,n)$ for the Gilbert model can be calculated in a similar way to the one shown in Section 3 and are given by the following equation:

$$P(j,n) = \frac{q}{p+q} P_0(j,n) + \frac{p}{p+q} P_1(j,n),$$  \hspace{1cm} (14)

where the probabilities $P_i(j,n)$ are the conditional probabilities of losing $j$ packets in a block of $n$ packets given that the first packet arrives in state $i (i \in \{0,1\})$, and thus will or will not be lost. $P_i(j,n)$ are given by the following recursive equations:

$$P_0(j,n) = (1-p)P_0(j,n-1) + pP_1(j,n-1)$$

$$P_1(j,n) = qP_0(j-1,n-1) + (1-q)P_1(j-1,n-1).$$  \hspace{1cm} (15)

Figures 1, 2 and 3 show the probability of losing $j$ packets in a block of 22 packets ($n=22$) at three different load levels on a 3 Mbps and a 22.5 Mbps link. The figures show that the results of the model with exponentially distributed service times differ significantly. Furthermore the Gilbert model can only capture the loss process at very low loss levels and a high level of statistical multiplexing, and for small block lengths but not for small values of $j$. The figures also show that the loss process in the multiplexer fed by real traces is rather similar to the one given by our model using an MMPP.

![Fig. 1. Probability of $j$ packets lost out of 22 on a 3 Mbps and a 22.5 Mbps link at $\rho=0.59$](image1.png)

![Fig. 2. Probability of $j$ packets lost out of 22 on a 3 Mbps and a 22.5 Mbps link at $\rho=0.75$](image2.png)

Figure 4 shows the average loss run length as a function of the average load for two different link capacities. The figures shows that the Gilbert model can capture the burst...
size distribution if the level of statistical multiplexing is high. The results given by the MMPP+M/M/1/K model differ significantly from the loss process of the simulations.

4.2 FEC performance

Forward error correction (FEC) has been proposed to recover from information losses in real-time applications, where the latency introduced by retransmission schemes is not acceptable. FEC increases the redundancy of the transmitted stream and reduces losses based on the redundant information. There are two main directions of FEC design to recover from packet losses. One solution, proposed by the IETF and implemented in Internet audio tools, is to add a redundant copy of the original packet to one of the subsequent packets [15]. The other set of solutions, considered in this paper, use block coding schemes based on algebraic coding, e.g., Reed-Solomon coding [16].

The error correcting capability of RS codes with \( k \) data packets and \( c \) redundant packets is calculated if data is lost, which is the case if coding is used to recover packet losses.

The performance of an FEC scheme is largely affected by the distribution of the loss process, e.g., the probability of loosing more than \( c \) packets in a block of \( k + c \) packets. Given the probabilities \( P(j, n) \) the uncorrected loss probability for an RS(\( k, c+k \)) scheme can be calculated as

\[
P_{\text{loss}} = \frac{1}{c+k} \sum_{j=c+1}^{c+k} jP(j, c+k). \tag{16}
\]

Figures 5, 6, 7 and 8 show the average loss probability, and the uncorrected loss probabilities for RS(10,11) and RS(20,22) codes for the MMPP+M/M/1/K, and the MMPP+M/D/1/K models and the simulation of the MMPP+M/D/1/K system for different link speeds. Both RS codes used introduce an overhead of 10%, so that the
sources, if they decide to use FEC and want to keep their bitrate unchanged, have to decrease the amount of useful information sent by 10%. As compensation they expect lower probability of incorrigible loss. In the case of VBR compressed video the decrease of the loss probability can compensate for a certain reduction in the source rate, and thus one can achieve better perceived visual quality.

We have chosen two different block lengths to illustrate the effect of the block length on the error correcting capability of the RS codes. The figures show that our model slightly underestimates the probability of uncorrected packet loss, which is due to the approximation of the workload distribution, but it models the packet loss distribution accurately under all load and loss conditions. Comparing the losses of streams using RS(10,11) and RS(20,22) it can be seen that although in general increasing the block size (c+k) results in much more efficient block codes, at high loss rates (e.g. higher than the overhead introduced by the FEC code) the contrary is true, shorter block codes are more efficient.

Figures 9, 10, 11 and 12 show the average loss probability, and the probability of uncorrected loss for RS(10,11) and RS(20,22) codes for different link speeds for the MMPP+M/D/1/K model, simulations with a real MPEG trace and the Gilbert model. Comparing the loss probabilities of the simulations with real MPEG traces and the results of the model we can see that as long as the multimedia source has a significant influence on the queuing behavior, the model overestimates the loss probabilities. However the gain of using different FEC schemes is similar both for the model and the simulation with the real traces. In figure 11 the tagged source achieves the loss probability of $10^{-4}$ at $\rho = 0.77$ by using RS(22,20) according to our model. Without FEC the same loss level is experienced for $\rho = 0.6$. From a different perspective, by using RS(22,20) the source can decrease the probability of uncorrected loss by 1 to 2 orders of magnitude at reasonable loss levels. In this scenario the perceived visual quality improves, if the decrease of two orders of magnitude in the loss probability compensates for 10% decrease of the effective bandwidth. Similar behavior can be seen in the case of the MPEG stream. Thus, the model captures the loss process accurately.

Comparing the Gilbert model to the results of our model we can conclude that at low levels of statistical multiplexing and long block sizes ($n = 22$) the results of the Gilbert model are very inaccurate. It can only capture the loss process at very low loss levels and nearly independent losses (Fig. 12). It has one drawback: its parameters have to be set correctly. Our model can be used to set the parameters of the Gilbert model as described before. In other scenarios our model is the only model that can capture the loss process of a bursty source with constant packet sizes.

5 Conclusion

In this paper we presented a model to evaluate the probability of loosing $j$ packets in a block of $n$ packets in an MMPP+M/D/1/K queue. Via simulations we have shown that
the model is accurate, and in the case of a high level of statistical multiplexing it can be used to model the behavior of VBR coded video streams. We have compared our model with an MMPP+M/M/1/K model and showed that the results differ significantly, both in the average packet loss, as well as in the packet loss process. Thus our model helps in getting further insight into the packet loss process of queues with deterministic service time and bursty input traffic. Using the model and simulations we have shown that the use of FEC can significantly decrease the probability of uncorrected packet loss at reasonable loss levels, and can increase perceived quality. We have compared our model with the Gilbert model, and came to the conclusion that the Gilbert model can only capture the loss process if the level of statistical multiplexing is very high, and the loss probability low. In this case the Gilbert model is easy to use to evaluate for example FEC performance. Our model is still needed to determine the parameters of the Gilbert model so that it can emulate a realistic loss process.

6 Appendices

A Workload distribution

The Laplace transform of the virtual waiting time distribution of the MMPP/G/1/K queue is given in [11]. Following the arguments presented there one can derive the Laplace transform of the workload distribution

$$V(s) = \frac{1}{[\mu - \bar{\mu}\bar{Q}^{-1}]^{[\bar{\mu} - s(\bar{\lambda} - \bar{Q}^{-1})(\bar{\lambda} - \bar{Q})^{-1}$$

$$+ \sum_{k=1}^{N-1} T[\bar{\lambda}S]^{k-1}(s + \bar{Q})S[G^*(s)]^{k} - [G^*(s)]^{N-1}\sum_{k=0}^{N-1} \bar{\lambda}T[\bar{\lambda}S]^{N-k-1}}$$
\[ + [G^*(s)]^{N-1} \sum_{k=1}^{N-1} \mathbb{R}_k \sum_{j=N-k}^{\infty} \left( \sum_{k=0}^{j} A_k T[\tilde{\Lambda}S]^{n-k} - G^*(s)T[\tilde{\Lambda}S]^n \right) \],

where \( S = (\tilde{\Lambda} - sl - \tilde{Q})^{-1} \), \( T = (sl - \tilde{\Lambda} + \tilde{Q})^{-1} \), \( G^*(s) \) is the Laplace transform of the service time distribution. \( A_k \) is an \( L \times L \) matrix whose \((l,m)\)th element denotes the conditional probability of the MMPP reaching phase \( m \) and having \( k \) arrivals during a service time, starting from phase \( l \). Instead of calculating the inverse Laplace transform of the above expression we use an approximation based on the steady state distribution of the queue length to calculate the workload distribution of the steady state system. A way to calculate the steady state queue length distribution, \( \pi(i,l) \) \((0 \leq i \leq K, 1 \leq l \leq L)\), of an MMPP/G/1/K queue is described in [11]. The queue length distribution as seen by an arriving packet, \( \Pi(i,l) \) \((0 \leq i \leq K, 1 \leq l \leq L)\), can be calculated from the steady state queue length distribution as

\[ \Pi(i,l) = \frac{\pi(i,l)\lambda_l}{\sum_{l=1}^{L} \lambda_l \sum_{j=0}^{K} \pi(i,l)}. \]  \hspace{1cm} (17)

Given the queue length distribution as seen by an arriving packet \( \Pi(i,l) \), \( 0 \leq i \leq K, 1 \leq l \leq L \) the workload distribution \( V(i,l) \) is approximated by

\[ V(i,l) = \begin{cases} \Pi(0,l) & i = 0 \\ \Pi([i/N],l)/N & 0 < i \leq NK \end{cases}, \]  \hspace{1cm} (18)

where \( N \) is defined in Section 3.1.
**B Interarrival-time distribution**

The probability \( f_{lm}(t) \) denotes the joint conditional probability that the time between two arrivals from the joint arrival stream is \( X_k = t \) and the state of the MMPP at the moment of the arrival is \( J_{k-1} = m \) given that at the time of the last arrival the MMPP was in state \( J_k = l \). A straightforward way to calculate \( f_{lm}(t) \) is using the equality

\[
    f_{lm}(t) = [e^{(\bar{Q} - \bar{\Lambda})t}\bar{\Lambda}]_{lm}.
\]

(19)

Instead we may calculate \( f_{lm}(t) \) using the Laplace transform

\[
    f^*(s) = \mathcal{L} \left\{ e^{(\bar{Q} - \bar{\Lambda})t}\bar{\Lambda} \right\} = [sI - \bar{Q} + \bar{\Lambda}]^{-1}\bar{\Lambda}.
\]

(20)

By performing the matrix inversion and multiplication followed by the inverse Laplace transform we get that the interarrival time distribution is the weighted sum of exponentially distributed random variables

\[
    f_{lm}(t) = \sum_{i=1}^{L} A_{l,j,m} e^{\alpha_i t},
\]

(21)

where \( \alpha_i \) is the \( i \)th root of \( \text{det}(sI - \bar{Q} + \bar{\Lambda}) \) and can be calculated analytically for \( L \leq 4 \).

In the following we show how the calculation proceeds for \( L = 3 \). To calculate the roots \( \alpha_i \) we rewrite \( t(s) = \text{det}(sI - \bar{Q} + \bar{\Lambda}) \) in (20) to the form

\[
    t(s) = a_3s^3 + a_2s^2 + a_1s + a_0,
\]

(22)
where

\[
\begin{align*}
a_3 &= 1 \\
a_2 &= r_{12} + r_{13} + \lambda_1 + r_{31} + r_{32} + \lambda_3 + r_{21} + r_{23} + \lambda_2 \\
a_1 &= \lambda_2 * r_{31} + r_{13} * \lambda_3 - r_{21}^2 + r_{13} * r_{23} + r_{13} * r_{32} + r_{13} * r_{21} + r_{21} * r_{31} + \\
&\quad r_{12} * r_{32} + r_{13} * \lambda_3 + r_{23} * r_{31} + r_{23} * \lambda_3 + \lambda_2 * r_{32} + \lambda_2 * \lambda_3 + r_{12} * r_{31} + \\
&\quad r_{12} * r_{32} + r_{13} * \lambda_3 + r_{12} * r_{23} + r_{12} * r_{31} + r_{12} * \lambda_2 + \lambda_2 * \lambda_3 + r_{13} * \lambda_2 + \\
&\quad \lambda_1 * r_{31} + \lambda_1 * r_{32} + \lambda_1 * \lambda_3 + \lambda_1 * r_{21} + \lambda_1 * r_{23} + \lambda_1 * \lambda_2 \\
a_0 &= r_{12} * \lambda_2 * r_{32} + r_{12} * \lambda_2 * \lambda_3 + r_{13} * r_{21} + r_{13} * \lambda_3 - r_{21}^2 + r_{31} - r_{21}^2 + r_{32} - r_{21}^2 + \lambda_3 + \\
&\quad r_{12} * r_{21} * r_{31} + r_{12} * r_{21} * r_{32} + r_{12} * r_{21} * \lambda_3 + r_{12} * r_{23} * r_{31} + r_{12} * r_{23} * \lambda_3 + \\
&\quad r_{13} * r_{23} * \lambda_3 + r_{13} * \lambda_2 * r_{32} + r_{13} * \lambda_2 * \lambda_3 + \lambda_4 * r_{21} + \lambda_4 * r_{21} + \lambda_4 * r_{23} + \\
&\quad \lambda_1 * r_{21} * \lambda_3 + \lambda_1 * r_{23} + r_{31} + \lambda_1 * r_{23} + \lambda_1 * \lambda_2 + \lambda_1 * \lambda_2 * r_{31} + \\
&\quad \lambda_1 * \lambda_2 * \lambda_3 - r_{31} * r_{21} + r_{31} * r_{23}. \quad (23)
\end{align*}
\]

We denote the roots of (22) with \(\alpha_i, i = 1, 2, 3\). Knowing \(\alpha_i\) we can perform the partial fraction decomposition of (20) with respect to \(s\)

\[
f^{l,m}(s) = \sum_{i=1}^{L} \frac{A_i^{l,m}}{s - \alpha_i} \quad (24)
\]

where \(A_i^{l,m}\) can be calculated as

\[
\begin{align*}
A_3^{l,m} &= (c_3^{l,m} + \alpha_2^2 - c_1^{l,m} * \alpha_1 - c_0^{l,m} + \alpha_2 + \alpha_1)/((\alpha_2 - \alpha_1)(\alpha_3 - \alpha_1)) \\
A_2^{l,m} &= (c_2^{l,m} + \alpha_3^2 - c_1^{l,m} * \alpha_2 - c_0^{l,m} + \alpha_3 + \alpha_2)/((\alpha_1 - \alpha_2)(\alpha_3 - \alpha_2))
\end{align*}
\]
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\[ A_3^{lm} = \frac{c_2^{lm} + \alpha_3^2 - c_1^{lm} + \alpha_3 + c_0^{lm}}{(\alpha_2 - \alpha_3)/(\alpha_4 - \alpha_3)}. \] (25)

The coefficients \( c_2^{lm}, c_1^{lm}, c_0^{lm} \) are the following:

\[ c_2^{11} = \lambda_1 \]
\[ c_1^{11} = \lambda_1 (r_{31} + r_{32} + \lambda_3 + r_{21} + r_{23} + \lambda_2) \]
\[ c_0^{11} = \lambda_1 (r_{21}r_{31} + r_{21}r_{32} + r_{23}r_{31} + r_{21}\lambda_3 + r_{23}\lambda_3 + \lambda_2r_{31} + \lambda_2r_{32}r_{31} + r_3 + \lambda_2\lambda_3) \]
\[ c_2^{12} = 0 \]
\[ c_1^{12} = \lambda_2 r_{31} \]
\[ c_0^{12} = \lambda_2 (r_{21}r_{31} + r_{21}r_{32} + r_1\lambda_3 + r_{13}r_{32}) \]
\[ c_2^{13} = 0 \]
\[ c_1^{13} = \lambda_3 r_{13} \]
\[ c_0^{13} = \lambda_3 (r_{21}r_{23} + r_{13}r_{21} + r_{13}r_{23} + r_{13}\lambda_2) \]
\[ c_2^{21} = 0 \]
\[ c_1^{21} = \lambda_4 r_{21} \]
\[ c_0^{21} = \lambda_4 (r_{21}r_{31} + r_{21}r_{32} + r_{21}\lambda_3 + r_{23}r_{31}) \]
\[ c_2^{22} = \lambda_2 \]
\[ c_1^{22} = \lambda_2 (r_{31} + r_{12} + r_{13} + \lambda_4 + r_{23} + \lambda_3) \]
\[ c_0^{22} = \lambda_2 (r_{12}r_{31} + r_{12}r_{32} + r_{12}\lambda_3 + r_{13}r_{32} + r_{13}\lambda_3 + \lambda_4r_{31} + \lambda_4r_{21} + \lambda_4\lambda_3) \]
\[ c_2^{23} = 0 \]
\[ c_1^{23} = \lambda_4 r_{23} \]
\[ c_0^{23} = \lambda_4 (r_{23}r_{12} + r_{13}r_{23} + r_{23}\lambda_4 + r_{13}r_{21}) \]
\[ c_2^{31} = 0 \]
\[ c_1^{31} = \lambda_4 r_{31} \]
\[ c_0^{31} = \lambda_4 (r_{21}r_{32} + r_{21}r_{31} + r_{23}r_{31} + \lambda_2r_{31}) \]
\[ c_2^{32} = 0 \]
\[ c_1^{32} = \lambda_2 r_{32} \]
\[ c_0^{32} = \lambda_2 (r_{32}r_{12} + r_{13}r_{32} + r_{32}\lambda_4 + r_{21}r_{31}) \]
\[ c_2^{33} = \lambda_3 \]
\[ c_1^{33} = \lambda_3 (r_{13} + r_{12} + \lambda_1 + r_{21} + r_{23} + \lambda_2) \]
\[ c_0^{33} = \lambda_3 (r_{13}r_{23} + r_{13}r_{21} - r_2^3 + r_{12}r_{21} + r_{12}r_{23} + r_{13}\lambda_2 + r_{12}\lambda_2 + \lambda_1r_{21} + \lambda_1r_{23} + \lambda_1\lambda_2). \] (26)
Thus the Laplace transform of the conditional probability $f_{l,m}(t)$ has the form

$$f_{l,m}(s) = \sum_{i=1}^{L} A_{i}^{lm} \frac{1}{s - \alpha_i}$$

(27)

and $f_{l,m}(t)$ is

$$f_{l,m}(t) = \sum_{i=1}^{L} A_{i}^{lm} e^{\alpha_i t}.$$  

(28)

By the definition of $f_{l,m}(t)$

$$\sum_{m=1}^{L} f_{l,m}(t) = P(X_{k+1} = t | J_k = l),$$

(29)

and

$$\int_{0}^{\infty} f_{l,m}(t) dt = [(\hat{A} - \hat{Q})^{-1} \hat{A}]_{l,m},$$

(30)

which accounts for the evolution of the underlying Markov chain. Based on (21) the infinite integrals in equations (6),(7),(8) and (9) can be calculated as

$$\int_{s}^{\infty} f_{l,m}(t) dt = -\sum_{i=1}^{L} A_{l,i}^{lm} e^{\alpha_i s}.$$  

(31)
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