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Abstract—In this paper we propose an analytical model of encoding transmission (PET) [7] based on forward error cor-
a resilient end-node multicast streaming architecture based on rection (FEC) [8] to decrease the effects of node failures an
multiple minimum-depth-trees that employs path diversity and 4 yacover from packet losses. The feasibility of these laysr

forward error correction for improved resilience to node churns W tudied via simulations based on m red tr f ;
and packet losses. We study the performance of the architectar as studie a simulations based o easured traces or use

in the presence of packet losses and dynamic node behavior.behavior in [2]. The authors concluded that applicatiorefay
We show that for a given redundancy the probability that an multicast architectures have enough resources, are stable

arbitrary node possesses a packet is high as long as the lossspite of group dynamics, and hence can support large scale
probability in the network is below a certain threshold. After streaming content distribution. The authors in [9] propbthe

reaching the threshold the packet possession probability suddenly - e . . ;
drops; the rate decrease gets faster as the number of nodes inUs€ of time shifting and video patching to provide robussnes

the overlay grows. The value of the threshold depends on the t0 node departures. Robustness to errors using selecti@ AR
ratio of redundancy and on the number of the distribution trees. and error resilient video coding was considered in [10].r€he

We study the overlay structure in the presence of node dynamics are some implemented peer-to-peer multicast systems in the
and conclude that stability can be achieved only if the root node Internet [3], [11], but these systems suffer from large tefar
serves a large number of nodes simultaneously. L | . .
delays in the order of minutes, and poor stability.
. INTRODUCTION

The delivery of streaming media over end-point overlays AIP€it an extensive literature on end-point-based mustica
has received a lot of attention recently ([1], [2] and referSiré@ming, previous work on the behavior of these systenss wa
ences therein). In an end-point-based multicast distdhut Mainly based on simulations. In [12] the authors presented
system end-points are organized or organize themselves ifit Mathematical model for a minimum-width CoopNet like

an application layer overlay and distribute the data amoy€rlay employing multiple distribution trees and FEC for

themselves. Such systems are easy to deploy and they red&ctience. The model was extended to include correlated

the load of the content provider, since the distributiontco!SS€S in [13] and applied to model dynamic node behavior.
in terms of bandwidth and processing power is shared Q}Jt the feasibility of the ovgrlay copadered in these wprks
the nodes of the overlay. Since the success of such schefféd@rge-scale deployment is questionable as the maximum
depends on the behavior of the participating nodes, sevefsitance of the nodes from the root node increase®(@$),
issues have to be dealt with, such as the effects of groffjere N is the number of nodes in the overlay. In a large
dynamics, stability of the system or the incentives for rod@Vveriay, delay and delay jitter become an issue.
to collaborate. Furthermore, since nodes receive data from ) o
their peer nodes only, the performance of such a scheme " this paper we present a model for a minimum-depth
an error prone environment is unclear due to possible erfgPOPNet like overlay combined with FEC. The maximum
propagation. depth of the overlay considered in thl__s paper grows as
The first proposed architectures focused primarily on lof(I29(N)) and hence delay and delay jitter are less of a
overhead due to control traffic and on the efficiency of tHeroblem. It is recognized however that the overlay can be
data distribution [3], [4]. Resilience to node failures avdor  disconnected due to node departures and requires complex
prone transmission paths appeared as important critea |gmaintenance. We evaluate the performance. of data digtribut
Robustness to node chums, i.e., node departures thattdisfQ" @ large number of nodes in the case of independent losses
the data flow, was considered in SRMS by distributing packeétgd investigate the effects of node dynamics on the stabilit
to randomly chosen neighbors outside of the distributier tr Of the overlay.

[5]. Though this scheme provides some resilience to IossesLI_ , i .
it is known that repeating information is less efficient than 1he rest of the paper is organized as follows. In Section

using error correcting codes. SplitStream [6] and CoopNHtwe give a brief description of the considered overlay for

[1] introduce multiple distribution trees and employ pitgr multicast. In Section Il we evaluate the performance of the
data distribution. In Section IV we analyze the stabilitytioé

OThis work has been supported in part by E-NEXT. overlay. In Section V we conclude our work.



Il. SYSTEM DESCRIPTION the only source of failure is the loss of packets between-peer

We consider an application overlay as the one describBdes:
in [1], [2], [6] consisting of a root node anil peer nodes. A. Mathematical model
Peer nodes are organized tidistribution trees, either by a

distributed protocol like in [6] or by a central entity lika [1]. that a node, which is in layef in the tree where it is

:]—he nod;; are tmembetrs O; al;trees, arl]ndthheach tree tr;eyfertile, receives or can reconstruct an arbitrary packéte T
ave a aiierent parent node from which they receive atF?Tathematical model we present describes the behavior of
Each node can have up tehildren to which it forwards data

. f thet t led the fertile t f th d Ithe overlay in the presence of independent packet losses.
In one of thet trees, called the fertile re€ of the node. Ry, yanote the probability that a packet is lost between two
all other trees the node is sterile, that is, it does not hawe

: . i aadjacent nodes by. We assume that the probability that a
children. We say that each node ha®gs in its fertile tree and node is in possession of a packet is independent of that a

tha;shno co_iqsb:n its tsterilte tkrees. Ch"dandej C?fn bedcorgge(tzg% e in the same layer is in possession of a packet. We also
o the available (not yet taken) cogs of a nade. If we denate ssume that nodes can wait for redundant copies to recohstru

Pumber gf Ia;(;erg u;t.he tries ty thenfln a \t’\r']e" me}[mta(ljneq a packet for an arbitrary amount of time. For the model we
ree each node 1S I < L. nops away Irom the root NOde I, ,iqer 4 tree with the maximum number of nodes in the

its fertile tree, and.— 1 <i <L hops away in its sterile trees.Aa

In this section our goal is to calculate the probabiliti)

. . ast layer. We will comment on the possible effects of our
We denote the maximum number of children of the root no Y P

. X S essumptions later.
in each tree bym, and we call it the multiplicity of th_e fo0t 14 calculate the probabilityt(i) we have to calculate the
node. Hence, the number of cogs of the root nodmtisWe

: ) obability 1t; (i) that a node, which is in layerin its fertile
assume that nodes do not contribute more bandwidth towaFFL% y T (7) Y

their child th 0 d load f thei ©6(S e, receives or can reconstruct arbitrary packet in its
Figlrlc) lldren as they use to download from their parentee( fertile tree Since the root node possesses every packet, we

have thatr;(0) = 1. The probability that a node in layeér
Tree 1 Tree2 @) Tees @ receives a packet in a tree 1g(i) = (1— p)m¢ (i — 1). Every
D @ O @ D O S @ O node is fertile in one tree and is sterile in the other1
OB AODDID BB GO DD trees. A node can possess a packet in its fertile tree eitliter i
receives the packet or if it can reconstruct it using the ptek
received in its sterile trees. Reconstruction can takeeplfic

the number of received packets is at least ¢ out of the
a%rgainingn— 1, hence we can write for@i<L—1

Fig. 1. Multicast tree structure for=3, m=3 andN = 12.

The root uses block based FEC, e.g., Reed-Solomon co

[14], so that nodes can recover from packet losses due & (i+1) = m(i+1)+{(1-Tu(i+1)) 1)
network congestion and node departures. To ekepackets n—-1

of information ¢ packets of redundant information are added Z ( n- 1 > Tra(L)j(l—Tra(L))”‘l‘J }
resulting in a block length oh = k+c. If a source would j=n—c ]

IiI§e to increase the ratio .Of redundancy whil'e maintainitsyy i gased on the probabilitias; (i) we can express the probability
bitrate unchanged, then it has to decrease its source rae. M) (0<i<L—1) as the probability of possessing an arbitrary
denote this FEC scheme by FEC(n,k). Using this FEC schemgeiet in a block of packets, i.e., the mean number of packets
one can implement UXP, PET, or the MDC scheme considerggssessed after FEC reconstruction in a block phckets. If

in [1]. Lost packets can be reconstructed as long as N0 M@Y€yode receives at leakt packets in a block oh packets
than ¢ packets are lost out afi packets. The root splits thehen it can use FEC to reconstruct the lost packets, and hence
data stream inta stripes, with event'" packet belonging to possesses all packets. Otherwise, FEC cannot be used to

the same stripe, and it sends eveéty packet to its children yeconstruct the lost packets. Hencefii) we get the equation
in a given tree. Ifn <t then at most one packet of a block

is distributed over the same distribution tree. Peer nodks/r : _ . 2 ../ n-1

the packets upon reception to their respective child nodes i mi+l) = n {na(' +1) let(l) ( j—1 )

the tree corresponding where they are fertile, and once they i1 n1 (1)

received at leadt packets of a block of packets they recover (L) (1-m(L)) } +

the remainingc packets. If a packet, which should have been 1 n—-1 n_1
received in the tree where the node is fertile, is recovettezh a {(1— T(i+1)) Z}T(j) ( j )

it is sent to the respective children. A packet received fthen =

parent node after it has been decoded based on other packets Ta(L) (1 Ta(L)" 11}, 2

in the block is discarded. where1(j) indicates the number of packets after FEC recon-

[11. DATA DISTRIBUTION struction if j packets have been received; it is given as

In the following section we evaluate the performance of the N 0<j<k
overlay in the absence of group dynamics. In this scenario )= n k<j<n.



To calculate the probabilitiess (i) we use an iterative method. g — A A A N N
First, we setrs (L — 1)(9 = 1 and calculate the probabilities 09p
(i)Y, 1<i < L. Then, in iteratiorr, we calculatert (i)("), 08!
1<i<L usingm(L—1) Y. The iteration stops when 07l
i (L—1)Y — (L - 1)) < g, wheree > 0. 06l
Based on ther(i) we can calculate the probabilityt of = 0571%
packet possession for an arbitrary node in the overlay by * —FECE) 005
weighting thert(i) with the portion of nodes that are in layer 04 L FEc(serpeo0 |
. . : PR - - FEC(8.6),p=0.12 |
i of their fertile tree 03 L oot
BN o7 1 TEEiEE
M=) w57 T). ) oaf L FECE 012 |
2 D1 L | e
1) Lower bound:In the following we give an asymptotic 0 % 10 Lalz? 0 200 20 300
lower bound on the values of the above probabilities to bette Y

understand their evolution. Let us consider an overlay wher , )
the number of layers can be arbitrarily high. It is clear th4t%; 2- Ti(i) vs.ifor t==8 m=8, n=8.1y(e) >0 for p < pmax
- . . . . . Ti; (i) decreases quickly in otherwise.
T4 (i) is a non-increasing function dfand i (i) > 0. Hence
limi_ Tt (i) = 111 (0) exists, and instead of eq. (1) we get the
following nonlinear recurrence equation is slightly better. The results of the asymptotic analysib s
(i+1) = Tei+1)+{(1-mm(+1)) (4) hold however.
t—1 The model does not take into account node departures, an
( : )Tra(i +1))(1-m(i +1))“1i}. important source of disturbances for the considered oyerla
J Following the arguments presented in [13] node departures
This equation is the same as eq. (4) in [12], and thus tR&" be_ _incorporated in the model as an increase of the loss
analysis shown there can be applied to describe the evolutRyobability by p, =Na/N > 8, whereNy is the mean number
of Tt (i). For brevity, we only state the main results regardingf departing nodes per time unit aBds the time nodes need
(i), for a detailed explanation see [12], [13]. For everiP recover from thg departure ofapgrent node.'The simuatio
(n,k) there is a loss probabilitpmax below which the packet résults presented in [13] support this hypothesis.
possession probabilitits () > 0 and above whichmts (o) = 0. .
Furthermore, for any G< & < 1 there is (n,k) Sl(JCf)1 that B. Performance evaluation
Tt (o) > 8. Consequently, in the overlay considered in this In this section we first show results obtained with the
paper, we havert; (i) > ¢ («0) > 0 and (i) > ¢ («) > 0 for mathematical model and then verify the results via simoiteti
P < Pmax For loss probabilitie > pmax SUch a positive lower In all scenarios we sdt=n and consider the streaming of a
bound cannot be given, and the packet possession projpabilil2.8 kbps stream to nodes with link capacity 128 kbps. The
approaches 0 as the number of layers increases. We refepagket size is set to 1410 bytes. Each node has a playout buffe
the system as stable jf< pmax and call it unstable otherwise.of 70 packets, which corresponds to 7 seconds of playout
To get a lower bound om(i) we substitutert; () in eq. (2) buffer delay. Each node has an output buffer of 40 packets
instead ofT;(i) and m¢(L — 1). The lower bound is 0 for to absorb the bursts of outgoing packets in its fertile tidee
P > Pmax and is positive otherwise. simulation time is 4000 seconds and the presented results ar
2) Discussion:In the following we discuss the validity of the averages over 10 simulation runs.
certain assumptions made in the model. The model does noFigure 2 shows; (i) as a function ofi for t =8, m= 38,
take into account the correlations between packet lossesnis 8, L =300, and different ratios of redundancy and packet
the Internet. Losses occurring in bursts on the output liks loss probability p. The figure shows thatt (i) > O for any
the nodes influence the performance of the overlay if severafis long as the packet loss probability is bel@aay, but
packets of the same block are distributed over the same trdegreases to O rapidly i > pmax. For c=1 the threshold is
that is if n > t. Bursty losses in the backbone influence thpmax= 0.0536 and forc =2 it is pmax= 0.1292.
performance if packets of different distribution treesveise Figure 3 showsrt(i) as a function ofi for t =8, m=8,
the same bottleneck. The effects of correlated losses on the 8, L = 300 and different ratios of redundancy and packet
input links of the nodes has been considered in [13], and thuss probabilityp. The figure shows that(i) evolves similarly
analysis showed that correlated losses slightly decrease to 11; (i) for p > pmax FOr p < pmax it drops even faster than
performance of the overlay. 15 (i) sincer(i) is a function ofrts (i) and s (L—1) as shown
In the analysis we assume that the number of nodes in tyeeq. (2). Consequently, we expect that increasing the Bamb
last layer of the tree is maximal. If the number of nodes in thef layers in the overlay worsens its performance whenewer th
last layer of the tree is not maximal then some nodes aredwerlay is unstable.

layerL — 1 in their sterile trees, and the overlay’s performance Figure 4 showstas a function of the packet loss probability

j=n—c
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Fig. 3. (i) vs.i for t =8, m= 8, n=8. (i) shows similar behavior Fig- 4. TIVvS. packet loss probability far=4, m=4,n=4,c=1.
to 11¢ (i), but the decrease is even faster than in the casg @f for 1he vertical bars shown(1) and (L —1).
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fort=4, m=4, n=4, c=1 and various values oL.
The vertical bars show the valuex1) at the upper end
and (L — 1) at the lower end. Note, that it = 2 then
L—1=1, hence there is no vertical bar. The figure shows
that the packet possession probability is high as long as the
loss probability is belowpmax It drops however as the packet
loss probability crosses the threshold. The drop of packet
possession probability gets worse as the number of layets an
hence the number of nodes in the overlay increases. At the
same time, forp > pmax the difference betweem(1) and
(L —1) (the packet possession probability of nodes that are 0
fertile in the first and the penultimate layers, respectiyel
increases. The figure shows as well that increasing the numkggl 5. Tvs. packet loss probability for— 8, m—8, n— 8. The
ofllalyers affects the.packet possession probqbﬂ(tgz) (@nd | crtical bars showt(1) and (L —1).

(i) in general), that is, the performance experienced by nodes

that are already part of the overlay is influenced by arriving

nodes. The effect is negligible when the system is stable, lgvers would consist of approximately¢® nodes.
becomes large when it is unstable. The line corresponding to

L =500 shows the asymptotic value of the packet possession IV. DISTRIBUTION TREE STABILITY
probability as the number of layers increases. The valug of
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i i In this section we analyze the stability of the overlay in the
for large values ofL is close tor(L—1), and it shows the yresence of node dynamics. We show a necessary condition
evolution of the fixed point of eq. (4) fqp < pmax. This curve oy the overlay to be feasible. Then we present an approximat
is in accordance with those in Figs. 2 and 3 and in [12], [13}qodel to describe the evolution of the available capacitgrin

Figure 5 showsrt as a function of the packet loss probarbitrary tree of the overlay, and use the model and sinonati
ability for t =8 m=8n=8 and various values of and to study the stability of the overlay.

L. Comparing results obtained with different valuescofve  |n the presence of node dynamics, children of the departing
see that increasing the ratio of redundancy increases the vahodes have to find a new parent in the fertile tree of the
of the thresholdpmax. At the same time, increasing the raticdeparting node. Finding a parent is however not possible if
of redundancy makes the drop faster onggax has been the number of fertile nodes in the tree is too low, as we
exceeded. Comparing Figs. 4 and 5 shows that increasing i@ explain later. If some nodes cannot find parents in a
FEC block length slightly increases the valuemfax at the tree, the tree becomes disconnected. In [6] a decentralized
price of a faster drop once the threshold in exceeded. mechanism was proposed to resolve this problem, in [1] the
Figures 6 and 7 show results obtained via simulations fentity responsible for tree construction was responsible f
the same scenarios as in Figs. 4 and 5 respectively, and shoaving fertile nodes from trees with available capacityhe t
perfect match with the analytical model. We did not perforrirees without available capacity. In an environment witghhi
simulations forl. = 500, as even for = 4 an overlay with 500 churn rate reallocating fertile nodes between trees cad lea
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of the t distribution trees and show thdds is negative for
m<t—1 for someN. We use the term drain for such nodes
to distinguish them from freeriders that do not want to offer
any cogs. The number of drains is maximal if there is at most
one fertile node in each tree with less thianhildren. Using
the notations introduced in Section Il the number of nodes
in layeri in a tree isNj = mt—1. In a well maintained tree

. with L > 2 sterile nodes are located in laydrs-1 andL. The

E number of drains is equal to the number of nodes minus the
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0.2 —~—L=2 el number of nodes that are fertile in any tree, i.e., the nurober
ol i ) nodes in layers 1 th — 1 minus the number of nodes without
o=t ‘ ‘ ‘ ‘ children in layerL — 1, and has to satisfi{s > 0.
0 0.05 OllLoss proo.l:j)-gbility (p()).Z 0.25 0.3 tL71 1 N
NS:N—t{m 1 [thz—[tL1]}>o, (5)

Fig. 6. Ttvs. packet loss probability far=4, m=4,n=4,c=1.

where N is the number of nodes in the last layer given as
The vertical bars showm(1) and (L — 1). Simulations. L yerg

NL=N-— m‘Ltil. Rewriting ineq. (5) we get that

mzt[% v (6)

If this condition is not satisfied theNs < 0, and hence the
overlay cannot be constructed. The condition can be satisfie
independent oN_ by choosingm>t —1 sinceN_ > 1. In this
case the overlay is feasible for ahy |
The condition is not sufficient for feasibility since the deg
cannot always be kept well maintained in the presence of
node departures and it cannot be ensured that there be at
most one fertile node in each tree with less tharhildren. A
consequence of Proposition 1 is that if the number of freesid
in the overlay is more tham—t+ 1 then the overlay might
oss ooty (p())‘.z 0.25 03 become infe_asible. Furthermore, if the numllaer. of fre_es'der
the overlay is more tham then the overlay is infeasible for
any N.

© o o
@

o
P

2

o ©o

o
N w
!
>‘<1{<
[ outl el el el
| U L L

APRPOO®

Packet possession probability) (
o
ol

o
=

XX

OO0 0000
o

WN P WN =

(=}

0.1

o
o
oh
a

Fig. 7. Tt vs. packet loss probability for=8, m=8, n=8. The
vertical bars showt(1) andTi(L —1). Simulations. B. Evolution of the available capacity
We define the available capacity in the overlay as the sum

of the unused offered cogs of fertile nodes. For example, if
to high management overhead. Another solution is to aleocahere aref drains and no fertile nodes with available cogs
arriving nodes to be fertile in the disconnected trees, @1t then the available capacity ift. To calculate the available
make the trees connected. This way the failures of the Q’Ve”@apacity in the overlay we use induction. Initially, the iéafale
due to node departures can be healed by the arrivals; if a n%acity in the Over|ay isnt, since the root node can support
fails to find a parent, it can reattempt after a reconnectigf nodes in each tree. Upon arrival of an arbitrary node the
interval T. available capacity does not change, since the node consumes
one available cog in each of thetrees and adds available
cogs in its fertile tree. Hence the available capacity resiait.

We say that the overlay is feasible for givept andN if  Similarly, a departure does not change the available cgpaci
the overlay can be constructed. A necessary and a sufficiagtlong as the overlay remains feasible. Since the available
condition for the tree to be feasible was shown in [6]. Thosgapacity in the overlay ist, the available capacity per tree is
conditions were based on the number of cogs that nodes wanbn average.
to use and are willing to offer. The condition shown here Trees of the overlay can however become disconnected after
extends those conditions and is a condition that relates tie departure of a node. Upon departure of a node the awailabl

A. Overlay feasibility

parameters of the overlay to each other. capacity decreases ly- 1 in the departing node’s fertile tree
Proposition 1: If the overlay is feasible for arbitray, then and increases by one in its- 1 sterile trees. The available
m>t—1. capacity in the departing node’s fertile tree can decrease

Proof: We show that this condition is necessary in a webelow zero, in which case that tree becomes disconnected. In
maintained overlay. To prove the proposition we calculdde the following we show how the probability of disconnection
the number of nodes that do not have to forward data in adgpends on the parametérand m of the overlay.



We consider the stationary state of the system, when the 1
arrival and departure rates are equal. We assume that the
interarrival times of nodes are exponentially distribytéus
assumption is supported by several measurement studigs [15
[16]. We approximate the distribution of the session hajdin
times by an exponential distribution. The distribution bét
session holding times was shown to fit the log-normal distri-
bution [15], however, using the exponential distributioakas
modeling easier and as we will see, the model gives a good 037 (=4 Simuation
match with the results of simulations where we use the log- 0211~ —  t=8 Simulaton
normal distribution. For a given arrival intensity the mean 03| =2 tt6.Simulation
number of nodes in the overlay = A/, where Y is the o e
mean session holding time. Available capacity ()

To model the evolution of the available capacity we use
a two-dimensional Markov process with stafe,1), corre- Fig. 8. a(j) vs. available capacity far=4,8,16 andm=t.
sponding to the number of nodes in the overlay and the free
capacity in an arbitrary tree respectively. The state spatiee
process is{N...Ny} x {¢...cy}. The parameterd| andN, whereF() is the standard normal distribution function. The
are the lower and the upper bounds on the number of nodesationale behind the distribution @f{(j) is the following. An
the overlay that the model considers. Similady,andc, are arriving node is chosen to be fertile in the tree with the
the lower and the upper bounds on the free capacity that tleevest available capacity among &ltrees. This happens with
model considers. We s =0.9N, N, =1.IN, ¢, = —(m—1)t probability O if j > m, since there has to be at least one tree
and c, = mt, so that the model is computationally feasiblevith available capacity belown so that the total available
but the probability ofv ¢ {N;...Ny} and 1 ¢ {¢...cy} is capacity in the overlay can bet. For j < m we assume
negligible. The model is approximate, since the availabiadependence of the available capacity in the other treds an
capacity in an arbitrary tree is not independent of the al#@l model their distribution by a normal random variable with
capacity in the other trees (since their sum is constant). Meanm and standard deviatioty2 — 1. Hence, in this case
model that considers the evolution of all trees wouldthel the probability that the arriving node is assigned to beiléert
dimensional, and hence computationally not feasible. A@ot is the probability that the available capacity in all otheres
approximation is the use of a limited state space. is higher than;.

We denote the arrival rate of the nodes hyand the  Figure 8 shows(j) from eq. 7 and obtained via simulations
mean session holding time by/|L We denote byqlk]' the fort=4,8,12 andm=t. For j < 0 the model assumexj) to
transition intensity from statéi, j) to state(k,l) anda(j) is be higher, while forj close tomto be lower than it is according
the probability of that an arriving node is assigned to béléer to the simulations. The probability gf< 0 is however small,
in the chosen tree given that the available capacityiisthat and hence eq. 7 is a pessimistic estimate. It will be subject
tree. The transition intensities are then given Ms<(i <N, of future work to derive a more precise distribution fafj).

0.9

0.8

0.7

0.6

andg < j <) We can calculate the steady state distributipfi, j) of the
, o Markov process using the transition intensity mat@ix (q!f"j')
qma)('fl’N')’m'”(”l’c“) = (t—1)u/t [17]. The probability that the tree is disconnected is tipgr=
R L C Y I iy j<oW(i, J)-
’qimjin(i+17Nu),ma)(j—1,c|) — (1-a(j)r C. Performance evaluation
min.(i+1,Nu).,min(j+t—1,cu) . For the evaluation we consider a mean session duration of
ij = a(ji 1/u= 306 s as it was measured in [15]. We use exponential
q:J - _ q:(Jl session length distribution in the model and log-normatrdis
’ KATA] bution in the simulations. The reconnection interval is teet

) . T =1 s in the simulations unless otherwise stated. The first
The above intensities correspond to the departure of destef,easure we consider is the blocking probabifify the proba-

node, the departure of a fertile node, the arrival of a serihjjity that an arriving node can not join the overlay becaiise
node, and the arrival of a fertile node respectively. Thellae fings it in a state in which there are at least two disconnected
corresponds to the diagonal of the transition intensityrixat ees. Due to the PASTA [17] property, this is the same as the
To calculate the steady state distribution of the Markowcpss probability that at least two trees are disconnected. Based
we use the following distribution cé(j) the model we can calculagg assuming independence of the
_ trees aspd = 1— (1— pg)' —tpg(1— pg)t~1. Figure 9 shows
a(j) = 0 - J=m (7) Pp @s a function of the root multiplicityn for t = 4,t = 8 and
(1- F(t/zﬁ)) J=m, t = 16 as obtained with the approximate mathematical model.



Figure 10 shows results for the same parameters obtained via

simulations. Both figures show that for a giverincreasing

m decreases the probability of blocking. But increasing the
value oft for a givenm increasesp). Figure 11 obtained
using the model and showingy as a function oft for
differentm/t ratios leads to the same conclusion. Foet the
blocking probability increases sharply as the number aédre
increases. Fom = 2t the blocking probability remains very
low however. The same results were obtained via simulations
and are shown in Fig. 12. These results suggest that an gverla
with high churn rate is only feasible for high values wf

For low values ofm the trees get disconnected with a high
probability. Comparing the results obtained with the maed
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the simulations shows that the approximate model describes

the behavior of the overlay with good accuracy.
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Fig. 9. Blocking probability @) vs. root multiplicity fort =4,t =8,
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0.12

—t=4
——1=8

——1t=16/

0.1-

o o
o o
P Q@

Blocking probability

o
<)
=

0.02-

&

0 50 60 70 80
Root multiplicity (m)

Fig. 10. Blocking probability ©F) vs. root multiplicity fort = 4,
t=28,t=16,A = 16.7/s. Simulation results.

Number of trees (t)
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failure probability as a function of the root multiplicityoff
t=4,t=8,t=16. The figure shows that the reconnection
failure probability decreases a® increases similar to the
blocking probability. Figure 14 shows simulations results
for the reconnection failure probability as a function o&th
number of trees fom=t, m= 1.5t, m= 2t. The conclusions
are similar to those regarding the blocking probabilitye th
reconnection failure probability slightly decreases hesveor
large values of.

Figure 15 shows} as a function oN for t =4,t =8 and
t =16 andm=t. The figure shows that the failure probability
slowly decreases as the number of nodes in the overlay
increases, hence a large overlay is more resilient to node
departures than a small one. Figure 16 shows the reconnectio
failure probability as a function of, the reconnection interval.
The figure shows that increasing the reconnection intergal d

The next measure we study is the reconnection failure protreases the failure probability. The reason for this phestaon
ability p}, the ratio of the number of failed attempts to find as that the longer a node waits the higher the probability ¢ha
parent node and the total number of attempts to find a pardeittile node arrives to the disconnected tree by the timeast
node. Figure 13 shows simulation results for the reconaectito reconnect. But the decreased failure probability contes a
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the price that nodes have to wait longer between reconmectipodel to study the stability of the overlay in the presence
attempts and hence loose more packets. This result suggestaode dynamics. Simulations show that the model is rather
that there is an optimal value &f for givent, m and FEC accurate and helps to understand the effect of the parasneter
parameters, which has to be set dynamically to achieve bgstthe overlay on its stability. It is subject of our future
performance. work to improve the approximate model by considering the
correlations between the available capacity in differeaes
and by finding a more precise distribution fafj). Another

In this paper we presented an analytical model of a resilieppen issue is how ungraceful departures (nodes that depart
end-point-based overlay for multicast streaming based without sending a notification about the departure) can be
multiple minimum-depth distribution trees that employghpa incorporated in the model. The results presented here serve
diversity and forward error correction for improved resilice to improve our understanding of the behavior of the overlay
to node churns and packet losses. We showed that the prabaa dynamic environment and help us to design an overlay
bility that an arbitrary node in the overlay possesses a gtackvith improved stability properties.
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certain threshold. After reaching the threshold this philits REFERENCES
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