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Abstract—The emerging measurement technology of phasor
measurement units (PMUs) makes it possible to estimate the
state of electrical grids in real-time, thus opening the way to
new protection and control applications. PMUs rely on precise
time synchronization, therefore they are vulnerable to time-
synchronization attacks which alter the measured voltage and
current phases. In particular, undetectable time synchronization
attacks pose a significant threat as they lead to an incorrect but
credible estimate of the system state. Prior work has shown that
such attacks exist against pairs of PMUs, but they do not take
into consideration the clock adjustment performed by the clock-
servo, which can modify the attack angles and make the attacks
detectable. This cannot easily be addressed with the existing
attacks, as the undetectable angle values form a discrete set
and cannot be continuously adjusted as would be required to
address the problems posed to the attacker by the clock servo.
Going beyond prior work, this paper first shows how to perform
undetectable attacks against more than two PMUs, so that the set
of undetectable attacks forms a continuum and supports small
adjustments. Second, it shows how an attacker can anticipate the
operation of the clock servo while achieving her attack goal and
remaining undetectable. Third, the paper shows how to identify
vulnerable sets of PMUs. Numerical results on the 39-bus IEEE
benchmark system illustrate the feasibility of the proposed attack
strategies.

I. INTRODUCTION

The control and operation of interconnected power grids of-
ten require the timely knowledge of the system state. Accurate
information on the state enables or improves the performance
of fundamental functions, such as security assessment, voltage
control and stability analysis. Legacy measurement technolo-
gies have low measurement and streaming rates which induces
a relatively low refresh rate of the system state-estimation.
Nonetheless, the emerging measurement technology of PMUs
makes it possible to acquire phasors that are accurate, time
and phase-aligned (i.e., synchrophasors) with streaming rates
of the order of tens of measurements per second [1]–[3].
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PMUs require, however, precise time synchronization [4],
which can be achieved by GPS [5] or by network-based
time synchronization protocols, such as PTP [6]. The need
for time synchronization is a weakness as existing time-
synchronization techniques are known to be vulnerable to
cyber-attacks [7], GPS-based synchronization is vulnerable to
spoofing attacks [8] while packet-based protocols are vulnera-
ble to delay-box insertion on transmission-lines [9]. A delay-
box is a repeater-box that is inserted on the fiber, replacing the
bidirectional fiber by a short fiber in one direction and a long
fiber coil in the reverse direction, thus adding an asymmetric
delay. Such an attack bypasses any authentication scheme used
by the synchronization protocol. Importantly, none of these
attacks require physical access to PMUs. Therefore, in order to
assess the vulnerability of synchrophasor-based applications,
in particular the state estimation of a system, it is essential
to explore the feasibility and detectability of PMU time-
synchronization attacks (TSAs). TSAs are of interest to other
time-sensitive networks as well. Sensor networks used for
source-localization, require an accurate synchronization [10],
attacking the time-reference of the sensors alters the post-
processing of measurements, yielding a false estimation of the
location. As a consequence, an attacked boat or plane could
enter on the wrong territory and an attacked sensor network
could be unable to track a source. Collaborative robots in
automation systems also rely on synchronization [11] and are
increasingly deployed in the industry.

A significant advantage of measuring phasors with PMUs
is that the state estimation problem becomes linear. This is
because PMUs are capable of directly measuring voltage and
current phasors, compared to traditional supervisory control
and data acquisition (SCADA) measurements (e.g., the power-
flow and power injections, which are nonlinear functions of
the system state). A widespread technique for making the
linear state estimation (LSE) more robust against attacks
is to couple it with a bad-data detection (BDD) scheme
(e.g., χ2 and the largest normalized residual tests (LNR)).
Nonetheless, the seminal work in [12] shows that LSE is
vulnerable to bad-data injections that bypass the different BDD
algorithms (both χ2 and LNR). Subsequent articles focus on
the characterization and mitigation of undetectable attacks,
through either prevention or detection. The authors of [13],
[14] focus on establishing an index of security that quantifies
the vulnerability of sets of PMUs and on smart PMU allocation
to mitigate it. Malicious undetectable attacks are proposed
in [15] and techniques to identify vulnerable meters are given
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in [16]. Globally, false-data injection attacks require physical
access to monitoring devices that are often located in secure
facilities. In contrast, the authors of [17] use GPS spoofing to
exclusively manipulate the time reference used by PMUs, thus
shifting the phase of their measured synchrophasors, without
requiring any physical access to PMUs. The attack aims at
altering various smart-grid applications but does not tackle
the issue of being undetected by BDD algorithms to impact
durably the LSE.

The authors of [18] address this important question by
showing how to compute an undetectable TSA against pairs
of PMUs. They do so by solving a specific set of non-linear
equations, yielding a discrete and finite set of attacks. In the
case where these equations lead to no attack solution, they
propose an approximated set of equations that yields an attack
solution. Importantly, the attacks work on the actual LSE with
complex values, not on a linear approximation of a non-linear
state-estimation problem. The authors also discuss how attacks
against pairs of PMUs can be combined to maximize the
attacker’s objective, which could be to maximize the error
on a particular line power-flow, for instance. However, the
clock adjustment rate of a PMU is controlled in practice
by a controller typically called the clock servo [19]. The
latter ensures that clock adjustments always stay below a
well-defined threshold. Hence, a delay above this threshold
will not be implemented by the clock servo. Instead, it will
transform the intended delay into a smaller one which may
not be in the discrete and finite set of undetectable attacks.
Therefore, if an attacker blindly performs an attack on pairs
of PMUs according to the results of [18], without anticipating
the actions of the clock servo, it is likely that the intended
attack-angles will be modified into smaller detectable ones.
Consequently, the impact on the measurements might not be
the one intended by the attacker and the attack could become
detectable by the BDD algorithms. In order to overcome the
limitations of the results of [18], three major contributions are
made in this paper.

First, it is shown that the set of undetectable TSAs against
three or more PMUs forms a connected compact set and that
the number of valid attacks is uncountably infinite. This allows
the attacker to anticipate the actions of the clock servo and
to remain undetected by injecting small incremental delays
over a period of time until the objective is maximized. It is
proven that attacks can be tailored to remain undetected by
reaching an optimal attack-angle in a continuous manner. It is
also shown how to compute this set of valid attacks.

The second contribution of this paper is to address the
practical feasibility of performing TSAs by taking PMU
clock constraints in consideration. Algorithms that can achieve
practically undetectable attacks under realistic conditions are
proposed. In order to find attack-angles against a specific
set of PMUs, it is required to build an attack angle matrix
using the system topology, the measurements and the choice
of PMUs to attack. When this matrix is of rank approximately
or exactly equal to 1, the results of this paper show how to
perform an attack. The vulnerability of a set of PMUs depends
on how close the rank of the corresponding matrix is to 1.
This measure is captured by the index of separation (IoS)

introduced in [18], which only considers pairs of PMUs.
As a third contribution, it is shown how arbitrary sized sets

of vulnerable PMUs can be found. The theory is extended
in order to show that synchrophasors can be grouped in
equivalence classes and that members of a class form a
vulnerable set. This sufficient condition allows to efficiently
find sets of PMUs to attack simultaneously. By analysing the
infimum of the IoS over all measurements, it is shown that
vulnerable sets can be identified based on the system topology
only, without having to read measurement values. Furthermore,
the paper provides evidence that under some topological condi-
tions it is possible to attack PMUs that measure both voltage
and current phasors (both sharing the same time reference).
Finally, it also provides numerical evidence that attacks can
be feasible against the time synchronization of PMUs whose
measurements are not exactly critical.

This paper is an extension of a preliminary conference
version [20], where the practical feasibility of TSAs was not
considered. Contrary to [20], this paper shows that TSAs
can be mounted undetectably by satisfying the constraints
imposed by the PMU clock servo. In addition, it provides a
sufficient condition for finding critical groups of measurements
of arbitrary size, and it also shows that vulnerable sets without
this condition exist. Finally, going beyond results in [20] it
shows that it is possible to attack PMUs that measure two
distinct synchrophasors simultaneously, and shows that the
attacks bypass robust state estimation as well.

The rest of the paper is organised as follows. Section II
describes the same system model as in [18] and a stronger
attack model. The new contributions start in Section III which
gives expressions to compute the set of possible attack-angles.
In Section IV results on how to efficiently find sets of
vulnerable PMUs are explained. In Section V, the practical
feasibility of deploying an undetectable attack is discussed
by considering multiple strategies. Numerical results are pre-
sented in Section VI to illustrate the effectiveness of the attack.
Countermeasures against TSAs are discussed in Section VII.
Finally, Section VIII concludes the paper.

II. SYSTEM MODEL

The system model used throughout this paper is the same
as the one used in [18], it is repeated here for completeness.
A balanced transmission system that consists of N buses
equipped with a PMU based measurement system is consid-
ered. LetMV andMI be such thatM =MV ∪MI is the set
of all voltage and nodal-current measured synchrophasors, and
M = |M|. Assume thatMV ∩MI = 0, meaning that a PMU
is dedicated to the measurement of a specific synchrophasor
through time (voltage or current phasor, but not both). It is
shown numerically in Section VI that it is still possible to
perform undetectable attacks without this assumption. Given
the M×N measurement matrix H , the measurement model is
z = Hx+e, where x ∈ CN is the system state (voltage phasors
on all buses), z ∈ CM the measurement vector (measured
voltage and current phasors by PMUs), and e ∈ CM the
complex measurement-error. In this paper, the weighted least
squares (WLS) estimator is used for the LSE. The verification
matrix is defined as follows
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F , H(H†H)−1H† − I, (1)
where H† is the conjugate transpose of H . Then, the residuals
are defined by r = Fz as they correspond to the difference
between the observed measurements and the ones that should
be observed if the state estimation is exactly correct. Clearly,
Fz = 0 occurs if and only if there exists some state x such
that z = Hx.

A. Attack Model

The considered attacker is able to manipulate the time syn-
chronization of p ≥ 2 PMUs, via GPS spoofing or delay-box
insertion on transmission-lines, such that the time reference of
an attacked PMU is delayed or advanced. This is equivalent
to introducing p attacking angles αi, i = 1 : p, which
correspond to the phase angle shifts of the synchrophasors
measured by the attacked PMUs. The equivalence is given
by ∆ti = αi

2π∗f∗10−6 = gα(αi), where ∆ti is the offset
caused by the attack given in µs, and f ≈ 50Hz is the
instantaneous voltage signal frequency. It is assumed that a
time reference affects only one synchrophasor location. Thus,
for every i ∈ {1, · · · , p}, an attack changes the measured
phasor zi to z′i = zi ui, where ui = ejαi ∈ T, and T is the
set of complex numbers of modulus 1, therefore the phasor
magnitude is unchanged. Note that TSAs are multiplicative
whereas traditional false-data injection attacks [12] are addi-
tive in nature. To identify targeted measurements, let Ψ be the
M × p attack-measurement indicator matrix, defined by

Ψm,i =

{
1 if αi targets zm,
0 otherwise.

It is supposed that the attacker knows H and can observe
the synchrophasors z. The only feature added to the attack
model of [18] is that it is further supposed that the attacker
is able to anticipate the actions of a regular PMU clock
servo. This attack model is strong for two reasons. First,
recent attacks on critical infrastructures, e.g., Stuxnet [21],
had access to detailed system information. Second, such a
strong model enables engineers to identify vulnerable data that
require protection.

With such capabilities, the attacker’s goal is to compromise
the LSE provoking wrong power attribution. For instance the
objective could be to provoke a black out by making the
system over or under-estimate the power in a region of the
grid.

B. Undetectability Condition

The condition for undetectability is that the attack must not
modify the residuals. In other words, the residuals obtained
from the state-estimation with the attacked and unattacked
measurements must be identical. Hence, the resulting state-
estimation while being false, remains plausible in the sense
that it could be the result of an estimation after a natu-
ral trajectory of the grid. Therefore, it is expected that no
BDD scheme based on residual analysis, is able to detect
the proposed attacks. The vast majority of state-of-the-art
BDD algorithms are variants of the two most widespread
techniques, namely the LNR test and the χ2-test [22]–[24].
Both techniques make use of the fact that the residuals are

typically distributed as a Gaussian distribution with zero mean
and easily-computable standard deviation [23]. In the LNR
test, if the largest normalized residual is above a certain
threshold ηBDD, then its associated measurement is marked
as potential Bad Data (BD). The χ2-test (Chi-squared test)
is an alternative bad-data detection method that exploits the
property that the sum of normally-distributed random variables
is a variable with a χ2 distribution and a certain number of
degrees of freedom. If the sum of the residuals does not follow
this distribution with a certain confidence level, one or more
of the measurements are suspected to be corrupt. Since an
undetectable attack does not modify residuals, it does not
impact the distribution of residuals and thus these tests are
expected to fail.

The condition for attack undetectability translates to: Fz =
Fz′, which is made more tractable by the authors of [18] by
introducing the p×p attack-angle matrix W , as the Hermitian
complex matrix given by

W , ΨT diag(z)†F †F diag(z)Ψ. (2)

As shown in (Theorem 1, [18]), an attack α = (α1, . . . , αp)
is undetectable if and only if

W (~u−~1) = 0, (3)

where ~u = (u1, ..., up)
T , and ~1 = (1, ..., 1)T . Equation (3)

is called the undetectability condition for an attacking vector
~u. Note that (3) is independent of the noise model. Hence, it
is valid whether PMU errors can be modelled by a Gaussian
distribution or not [25]. Finding sets of valid attack-angles
requires solving non-linear equations derived from (3), as
discussed next.

III. COMPUTING UNDETECTABLE ATTACK-ANGLES

This section presents a closed form expression to compute
an undetectable TSA involving p = 3 time references. Then
it shows how to extend this result for any p ≥ 2. This
contribution represents a great improvement compared to the
case of p = 2 considered in [18], as it allows a continuum
of non-trivial feasible attacks, which is needed to address the
constraints required by the clock servo.

A. Computing Attack Angles for p = 3

The measurements taken by the three PMUs to be attacked
are denoted by [z1, z2, z3], and the corresponding attack-angles
by α1, α2, α3. It has been shown in [18] that attacks are
feasible when the effective rank of W is 1. In this case, (3)
can be rewritten as

w1(u1 − 1) + w2(u2 − 1) = −w3(u3 − 1), (4)

where w = [w1w2w3] is the row of largest norm of the attack-
angle matrix W .

In what follows C = (c, r) denotes a circle in the complex
plane with center c and radius r. An algebraic approach is used
to solve (4) and to provide a closed-form solution. Namely,
the equation is interpreted as the intersection of the right-hand
side with the left-hand side, which represent in the complex
plane a circle C3 = (w3, |w3|), and an annular region defined
by an inner circle Ci = (−(w1 + w2), ||w1| − |w2||) and an
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Algorithm 1 Compute-Feasible-Angles(w)

Input: w (row of largest norm of W )
C3 ← (w3, |w3|)
Ci ← (−(w1 + w2), ||w1| − |w2||)
Co ← (−(w1 + w2), |w1|+ |w2|)
Compute Ii = C3 ∩ Ci = {I1, I2}.
Compute Io = C3 ∩ Co = {I1, I2}.
Compute Θ3 using Proposition 1

Output: Θ3

outer circle Co = (−(w1 + w2), |w1| + |w2|). The following
result characterises the set Θ3 of feasible values for α3.

Proposition 1. For p = 3 and rank(W ) = 1, the set U3 of
feasible values of u3, i.e., U3 = {u3 : u3 = eiα3 ∀α3 ∈
Θ3} is either a non-empty connected compact subset of T or
the union of two non-empty connected compact subsets of T.
Furthermore, u3 = 1 ∈ U3.

Proof. Let Io and Ii be the set of intersection points of the
circle C3 with the outer and the inner circle, respectively. Four
cases are distinguished.

1) |Io|+ |Ii| = 1, i.e., C3 is tangent to one of the circles.
This intersection point must be the one corresponding
to α3 = 0, because α1 = α2 = α3 = 0 (no attack) is a
solution to (4). Thus Θ3 = {0}.

2) 2 ≤ |Io| + |Ii| < 4, i.e., C3 intersects with one of the
circles at two points and could be tangent to the other
circle. Let the two intersection points (not the tangent)
correspond to angles α1

3 and α2
3. If {α1

3, α
2
3} ∈ [0, 2π]

and α1
3 < α2

3 then we have two intervals, [α1
3, α

2
3] and

[α2
3, α

1
3 + 2π], and the set of feasible values is the one

including 0, since α3 = 0 is a feasible solution. Hence,
Θ3 = [α2

3, α
1
3 + 2π].

3) (|Io| = |Ii| = 2), i.e., four intersection points.
Let the corresponding angles in increasing order be
{α1

3, α
2
3, α

3
3, α

4
3}. Observe that due to the ordering, an-

gles 1 and 2 correspond to intersection points with the
same circle. The feasible set consists of the intervals be-
tween angles that correspond to intersection points with
different circles. Thus, Θ3 = [α2

3, α
3
3] ∪ [α4

3, α
1
3 + 2π].

Notice that the second interval includes α3 = 0.
4) |Io| + |Ii| = 0 or |Io| + |Ii| = ∞. Since α3 = 0 is a

feasible solution, it is clear that |Io|+ |Ii| = 0 implies
that C3 is inside the annular region, while |Io|+ |Ii| =
∞ implies C3 coincides with one of the circles. Thus,
in both cases Θ3 = [0, 2π[

Note that Θ3 always includes the intersection angles because
they correspond to feasible solutions, hence the set of feasible
solutions is closed. Furthermore, due to the structure of the
circle group T, an interval of feasible angles maps into a
connected set. Moreover, in all four cases, 0 ∈ Θ3. In other
words, 1 ∈ U3.

Algorithm 1 shows the pseudo-code for computing the set
Θ3 of feasible values for the attack angle α3. Let Cx ∩ Cy
denote the intersection between two circles Cx and Cy . This
can be efficiently computed by the following Lemma.
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Fig. 1: Example illustrating the intersection between two circles

Lemma 1. Consider two circles, Cx = (cx, rx) and Cy =
(cy, ry), in the complex plane. Assume that rx > ry and
that the two circles intersect. Let I = {I1, I2} be the set
of intersection points. I1 and I2 are given by

I1 = cx + a+ h, I2 = cx + a− h

where

a = d ·
dd̄+ r2

x − r2
y

2dd̄
, h = d · i ·

√
r2
x − aā
dd̄

, d = cy − cx.

Proof. Figure 1 illustrates the problem of finding the inter-
section of the circles. Let pf be the point of intersection of
the line connecting cx to cy and the radical axis of the two
circles. Let d be the vector directed from cx to cy , that is,
d = cy − cx. Furthermore, let vector a be the vector directed
from cx towards pf , and h be the vector directed from pf
to I1. Note that a points in the same direction as d and h is
perpendicular to both vectors. By inspecting the two triangles
(cx, pf , I1) and (cy, pf , I1) the following two equalities hold

|a|2 + |h|2 = r2
x, (|d| − |a|)2 + |h|2 = r2

y

solving the two equations for |a| and using |d|2 = dd̄ leads to

|a| =
dd̄+ r2

x − r2
y

2|d|
.

Since a is parallel to d, it is the case that a = d · |a||d| ,
which yields the expression for a in the lemma. Because
|h| =

√
r2
x − aā, and since h is perpendicular to d, it must be

that h = d · i · |h||d| , which in turn yields the expression for h
in the lemma. The intersection points can be computed as

I1 = cx + a+ h, I2 = cx + a− h.

Note that if the two circles intersect only at one point, then
h = 0, leading to I1 = I2.

For each possible attack-angle α3, valid attack-angles α1

and α2 can be efficiently computed as follows. Substituting
s = −w3(u3 − 1) into (4) leads to

w1(u1 − 1) = s− w2(u2 − 1). (5)
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Algorithm 2 Compute-Angle-Pairs(α3, w)

Input: α3 ∈ Θ3, and w (row of largest norm of W ).
S ← ∅
s← w3(eiα3 − 1)
C1 ← (−w1, |w1|)
C2 ← (w2 + s, |w2|)
Compute I12 = C1 ∩ C2 = {I1, I2}.
for all I ∈ I12 do

Compute (α1, α2) by using I in equations (6) , (7)
S ← S ∪ (α1, α2)

end for
Output: S

Proposition 2. For each α3 ∈ Θ3 there exist either one or
two pairs of (α1, α2). A closed form expression of such a pair
is given by

u1 =
I

w1
+ 1, u2 =

−w3(u3 − 1)− I
w2

+ 1 (6)

α1 = arg(u1), α2 = arg(u2), (7)

where I corresponds to an intersection point between the
left-hand side of (5) denoted by C1 = (−w1, |w1|) and the
right-hand side denoted by C2 = (w2 − w3(u3 − 1), |w2|).

Proof. Both the left- and right-hand sides in (5) represent
circles in the complex plane. They will be referred to as C1

and C2, respectively. C1 is centered at c1 = −w1 with radius
r1 = |w1|, and C2 is centered at c2 = w2 + s with radius
r2 = |w2|. An intersection point of these circles corresponds
to a solution to (5). The two circles intersect as α3 ∈ Θ3.
Again, Lemma 1 can be used to find the set of intersection
point(s) I12, and each intersection point corresponds to a pair
(α1, α2). For each intersection point I ∈ I12 the corresponding
(u1, u2) and (α1, α2) can be computed by equating the left
and right hand sides of (5) to I , yielding the expression in the
proposition.

The procedure of computing (α1, α2) is illustrated in Algo-
rithm 2. To summarize, the set Θ(z) ⊂ R3 of undetectable
attacks for p = 3 is a two dimensional manifold in R3,
characterized by one degree of freedom.

B. Computing Attack Angles for any p ≥ 2

The following describes an algorithm for computing unde-
tectable attacks for the general case of p ≥ 2. In this case, (4)
becomes

p−1∑
i=1

wi(ui − 1) = −wp(up − 1) (8)

where wi is the entry in the row of the largest norm and the ith

column of W . In (8), the right hand side represents a circle
Cp = (wp, |wp|) in the complex plane, while the left hand
side represents an annular region that is defined by an inner
circle Ci = (−

∑p−1
i=1 wi,max{0, 2|wi∗ | −

∑p−1
i=1 |wi|}) and

an outer circle Co = (−
∑p−1
i=1 wi,

∑p−1
i=1 |wi|), where i∗ =

arg maxi∈{1..p−1} |wi|. Similar to the procedure of the case
when p = 3, the feasible set Θp of αp can be computed
by Algorithm 1, given the parameters of the circles. For any

choice of α∗p ∈ Θp (and corresponding u∗p) equation (8) can
be rewritten as

p−2∑
i=1

wi(ui − 1) = −wp−1(up−1 − 1) + sp

where sp = −wp(u∗p − 1). Again, Algorithm 1, with the
appropriate parameters of the circles, can be used to compute
the feasible range Θp−1 of αp−1. Computing the feasible
regions for p− 2 iterations results in

w1(u1 − 1) =

p∑
i=3

si − w2(u2 − 1) (9)

Notice that (9) has the same form as (5). Therefore, α1 and
α2 can be computed using Algorithm 2. Hence, it is expected
that the set Θ(z) ⊂ Rp of undetectable attacks is a p − 1
dimensional manifold in Rp, characterized by p − 2 degrees
of freedom.

IV. FINDING SETS OF p VULNERABLE MEASUREMENTS

This section establishes a sufficient condition for finding
vulnerable sets of PMUs of size p.

Recall that the attacks target sets of measurements whose
corresponding W matrix is of rank approximately or exactly
equal to 1. Therefore, the vulnerability of a set is given by a
measure of how close to 1 the rank of W is. This quantity is
introduced in [18] for p = 2 measurements as the index of sep-
aration (IoS), the authors also showed that its infimum (IoS*)
can be computed from the topology only without access to the
measurement values. For a pair of measurements (zi, zj), if the
value of the IoS of the corresponding W matrix, denoted by
IoS(i,j)(zi, zj), is close to 1, then W is well approximated by
a matrix of rank 1 and the attack can be performed on the pair.
If the IoS∗(i,j) = minzi,zj IoS(i,j)(zi, zj) is close to 1, then
whatever the actual measurement value, the IoS(i,j) will also
be close to 1 hence the pair of PMUs is vulnerable. Note that a
pair for which the IoS∗ is far from 1 might still be vulnerable
at a particular time instant due to measurement values for
which the IoS gets close to 1. Both can be computed in closed
form using Eqs(16-17) in [18].
The next contribution of this paper is to extend the theory
by showing that measurements can be grouped in classes such
that any combination of measurements within a class produces
a W matrix of rank equal to 1.

Theorem 1. For a given value of the measurement vector z
and for two measurements (i, j) we say that iRj if and only
if i = j or IoSi,j(zi, zj) = 1.

1) The relation R defined in this way is an equivalence
relation over the set of all possible measurements.

2) For any set P of p ≥ 2 measurements, the corresponding
W matrix has rank 1 if and only if all measurements in
P are equivalent under R.

The proof is given in the appendix. The first item infers that
the IoS has the transitivity property. In practice, Theorem 1
gives a sufficient condition for finding vulnerable sets of size
p. An attacker will look for a set P of at least p measurements
that mutually have IoS = 1. Any combination of at least 2
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measurements within P has a W matrix of rank 1. Hence all
or a subset of the measurements of this set can be the target
of a powerful attack. This method is efficient, compared to a
brute-force approach, which includes computing the rank of
W for each combination of p PMUs, and thus has exponential
complexity, which makes it intractable even for small size
grids.

Theorem 2 establishes a similar result that holds for IoS∗.
The proof is not given as it is similar to the proof of
Theorem 1.

Theorem 2. For two measurements (i, j) we say that iR∗j if
and only if i = j or IoS∗i,j = 1.

1) The relation R∗ defined in this way is an equivalence
relation over the set of all possible measurements.

2) For any set P of p ≥ 2 measurements, the corresponding
W matrix has rank 1 if all measurements in P are
equivalent under R∗.

Note that for any value of the measurement vector z, the
relation R∗ is a subset of R.

Theorem 2 is thus more restrictive and enables to find fewer
attackable measurements than Theorem 1 does. Nonetheless,
the relation R∗ can be computed a-priori without knowledge
of the actual values of the measurements.

The next result shows that there is a link between the
criticality of a set of measurements and its vulnerability to
TSAs based on rank-1 approximations. First criticality and
independence of measurements are defined.

Definition 1. A set of measurements is said to be critical if
removing this set makes the system non-observable, i.e., the
matrix obtained by deleting the corresponding rows in H does
not have full rank.

Note that the matrix H is complex, hence “deleting one
row” means removing the real and imaginary parts of one
complex PMU measurement simultaneously.

Definition 2. Two measurements are said to be independent if
the corresponding rows of the H matrix are linearly indepen-
dent over C. When two measurements are not independent,
one is a known complex multiple of the other, i.e., they are
essentially measuring the same complex quantity.

Using the two definitions the following result can be for-
mulated.

Theorem 3. Assume that the number of measurements M and
the number of states N satisfy N ≥ 3 and M ≥ N+2. Assume
that every single measurement is non-critical. Then, a pair of
measurements {i, j} (with i 6= j) is a critical set if and only
if i, j are independent and IoS∗i,j = 1.

The proof is given in the Appendix. In [18], large attacks
targeted groups of pairs of PMUs such that their IoS∗ values
were equal to 1. In this paper, Theorem 2 further establishes
that such groups are in fact equivalence classes. Theorem 3
gives a novel condition for identifying vulnerable sets by
finding critical pairs. This new technique is linked to the
analysis of the rank of matrix H while studying the IoS and
IoS∗ values correspond to analysing the rank of matrix W

Algorithm 3 Optimize-Attack-Angles(z, w, L, ϕ)
Input: z (non-attacked measurement), w (row of largest norm of
W ), L (number of grid search points), and ϕ (attacker objective
function)
A ← ∅
Θ3 ← Compute-Feasible-Angles(w)
η∗ ← min{η > 0 : |{0, η, 2η, · · · , 2π} ∩Θ3| = L}
A3 ← {0, η∗, 2η∗, · · · , 2π} ∩Θ3

for α3 ∈ A3 do
S ← Compute-Angle-Pairs(α3, w)
for (α1, α2) ∈ S do
A ← A∪ (α1, α2, α3)

end for
end for
(α∗1, α

∗
2, α
∗
3)← arg max(α1,α2,α3)∈A ϕ(z, α1, α2, α3)

Output: (α∗1, α
∗
2, α
∗
3)

and values of matrix F respectively. In order to attack p ≥ 2
PMUs, a target set can thus be found by identifying sets of
measurements of cardinality p such that all combinations of
two measurements are critical or have a corresponding IoS∗

value equal to 1. Incidentally, Theorems 2 and 3 also establish
that the criticality of a pair defines an equivalence relation on
the set of non-critical measurements, a result of independent
interest that can be used in other contexts than TSAs. Also
note that vulnerability to TSAs with rank-1 approximations is
not strictly equivalent to pairwise criticality: it is possible to
find non-critical pairs of measurements that have IoS ≈ 1 for
some values of the measurement vector z (see Section VI).

V. STRATEGIES FOR IMPLEMENTING UNDETECTABLE
ATTACKS

This section discusses how an attacker could use the pre-
sented methods to perform a TSA.

A. Computing an Optimal Undetectable Attack

For attacking p = 3 measurements, consider that the
attacker has an objective function ϕ(z, α1, α2, α3) he wants
to maximize, e.g., the difference between the estimated
and the actual power-flow on a transmission line. The at-
tacker can observe the measurements taken at time in-
stants {t0, t1, · · · , tk, · · · } and knows the instantaneous attack-
angles αk = {αki , i ∈ {1, · · · , p}} that (s)he already im-
plemented. Therefore, given an observed measurement zk

′

taken at time tk (possibly already attacked), the attacker can
compute the non-attacked measurement zk = {zki : zki =

zk
′

i e
−jαk

i , i ∈ {1, · · · , p}}, and the angles (αk∗1 , αk∗2 , αk∗3 ) =
arg max(α1,α2,α3)∈Θ(zk) ϕ(zk, α1, α2, α3) that would maxi-
mize the attack objective. Finding an approximately optimal
solution is feasible, even if ϕ is non-convex, e.g., using a
simple grid search over Θ3(zk) as shown in Algorithm 3.
If (αk∗1 , αk∗2 , αk∗3 ) 6= (αk1 , α

k
2 , α

k
3), the attacker has to adjust

the time references of the PMUs. Note that Algorithm 3
can be easily extended for any p > 3 by nesting an ad-
ditional for loop for each additional attacked measurement
{α4, α5, etc., · · · }, and by updating the implementations of
the functions Compute-Feasible-Angles() and Compute-Angle-
Pairs() with the appropriate circle definitions mentioned in
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Attack Strategy Attack Objective Clock Servo 
𝑧𝑘 𝛼𝑘∗, Δ𝑡𝑜𝑢𝑡

𝑘∗   𝛼𝑘, Δ𝑡𝑜𝑢𝑡
𝑘   𝛼 𝑘, Δ𝑡 𝑜𝑢𝑡

𝑘 , Δ𝑡𝑖𝑛
𝑘   

Fig. 2: Block diagram of clock servo aware timing attacks.

Section III-B. Alternatively a recursive procedure could be
used to search through the grid.

Next, methods to implement the optimal angles in an
undetectable manner are discussed.

B. Clock Servo and Brute-Force Attack

Regardless of the employed time-synchronization mecha-
nism, PMUs adjust their internal clock smoothly based on
the external time reference. The component used to regulate
this adjustment is typically called a clock servo. The clock
servo can either be a hardware or a software component.
Given a sequence of time instants {t0, t1, · · · , tk, · · · }, the
clock servo takes as input the observed clock offset ∆tkin
at time tk, and outputs the target offset ∆tkout that will be
implemented by time tk+1. In a TSA scenario, recall that the
implemented target offset ∆tkout in micro-seconds is related
to the implemented attack-angle αk in radians by the relation
∆tkout = gα(αk). For now, assume that initially ∆t0out = 0
and α0 = 0, i.e., there is no attack.

An attacker that compromises the time-synchronization
mechanism can control ∆tkin, and would want to set ∆tkout =
∆tk∗out = gα(αk∗), where αk∗ is the attack-angle computed
for the PMU that maximizes the attack impact at time tk

computed as discussed above. The intended output offset by
the attacker might not always be implemented by the clock
servo. Therefore, ˆ∆tout

k
and α̂k are respectively defined as the

offset and the attack-angle intended by the attacker at time tk;
and ∆tkout and αk denote the actual values implemented by the
clock servo. Figure 2 summarises the procedure of computing
and implementing a TSA.

Brute-Force Attack (BF): A naive attacker that is unaware
of the clock servo would provide the servo with ∆tkin = ∆tk∗out
at every time instant tk. Nonetheless, due to the clock servo,
the implemented ∆tkout could be different from ∆tkin and
hence the attack might become detectable, as the adjustments
of the clocks of the individual PMUs could result in a
trajectory far from the set Θ(zk) of undetectable TSAs. This
attack corresponds to TSAs considered in previous work [18].

In what follows, it is shown how to implement at-
tacks against two clock servo implementations: output con-
strained proportional-integral-controller (PI-controller), and
output constrained P-controller. Since the latter is a special
case of the former, the general case (the PI-controller) is
considered first.

C. Output Constrained PI-Controller Clock Servo

The basic equation of a PI-controller is y[t + 1] = y[t] +
Kp ∗e[t]+Ki

∫ t
0
e[τ ]dτ , where Kp and Ki are called the pro-

portional and the integral gains of the controller, respectively.
The measurement error at time t is e[t] = ydesired − y[t]. An

output constrained PI-controller (OCPI(ρ)) clock servo adjusts
the clock offset depending on the output of a PI-controller, and
limits the change in the output during one time step by some
threshold ρ. An example of such a clock servo is the one
usually used in Precision Time Protocol version 2 (PTPv2).
Therefore, the following provides a description of PTPv2 and
its widely-used implementation, PTPd [26].

PTPv2 (IEEE1588-2008) is the latest standard protocol
for network-based time synchronization [27]. It synchronizes
the clock of one or more slave devices to that of a master
clock by exchanging timestamps over a network. PTPd and
LinuxPTP are widely used open-source implementations of
PTPv2 for Unix based systems. The PTPd clock servo is used
for adjusting the tick rate of the clock (the number of system
clock ticks per second) as follows. First, the PMU clock
estimates the master-to-slave dm2s and the slave-to-master
ds2m delays from the exchanged timestamps, and uses them
to estimate the one way propagation delay dprop between the
slave and the master (in µs) according to an infinite impulse
response (IIR) low pass filter with the equation

s dkprop − (s− 1)dk−1
prop = (xk + xk−1)/2,

where xk is the filter input at time step k and s is the filter
stiffness that controls the cut-off and the phase of the filter.
The filter input is computed as xk = (dm2s + ds2m)/2.
Furthermore, the estimated offset (clock error) from the master
ôk is computed from dkprop using a finite impulse response
(FIR) low pass filter (two sample average) according to

ôk = (∆tin
k + ∆tin

k−1)/2, (10)
where, ∆tin

k is the observed offset computed as ∆tin
k =

dkprop − dm2s. Next, ôk is fed as the error signal to a
discretized PI-controller that is used for computing the tick-
rate adjustment:

∆tk−1
out −∆tkout = dki,b +Kp ô

k. (11)

To interpret (11), observe that ∆tk−1
out −∆tkout represents the

tick-rate adjustment that needs to be applied to the clock. The
current controller error is ôk, which is the estimated offset
at time step k, and the bounded accumulated controller error
(drift) at time step k is

dki,b =


−τd, dki < −τd
dki , −τd ≤ dki ≤ τd
τd, dki > τd

, (12)

where
dki = dk−1

i,b +Ki ô
k, (13)

τd is a limit on the accumulated error, and d0
i = 0. In real

systems, typical values of the controller gains are Kp = 0.1
and Ki = 0.001. Furthermore, the servo makes sure that the
adjustment magnitude is bounded, i.e., |∆tk−1

out −∆tkout| < τd
similar to (12). Finally, ∆tk−1

out −∆tkout is passed to the Unix
kernel function adjtimex() to implement the adjustment. Thus,
the PTPd clock servo is an OCPI(τd) clock servo.

In the case of PTP, a TSA on a PMU can be implemented
by changing the propagation times between the PTP master
and the PMU (the slave), which causes a change in both the
master-to-slave and the slave-to-master delays. In what follows
it is shown that the attacker can manipulate ∆tkin such that the
attack angle follows a desired sequence, which it can use for
performing an undetectable attack.
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OCPI(ρ) Clock Servo Aware Attack (OCPI): If the
attacker is aware that a PMU uses an OCPI(ρ) clock servo, it
provides the clock servo at every second with a computed ∆tkin
that results in a desired ˆ∆tout

k
= gα(α̂k), with the constraint

|∆tk−1
out − ˆ∆tout

k
| < %, for some constant % > 0. Note that, the

notations ˆ∆tout
k

and α̂k are used because the values might
not be implemented by the servo due to the constraint on dki .
The supplied ∆tkin can be calculated by solving

∆tkin =
dk−1
i,b + ˆ∆tout

k
−∆tk−1

out

Ki

2 +
Kp

2

−∆tk−1
in , (14)

which is obtained by substituting (13) and (10) in (11). Note
that at time tk the values of dk−1

i,b , ∆tk−1
out and ∆tk−1

in are
already known, hence ∆tkin is only a function of the desired

ˆ∆tout
k
.

A simplified version of the OCPI-controller where Ki = 0
is also considered. It is referred to as an output constrained P-
controller (OCP(ρ)) and the corresponding attack is referred
to as the OCP attack. To the best of our knowledge, there
are no PTP implementations where the servo is a P-controller.
However, considering the OCP attack allows to evaluate the
importance of the knowledge of Ki in performing an unde-
tectable attack against an OCPI servo. The results for such a
scenario are presented in the next section.

VI. NUMERICAL RESULTS

In this section, simulation results based on the IEEE 39-
bus system are provided. Section VI-A describes the electri-
cal model and the methodology considered to evaluate the
proposed attacks. Section VI-B considers an attack against
p = 5 PMUs each measuring a single distinct synchrophasor.
For this scenario, it is shown that using the Brute Force
strategy as in [18], without taking the servo constraints into
consideration, makes the attack detectable by BDD, and that
using the attack strategies presented in Section V enables
the attack to remain undetected. It is also shown that when
attacking p = 2 PMUs among this set of 5, the discreteness
property of the set of undetectable attack-angles prevents the
implementation of servo-aware attacks, thus leading to attack
detection. Furthermore, it is shown that implementing robust
state-estimation techniques does not counter the presented
undetectable attacks. Section VI-C gives numerical evidence
that attacks are also possible against PMUs that measure both
voltage and current synchrophasors simultaneously, namely
when both measurements at a bus share the same time refer-
ence. Lastly, Section VI-D shows that pairwise criticality or the
shared equivalence class property of attacked measurements
are not necessary conditions for vulnerability to TSAs, by
demonstrating a practically undetectable attack, using rank-
1 approximation of W , on a set of p = 3 PMUs where the
pairwise IoS∗ values of the measurements are strictly less
than 1.

A. Electrical Model and Evaluation Methodology

In this simulation, it is assumed that the IEEE 39-bus system
network has 13 PMUs that measure voltage phasors, 22 PMUs

Fig. 3: Benchmark IEEE 39-bus transmission system and PMU
locations.

that measure injected-current phasors, and 12 zero-injection
buses as illustrated in Figure 3. It is also assumed that Bus 31
is the connection point to the external grid. Note that a dif-
ferent topology would result in a different verification matrix
and thus different attack-locations and attack-angles than the
ones presented here. Also note that PMUs are considered to
have an OCPI clock servo with threshold ρ = 500µs and
that the OCP and OCPI attack strategies performed by an
attacker are done with a threshold of ρ = 20µs. The used
load profiles were obtained from real measurements taken at
50 frames-per-second by real PMUs installed in the 125-kV
sub-transmission network of Lausanne, Switzerland. For this
reason, the load profiles present time-domain behaviour typical
of transmission networks. For a set of p attacked PMUs and
for a target transmission line chosen by the attacker, a TSA is
simulated using the following procedure:
• Creation of the non-attacked measurements:

– At each time step k, a load flow is computed on the
system to determine the true state of the power-grid,
based on the load profiles.

– The true state of the system is perturbed with
randomly-generated Gaussian noise, depending on
the accuracy of each PMU, to generate the mea-
surement vector zk (assuming class 0.1 voltage and
current sensors).

• Attack computations:
– Previous measurements are used to compute an esti-

mate z̃k of zk.
– The estimate z̃k is used to compute the optimal

intended attack-angles αk∗ by using grid search as
in Algorithm 3.

– The implemented attack-angle α̂k is computed ac-
cording to the chosen attack strategy: BF, OCP or
OCPI; and applied to the PMU clock servo, resulting
in the attacked measurement vector zk

′
.
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• State estimation and attack detection:
– The WLS estimation is performed, both with the

unattacked and attacked measurement vectors zk and
zk
′
, and the measurement residuals rk = Fzk and

rk
′

= Fzk
′

are computed.
– The LNR and/or χ2 tests [23] are performed for the

residuals rk and rk
′
.

– The estimated power-flow is computed on the target
line, with and without the attack.

At every new time-step, it is assumed that the attacker
can use the previous measurement values to estimate the
current measurement value and compute valid attack-angles
with respect to this estimate. If the estimate is significantly
inaccurate, the solution set of possible attack-angles will in
fact be detectable. In order to determine the effect of sudden
changes in the system state on the attack detectability, a sudden
increase of factor 2 in the active power (referred to as an
”inrush”) is introduced in one of the buses after t = 300
seconds from the start of the simulation. Note that unless the
clock-servo implements attack-angles that are different from
the ones intended by the attacker, the presented strategies don’t
impact the residuals, hence detection methods based on the
normality of the residuals are expected to fail in identifying
the attack.

B. Practical Feasibility of Attacks

For the PMU allocation shown in Figure 3, the analysis
presented in section IV was applied to find equivalence classes
under R∗ by computing the pairwise IoS∗ between measure-
ments. The following equivalence classes were found:
• Class 1 contained 5 measurements: the voltage measure-

ments at buses {28, 38}, and the current measurements
at buses {26, 28, 38}.

• Class 2 contained 2 measurements: the voltage and cur-
rent measurements at bus 34.

• Class 3 contained 2 measurements: the voltage and cur-
rent measurements at bus 37.

• Class 4 contained 6 measurements: the current measure-
ments at buses {16, 21, 23, 24, 35, 36}.

For the remaining measurements, each measurement consti-
tutes a separate equivalence class.

This PMU allocation contained a total of 34 measurements,
and thus the IoS∗ of

(
34
2

)
= 561 pairs of PMUs had to

be checked in order to construct the equivalence classes of
attackable measurements. Note that without the knowledge on
the equivalence classes, an attacker would have to compute
the rank of the W matrix corresponding to

(
34
3

)
= 5984

combinations of measurements in order to find whether a
p = 3 attack exists, or

(
34
5

)
= 278256 combinations in order

to find whether a p = 5 attack exists.
A TSA was mounted on a subset of p = 5 PMUs from

equivalence class 4, namely the current measuring PMUs
at buses {21, 23, 24, 35, 36}. The goal of the attack was to
minimize the apparent power-flow on the line between buses
16 and 24. In this scenario, the simulated inrush was located at
bus 21, which is one of the attacked buses. To implement the
attack strategies for p = 5, the p = 5 extension of Algorithm 3
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Fig. 4: LNR Test results for attacking the p = 5 equivalence class
PMUs: the OCPI strategy is closest to the non-attacked scenario,
except for the spike caused by the inrush, where all attacks are
detectable.
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Fig. 5: χ2Test results for attacking the p = 5 equivalence class
PMUs: the OCPI strategy is closest to the non-attacked scenario,
except for the spike caused by the inrush, where all attacks are
detectable. The inrush spike goes above 2000, the figure was
zoomed closer to zero for better comparison.

was used to compute the optimal angles αk∗ at each time-
step. First, the impact and detectability of this attack applied
according to the different strategies described in Section V are
discussed. Then, it is shown that a Robust State Estimation
technique is just as vulnerable as a non-robust LSE. Finally,
the number of PMUs that an attacker should target within this
set of five is investigated.

1) Impact and Detectability of the Different Strategies:

The results of applying the LNR and χ2 tests on the
obtained residual vectors are shown in Figures 4 and 5
respectively. The x-axis shows the simulation time, while the
y-axis shows the value of the largest normalized residual and
of the sum of squared normalized residuals at each time-
instant, respectively. The figure shows that the two tests are
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Fig. 6: Attack strategies and their impact: (a) Attack-angles for the optimal intended case αk∗ and the ones implemented by the different
strategies on the current measuring PMU at bus 24. Notice the spikes in αk∗ after the inrush. (b) The power-flow on the transmission line
between buses 16 and 24 as a function of the attack angle at bus 24 at two different time instants after the inrush. The optimal (minimal)
angles changes significantly between the two instants explaining the spikes in the previous figure. (c) The estimated power-flow on the
line between buses 16 and 24 is largely affected by the attack strategies.

equivalent in terms of attack detection. The lower the LNR and
sum of squared normalized residuals, the stealthier the attack
is. It is observed that the OCPI attack strategy yields values
that are very close to the non-attacked measurements. The
brute-force strategy and the OCP strategy, on the other hand,
produce high values for long durations, especially after the
inrush. The only time-instants when the OCPI attack produces
high residuals are right after the inrush, where a spike is
observed. This occurs because with the inrush the attacker
mis-estimates the measurement value and does not compute
the valid set of feasible attack-angles. As soon as the attacker
is able to successfully estimate the new measurements, it is
observed that the LNR and the sum of squared normalized
residuals values decrease back to undetected values. However
this decline is gradual as the clock-servo does not implement
the new optimal attack-angles directly. This is the case for
all strategies, nevertheless the OCPI strategy allows to regain
stable undetectable conditions faster. The figure suggests that
sudden changes in the system state present a natural counter-
measure to TSAs.

Figure 6a shows the optimal intended attack-angle αk∗

and the implemented attack-angles for the different strategies
applied to the current measuring PMU on bus 24. Note how
the BF strategy is the fastest to reach the intended angle,
but at the expense of detectability. The other servo-aware
strategies reach the intended attack-angle in a more gradual
manner thus keeping the LNR values low to a lower normal-
looking range. Furthermore, several spikes are observed in the
intended optimal attack-angle αk∗ after the inrush in Figure 6a.
These spikes can be explained by Figure 6b, where the x-
axis represents the attack angle at Bus 24 and the y-axis
represents the apparent power-flow on the line between buses
16 and 24. The sub-figures show all grid points considered
by Algorithm 3 (its extension for p = 5) before choosing the
optimal angles, at two different time-instants after the inrush
(t = 340s and t = 400s). Note that multiple values of the
apparent power-flow are obtained for every value of the attack-
angle. These values correspond to different choices of the
other attack-angles (on buses {21, 23, 35, 36}). By analysing
Figure 6b it can be observed that the minimum power-flow
is obtained by choosing substantially different values of the

attack-angle (α340∗ ≈ −0.66 rad, α400∗ ≈ −0.7 rad), which
is reflected by the spikes in Figure 6a. Note that the spikes of
αk∗ values impacts the angles implemented by the BF strategy
to a greater extent than the angles implemented by the OCP
and OCPI strategies. This is due to the fact that the rate of
change of the attack-angle for the OCP and OCPI strategies
is limited by the threshold parameter ρ.

The impact of the different attack strategies on the target bus
is illustrated in Figure 6c. The latter shows that the attacks are
able to create a mis-estimation of the power-flow by one order
of magnitude and that this mis-estimation is more gradual in
servo-aware strategies.

2) Impact on Robust State-Estimation:

In what follows, the LSE is assumed to be using the LNR
test [23] to be robust against bad-data. In order to simulate a
robust LSE, the measurements with the highest normalized
residual above threshold ηBDD are iteratively removed if
removing the measurement does not impact the observability
of the system. At the end of the process, if all measurements
have normalized residuals below ηBDD, then the control center
believes it has successfully removed bad-data and thus it will
trust the computed state estimate. This robust LSE technique
was performed after the attacks on the same p = 5 PMUs
with ηBDD = 5.5. The choice of the threshold depends on
the particular system. It is highly dependent on the number of
samples and on the auto-correlation of residuals, even if they
are normalized. The value of 3 is mentioned in [23] as an
example but, in reality, it is important to set it according to a
non-attacked control scenario on a case-by-case basis, so as to
avoid excessive false positives (false alarms). Figure 7a shows
the apparent power-flow after the use of the bad-data removal
scheme. The results are similar to those shown in Figure 6c,
which shows that the scheme is not able to remove all of
the attacked measurements from the data-set used for state-
estimation and thus the impact of the attack is unaffected. This
can be explained by the fact that the robust state-estimation
techniques rely on the analysis of the distribution of residuals,
which is unchanged by an undetectable attack. Figure 7b
shows that the control center has removed measurements with
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Fig. 7: Attack strategies impact with robust LSE: (a) Apparent power-flow obtained without attack and with attacks for p = 5 after
bad-data removal shows that the mis-estimation is not countered by the robust technique employed. (b) LNR tests show that the LNR
values are reduced, so the control center will be enclined to believe it managed to remove all bad-data.

high LNR values but the mis-estimation shown in Figure 7a
confirms that not all attacked measurements were removed.

3) Optimal Number of PMUs to Target:

In Section III it was mentioned that when mounting an
attack on p = 2 PMUs, the solution set of attack-angles that
an attacker can choose to use while remaining undetected, is
a singleton. Hence the attacker is not able to slowly change
the attack angles in accordance with the PMU clock servo.
However, by increasing the size of the set of targeted PMUs
to p ≥ 3, the set of undetectable attacks forms a continuum,
which allows the attacker to slowly change the attack-angles
so as to bypass the BDD. In order to illustrate the impact
of choosing more or fewer PMUs to attack, the OCPI attacks
were performed on subsets of the 5 PMUs attacked previously.
A p = 2 case targeting PMUs 21 and 24, and a p = 3 case
targeting PMUs 21, 23, and 24 are considered. For both cases,
the attacker’s objective is the same, namely to minimize the
apparent power-flow on the line between buses 16 and 24.

Figure 8a shows the obtained apparent power-flow on the
targeted line for the unattacked and attacked scenarios for
different values of p with the best possible attack strategy.
Notice that the apparent power-flow in the case of p = 2
drops abruptly at each change of optimal attack-angle, namely
at the beginning of the attack and right after the inrush. In
fact, in this case, the OCPI attack strategy corresponds to
the brute-force strategy as the solution set of attack-angles
is finite. Figure 8b shows the LNR test values for the different
cases at the beginning of the attack. It can be noticed that
the drastic change of apparent power-flow for p = 2 causes
high, suspicious LNR values. Therefore, it is of the utmost
importance that the attacker use a smart servo-aware strategy
if she wishes to remain undetected, which requires targeting at
least p = 3 PMUs. Furthermore, Figure 8a shows that in stable
conditions, the apparent power-flow mis-estimation grows with
p. However, one must be careful with choosing too high values

of p as they also mean larger degrees of freedom which could
lead to spikes in the optimal attack-angle and unstable-looking
apparent power-flows as observed in Figures 6c and 8a, which
could be used as a counter-measure for attack detectability.
Also note that because of the increasing number of degrees of
freedom, finding the optimal attack-angles takes an increasing
amount of time. Therefore, an attacker would need to find
a tradeoff between the cost of the attack and the level of
mis-estimation she wishes to create. Experimentally, it was
observed that p = 3 allowed for a large and stable mis-
estimation of the power-flow, while remaining undetected.

C. Attacks on Voltage and Current Measuring PMUs

The previous scenario illustrated an attack against a set of
p = 5 PMUs measuring current phasors only. One question
that remains is whether it is possible to attack PMUs that mea-
sure both voltage and injected-current phasors simultaneously.
Since both measurements are taken by one PMU (using one
time reference), the implemented offset, and hence the attack-
angles on both phasors will have to be the same, which poses
a new constraint on the attacker.

Considering the same PMU allocation as before, another
attackable set (pairwise IoS∗ = 1) of 5 measurements taken
by 3 PMUs was found. The attacked measurements are the
injected-current phasor at bus 26, the voltage and injected-
current phasors at bus 28, and the voltage and injected-current
phasors at bus 38. Note that attacking these 5 measurements
constitutes a p = 3 attack as the attack-angles applied to
different measurements at the same bus will have to be the
same. Since p = 3, there is still a continuum of undetectable
attacks which enables the attacker to use the proposed attack
strategies for gradually changing the attack-angles. In this
scenario the attacker aims to minimize the apparent power-
flow on the line between buses 28 and 29. The inrush location
was also changed from bus 21 to bus 28 (closer to the
attacked buses) to observe its impact on attack detectability.
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Fig. 8: Impact of the chosen number of PMUs to attack: (a) Apparent power-flow obtained without attack and with attacks with p ∈
{2, 3, 5}, notice that p = 2 is not gradual because the solution set of undetectable attacks is finite. (b) zoom on LNR tests at the beginning
of the attacks shows that OCPI attacks for p ≥ 3 are undetected but for p = 2 some residuals are too high which is explained by the
drastic drop in the apparent power-flow in the previous picture.
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Fig. 9: Attacking PMUs measuring voltages and nodal injected-currents simultaneously: (a) The LNR test results in the non-attacked
and OCPI attack scenarios cannot be differentiated, except at the inrush. (b) attack-angles implemented by the OCPI strategy follow
the intended optimal angles closely. (c) The power-flow in per-unit on the transmission line between buses 28 and 29 is significantly
decreased.

Figure 9a shows similar behaviour as for the previous scenario.
Namely, the attack is not detectable with the OCPI strategy,
except directly after the inrush when the optimal attack-angles
change as shown in Figure 9b. Finally, Figure 9c shows
a mis-estimation of the apparent power-flow on the target
line by an order of magnitude. Hence, the presented attack
strategies can also be generalized to target PMUs measuring
two synchrophasors simultaneously.

D. Attacking Non-critical Sets of PMUs
In the previous scenarios, the considered set of PMUs

formed an equivalence class, which enabled the computation
of undetectable attacks. To illustrate that practical TSAs can
be implemented even if there are no critical pairs (when
no equivalence classes under IoS∗ exist), the feasibility of
attacking sets of PMUs such that their pairwise IoS∗ values
are not equal to 1 is now considered. For this, a denser
PMU allocation on the IEEE 39-bus system that does not
allow for the existence of equivalence classes under IoS∗

is considered. In this allocation, assume that a current mea-
surement is installed on every bus in the system except for

buses {16, 21, 23, 25} as well as the zero-injection buses which
are the same as in the previous setting. Moreover, a voltage
measurement is installed on every bus in the system except
for buses {28, 29} as well as the zero-injection buses. For
this scenario, it is assumed that two synchrophasors at the
same bus are measured by two distinct PMUs. An inrush at
bus 28 is also considered in this scenario. There are now no
pairs of PMUs with IoS∗ = 1, i.e., no critical pairs. However,
there are pairs of PMUs for which the IoS∗ values are close
to one, for example, the current measuring PMUs at buses
{28, 29, 38}; IoS∗(28, 29) = 0.9996, IoS∗(28, 38) = 0.9978
and IoS∗(29, 38) = 0.9993. Hence, an attack against these
p = 3 PMUs is considered, with the objective of minimizing
the estimated power-flow on the transmission line between
buses 28 and 29. At all time-steps, the corresponding W matrix
has an IoS of maximum value 0.9989 < 1 and minimum value
0.9975, hence the three measurements never form a critical set.
Since the W matrix in this scenario is not of rank equal to 1,
a rank-1 approximation is used to compute the attack-angles.
The observed mis-estimation of the power-flow is shown in
Figure 10a for the different attack strategies. The LNR test
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Fig. 10: Results when pairs of measurements are not critical: (a) Attacks create a mis-estimation of the apparent power-flow. (b) LNR
Test for IoS∗ < 1: all strategies are undetected except for the spike caused by the inrush.

values from Figure 10b show that the attacks are undetectable
by the LNR test, for all strategies. Note that the optimal attack-
angles in this scenario are very small: they are, respectively,
0.023 and 0.015 rad before and after the inrush. As the optimal
intended attack angles are small, they will not be significantly
modified by the clock-servo and thus the residuals will not
change, which explains the low LNR values for all strategies.
Again, the only time instants when the residuals are high are
right after the inrush because of the sudden large change of
the set of feasible attack-angles.

VII. POSSIBLE COUNTERMEASURES FOR TSAS

As discussed before, TSAs do not change the measurement
residuals and thus cannot be detected by traditional BDD
algorithms that are based on power-system state-estimation.
Therefore, finding approaches for mitigating and detecting
TSAs is a critical issue for the security of power grids.

To mitigate TSAs, one possible approach is to authenticate
time signals (e.g. GPS signals and PTP synchronization mes-
sages). For example, message authentication is expected to be
a feature in the upcoming PTPv2.1 standard [28]. Although
message authentication is an effective countermeasure against
spoofing attacks, it is ineffective against delaying the messages
using delay-box insertion on transmission lines [29]. In order
to mitigate TSAs, it is recommended that the confidentiality of
the phasor measurements becomes a requirement in upcoming
standards for measurements in power grids, since the knowl-
edge of the measured phasors is required for implementing
undetectable TSAs.

To detect TSAs, one approach is to introduce redundancy
either in the time synchronization sources or in the measure-
ment technology. For example, the PMU could obtain timing
information from different sources simultaneously (e.g., GPS
and PTP) in order to verify the synchronization information as
suggested in [30]. Although both GPS and PTP are vulnerable
on their own, it is highly unlikely that an attacker can manip-
ulate both synchronization systems in an undetectable manner.

Similarly, the control center could verify PMU measurements
with other SCADA measurements (e.g., from remote terminal
units (RTUs)) [31]. The problem with this approach however,
is that SCADA measurements are typically available every
4 seconds, while PMUs can provide up to 60 measurements
per second. Therefore, the comparison between both measure-
ments would not allow for reliable detection of TSAs. Another
detection approach against TSAs is utilizing a denser PMU
deployment in the power grid. In Section VI, it was observed
that deploying more PMUs in the power system decreases the
chances of finding pairs of measurements with IoS∗ = 1. This
solution can become practical, taking into consideration the
recent advancements on manufacturing low-cost PMUs [32].

VIII. CONCLUSION

In this paper, it was shown that vulnerable sets of PMUs of
arbitrary size can be found by grouping PMUs in equivalence
classes with respect to the IoS. The practical feasibility of
attacks was studied and different clock servo-aware strategies
for implementing an attack were proposed. Numerical results
illustrate the importance of using a smart attack strategy in
order for the attack to remain undetected. Using the proposed
attack strategy, there is no mismatch between the intended
attack and the one implemented by the PMU clock. The
experiments also show that attacks can be detected upon the
occurrence of an inrush at a nearby bus, yet when using robust
state estimation with bad-data removal, the attack was suc-
cessful and completely undetectable, even during the inrush.
Thus the bad-data removal scheme could potentially work in
favour of the attacker if the logs of removed measurements
are not closely monitored. The effects of sudden changes to
the grid could be investigated further to differentiate normal
grid dynamics from the ones of an attacked grid. Further-
more, numerical evidence was provided for the feasibility of
undetectable attacks when attacking PMUs that measure both
voltage and injected current phasors simultaneously, and when
attacking sets of PMUs that are not pairwise critical.
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APPENDIX

A. Critical Measurements and W Matrix
Lemma 2. Assume that M ≥ N + 1 (otherwise every measurement
is critical). Consider the W matrix associated with the set of
measurements P = {1, ..., p}. Let i ∈ P and assume that zi 6= 0.
The measurement i is critical if and only if Wi,i = 0.
Proof. Observe that Wi,i = |zi|2

∑M
j=1|Fj,i|

2 and thus Wi,i = 0 if
and only if the first column of the verification matrix is identically
0, which is equivalent to Fe(i) = 0 where e(i) is the column vector
with 1 in the ith row and 0 else. This means that any attack against
the ith measurement alone is undetectable; by a reasoning similar to
the proof of Theorem 1 in [15], this is equivalent to measurement i
being critical.

B. Proof of Theorem 1
1. A similar result as Theorem 1 in [20] can be established, with

IoS instead of IoS∗, using a similar proof, where Lemma 2 replaces
Lemma 2 in [20]. This shows that R is an equivalence relation.

2. Assume all measurements in P are in the same equivalence
class. The rank of W is 1 by Lemma 2 and Theorem 15 in [33].
Conversely, if the rank of W is 1, then the rank of all principal 2×2

submatrices is ≤ 1 and, again by Lemma 2, is exactly 1, which shows
that IoSi,j(zi, zj) = 1 for all i, j ∈ P .

C. Proof of Theorem 3
Assume without loss of generality that the measurement pair is

{1, 2}. Let HT = (HT
1 , H

T
2 ) where H1 is a 2 × N complex

matrix and H2 is an (M − 2) ×N complex matrix. It follows that
H†H = H†1H1 + H†2H2. Since the system is observable, H has
full rank; define A def

= (H†H)−1. The complex verification matrix
F = HAH† − IM that corresponds to the pair {1, 2} can be put in
the form(

F1 F2

F3 F4

)
def
=

(
H1AH

†
1 − I2 H1AH

†
2

H2AH
†
1 H2AH

†
2 − IM−2

)
Also define G

def
= F †1F1 + F †3F3 so that the W matrix is W =

diag(z̄1:2)G diag(z1:2).
1. Now the if part of the theorem can be proven. Assume that

IoS∗1,2 = 1 and i, j are independent. By definition of IoS∗, W and
therefore G do not have full rank. Also, since 1 and 2 are independent,
H1 has full rank. The proof proceeds by contradiction: assume that
{1, 2} is non critical, it then follows that H2 has full rank, which is
a contradiction by Lemma 5.

2. Conversely, assume that {1, 2} is a critical pair. The rank of
H2 is ≤ N − 1, thus nullity(H2) ≥ 1. By Lemma 4, nullity(G) ≥ 1
and thus G does not have full rank; thus the same holds for W for
any value of z, i.e. IoS∗1,2 = 1.

Furthermore, assume that measurements 1 and 2 are not indepen-
dent. Since {1, 2} is a critical pair, one of the two measurements is
also critical, which is impossible by hypothesis.

Lemma 3. For v ∈ CN : if H2v = 0 then F1H1v = F3H1v = 0.

Proof. By definition of A, AH†H = IN hence AH†1H1+AH†2H2 =
IN , thus

F1H1 = H1AH
†
1H1 −H1 (15)

= H1 −H1AH
†
2H2 −H1 = −H1AH

†
2H2 (16)

F3H1 = H2AH
†
1H1 = H2 −H2AH

†
2H2. (17)

The lemma follows immediately.

Lemma 4. If H has full rank then nullity(H2) ≤ nullity(G).
Proof. By Lemma 3, for all v such that H2v = 0, H1v is in the
nullspace of G.

Let k = nullity(H2) and let (v1, ...vk) be k linearly independent
vectors in the right nullspace of H2. Let us show that (H1v1, ...H1vk)
are linearly independent. First observe that for i = 1...k we have

Hvi =

(
H1vi
H2vi

)
=

(
H1vi

0

)
. (18)

Now assume that for some complex numbers λ1, ..., λk:
λ1H1v1 + ...+ λkH1vk = 0 (19)

it follows that
λ1Hv1 + ...+ λkHvk = 0 (20)
H (λ1v1 + ...+ λkvk) = 0 (21)

Since H has full rank and N < M it follows that the nullity of H
is 0. The previous equation thus implies that

λ1v1 + ...+ λkvk = 0 (22)
which implies that λi = 0 for i = 1 : k. Thus the only null linear
combination of H1v1, ...H1vk is the trivial one, which means that
H1v1, ...H1vk are linearly independent. Since they are all in the
nullspace of G, it follows that nullity(G) ≥ k = nullity(H2).

Lemma 5. If H1 and H2 both have full rank then F1, F3 and G
also have full rank.
Proof. 1. Since H2 has full rank and N ≤M−2, the rank of H2H

†
2

is N and range(H2H
†
2) = CN . Similarly, A is invertible and thus

range(AH2H
†
2) = CN . Also, H1 has full rank and N > 2 thus

range(H1) = C2. Thus range(H1AH
†
2H2) = C2.

Now using (16), it follows that range(F1H1) = C2. Thus
C2 = range(F1H1) ⊆ range(F1) ⊆ C2, (23)

hence range(F1) = C2 and F1 has full rank.
2. Let v be in the nullspace of F3, i.e. H2AH

†
1v = 0. Since H2

has full rank and N ≤M − 2, the nullspace of H2 is reduced to 0,
thus AH†1v = 0. Now A is invertible thus H†1v = 0. Furthermore,
since H1 (hence also H†1 ) has full rank and 2 ≤ N , the nullspace of
H†1 is reduced to 0 and finally v = 0. Thus the nullspace of F3 is
reduced to 0. Since 2 ≤M − 2, F3 has full rank.

3. Let v be in the nullspace of G. It follows that v†F †1F1v +

v†F †3F3v = 0, i.e. ‖F1v‖2 + ‖F3v‖2 = 0 thus F3v = 0 and v = 0

by item 2. Since G is a square matrix, it follows that G has full
rank.
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