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Abstract—Many Internet service providers (ISPs) have deployed peer-to-peer (P2P) caches in their networks in order to decrease costly inter-ISP traffic. A P2P cache stores parts of the most popular contents locally, and if possible serves the requests of local peers to decrease the inter-ISP traffic. Traditionally, P2P cache resource management focuses on managing the storage resource of the cache so as to maximize the inter-ISP traffic savings. In this paper we show that, when there are many overlays competing for the upload bandwidth of a P2P cache, then in order to maximize the inter-ISP traffic savings the cache's upload bandwidth should be actively allocated among the overlays. We formulate the problem of P2P cache bandwidth allocation as a Markov decision process, and propose three approximations to formulate the problem of P2P cache bandwidth allocation policy that prioritizes swarms with a small ratio of local peers to all peers in the swarm can improve the inter-ISP traffic savings in BitTorrent-like P2P systems by up to 30 to 60 percent.
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I. INTRODUCTION

The number of peer-to-peer applications has increased significantly in recent years, and so has the amount of Internet traffic generated by peer-to-peer (P2P) applications. P2P traffic accounts for up to 70% of the total network traffic, depending on geographical location [1], and is a significant source of inter-ISP traffic. Inter-ISP traffic can be a source of revenue for tier-1 ISPs, but it is a source of transit traffic costs for ISPs at the lower levels of the ISP hierarchy, e.g., for tier-2 and tier-3 ISPs. Some ISPs have attempted to limit their costs due to P2P applications by throttling P2P traffic [2]. Nevertheless, the users of P2P applications constitute a significant share of the ISPs’ customer base, and hence a solution that negatively affects the performance of P2P applications can result in a decrease of an ISP’s revenues on the long term.

Recent research efforts have tried to decrease the amount of inter-ISP P2P traffic by introducing locality-awareness in the neighbor-selection policies of popular P2P applications, like BitTorrent [3]–[6]. Locality information can be provided by the ISPs [3]–[5] or can be obtained via measurements [6], and is used to prioritize nearby peers to distant ones when exchanging data. Through exchanging data primarily with nearby peers a P2P application can improve the locality of its traffic, and hence, can decrease inter-ISP traffic. Nevertheless, locality-aware neighbor selection can deteriorate the performance and the robustness of a P2P application [7].

To address the problem of increased inter-ISP traffic, many ISPs have deployed P2P caches [8], [9]. P2P caches, similar to web proxy caches, decrease the amount of inter-ISP traffic by storing the most popular contents in the ISP’s own network, so that they do not have to be downloaded from peers in other ISPs’ networks. According to measurement studies 30 to 80 percent of P2P traffic is cacheable [10], [11]. Nevertheless, the actual efficiency of a cache depends on two main factors. First, the amount of storage, which determines the share of the contents that can be kept in cache. Second, the available bandwidth of the cache, which determines the rate at which data can be served by the cache, if the data are in storage.

The goal of cache storage management is to maximize the probability that data are found in the cache when requested. The algorithms for cache storage management, called cache eviction policies, in the case of P2P caches differ significantly from those in the case of web proxy caching. Web objects are typically small, and consequently eviction policies can replace entire contents at once [12]. Objects in P2P systems are nevertheless typically too big to be replaced at once, so that eviction policies for P2P caches have to allow partial caching of contents [10], [11]. By allowing partial caching, P2P eviction policies can achieve within 10 to 20 percent of the optimal offline eviction policy [10], [11].

The impact of the cache bandwidth and its management has received little attention, even though cache bandwidth can be costly, as caches are often priced based on their bandwidth [8], [9]. In the case of web proxy caching bandwidth management is not necessary, because the incoming inter-ISP traffic saving equals the amount of data served from the cache. In the case of a P2P cache the inter-ISP traffic saving is, however, not only determined by how much data the cache serves but also by the swarm to which the data are served [13], [14]. As an example, consider two swarms, A and B, spread over two ISPs, 1 and 2. Swarm A has 1 peer in ISP 1 and 9 peers in ISP 2, while swarm B has 10 peers in ISP 1 and none in ISP 2. The 10 peers of swarm B would arguably use most of the bandwidth of ISP 1’s P2P cache, even though they do not generate any inter-ISP traffic. This example suggests that bandwidth allocation may be beneficial, but it is unclear when this would be the case and how bandwidth should be allocated.
The fundamental question we address in this paper is whether given a limited amount of P2P cache bandwidth, the bandwidth can be actively managed such as to minimize the amount of inter-ISP traffic. We make three important contributions to answer this question. First, we provide a mathematical formulation of the cache bandwidth allocation problem, and show the existence of a stationary optimal policy. Second, we use the proposed mathematical model and insights from [13], [14] to derive three allocation policies to approximate the optimal policy. Third, through simulations and through experiments on Planet-lab we show that by actively allocating the upload bandwidth between different overlays the inter-ISP traffic savings due to P2P caches can be improved significantly. We identify the heterogeneity of the ratio of local peers in the swarms as the key factor that determines the potential traffic savings.

The rest of the paper is organized as follows. In Section II we review the related work. In Section III we model the system and its evolution using a Markov jump process. In Section IV we formulate the problem of cache bandwidth allocation and show the existence of an optimal cache bandwidth allocation policy. Section V describes three policies to approximate the optimal policy. In Section VI we use simulation and experiment results to quantify the potential of the proposed bandwidth allocation policies and to provide insight into the characteristics of an optimal policy. Section VII concludes the paper.

II. RELATED WORK

The solutions for ISP-friendly P2P application design proposed in the literature fall into three main categories: peer-driven, ISP-driven and caching [15]. Peer-driven solutions adapt the neighbor selection strategy of the peers by relying on measurements of latency [16], on autonomous system (AS) topology map information [5] or on third-party infrastructures like content delivery networks [6]. Motivated by the difficulty of inferring the ISPs’ interests based on measurements [3], [4] investigated the use of ISP-provided information to influence peer selection. ISP-friendly peer selection needs careful design, as it may negatively affect the download performance and hence the user experience [7]. Furthermore, compared to P2P caching, which is controlled by the ISPs, ISP-friendliness has to be implemented by the P2P protocol, and is thus not directly controllable by the ISPs. Nonetheless, ISP-friendly peer selection is complementary to caching and can even benefit caching [14].

Caching of P2P contents has been subject of several works. Most works focused on the achievable cache hit ratios [17], [18], and on the efficiency of various cache eviction policies [10], [11]. Our work is orthogonal to the works on cache eviction policies, as we assume the existence of a cache eviction policy, and we consider the impact of allocating the cache’s upload bandwidth between competing overlays on the amount of inter-ISP traffic generated by the overlays.

Cache upload bandwidth management for P2P video streaming systems was considered in [19], [20] in order to decrease the ISPs’ incoming transit traffic. In the case of streaming the download rate of peers is determined by the video rate, and the received rate does not influence the peers’ behavior. This makes the problem of cache bandwidth allocation for streaming systems significantly different from the problem considered in this paper. We do not only consider the impact of the cache upload rate on the instantaneous inter-ISP traffic, but also its impact on the system dynamic.

Close to our work is [21] where the authors studied the impact of different bandwidth reservation schemes between two overlays via simulations. They concluded that the impact of cache bandwidth allocation was minor, which can be attributed to the inefficiency of the cache bandwidth utilization under the considered schemes. Compared to [21] in this paper we give a mathematical formulation of the problem of cache bandwidth allocation, use analytical models of the swarm dynamics and the inter-ISP traffic to give insight into the characteristics of an optimal allocation policy, and use simulations and experiments to demonstrate the inter-ISP traffic savings achievable through cache bandwidth allocation.

In [22]–[24] the authors proposed schemes for bandwidth allocation among multiple swarms in P2P systems. In these works the initial seeder is the bandwidth allocator that attempts to maximize the total download rate of the system so as to minimize the download latencies of the peers. The most fundamental difference between our work and [22]–[24] is that we aim at minimizing the amount of inter-ISP traffic generated by the overlays. [22], [23] consider managed swarms, while in our work caching is performed transparently to the peers. In [23] the authors assume peers belonging to multiple swarms. The bandwidth allocation among swarms is implemented by these peers as they follow the prioritization scheme suggested by the coordinator. More similar to our work is [24], where the authors implement a simple model-based controller for server bandwidth in BitTorrent systems. Due to the large amount of data needed to parametrize the model, the authors question the practicality of their approach [24].

Our work relies on the analytical models of the system dynamics of BitTorrent-like systems in [13], [25]–[29]. These works used a Markovian model of the system dynamics of BitTorrent-like systems to model the service capacity and the scalability [25], [26], to evaluate the impact of peer upload rate allocation between two classes of peers [27], to assist the dimensioning of server assisted hybrid P2P content distribution [29], and to evaluate the impact of caches on the swarm dynamics and on the amount of inter-ISP traffic for a single overlay [13]. Our work differs significantly from these works, as we consider multiple overlays and use the fluid model of the system dynamics to get insight into the characteristics of an optimal P2P cache bandwidth allocation policy.

In our work we model the cache bandwidth allocation problem in P2P systems as a Markov Decision Process (MDP). MDPs were used in [30]–[32] to analyze schemes for incentivizing fair resource reciprocation and for discouraging free riding in P2P systems. Compared to [31]–[33], in our work we use a MDP to prove the existence of an optimal cache allocation policy.
III. System Model

In the following we describe our model of a multi-swarm file-sharing system and our model of cache bandwidth allocation. The model captures the effect of the cache bandwidth allocation on the evolution of the system.

We consider a set $\mathcal{I} = \{1, \ldots , I\}$ of ISPs, and a set of swarms $S = \{1, \ldots , S\}$, whose peers are spread over the ISPs. Peers are either leechers, which download and upload simultaneously, or seeds, which upload only. Leechers arrive to swarm $s$ according to a Poisson process with intensity $\lambda_s$, the arrival rate of leechers in ISP $i$ is $\lambda_{is}$. The Poisson process can be a reasonable approximation of the arrival process over short periods of time [34], even if the arrival rate of peers varies over the lifetime of a swarm. We model the leechers’ impatience by the abort rate $\theta$. A leecher departs at this rate before downloading the entire content. Seeds depart from the swarm at rate $\gamma$, so that a seed stays on average $1/\gamma$ time in the swarm. The upload rate of peers is denoted by $\mu$ and their download rate by $c$. We focus on the case when $\mu < c$. For simplicity we consider that all files have the same size, and thus, $\mu$ and $c$ can be normalized by the file size. Finally, we assume that leechers can use a share $\eta$ of their upload rate due to partial content availability. This model of swarm dynamics was used in [13], [25], [26], [28], [29].

We denote by $X_{is}(t)$ the number of leechers in ISP $i$ in swarm $s$ at time $t$, and by $Y_{is}(t)$ the number of seeds in ISP $i$ in swarm $s$ at time $t$. $X_{is}(t)$ and $Y_{is}(t)$ take values in the countably infinite state space $\mathbb{N}_{0}$. As a shorthand we introduce $Z_{is}(t) = (X_{is}(t), Y_{is}(t))$ and $Z_{is}(t) = (Z_{is}(t)) \in \mathcal{I}$. Finally, we denote the state of the swarm by $Z(t) = (Z(t))_{s \in S}$. Seeds and leechers in ISP $i$ can upload and download data to and from peers in any ISP $j \in \mathcal{I}$. We define the publicly available upload rate $u_{is}^{pl}(t)$ as the available upload rate located in ISP $i$ that can be used by leechers of swarm $s$ in any ISP. This quantity tantamounts the upload rate of the leechers and the seeds $u_{is}^{pl}(t) = \mu (\eta X_{is}(t) + Y_{is}(t))$. A leecher cannot download from itself, therefore the publicly available upload rate in ISP $i$ to a local leecher of swarm $s$ is $u_{is}^{pl}(t) = \max[0, \mu (\eta (X_{is}(t) - 1) + Y_{is}(t))]$.

A. P2P Cache Bandwidth Allocation Policies

The ISPs, as they are located in the lower layers of the ISP hierarchy, are interested in decreasing the inter-ISP traffic generated by the peers. In order to decrease its inter-ISP traffic, ISP $i \in \mathcal{I}$ maintains a cache with upload bandwidth capacity $K_i < \infty$, which acts as an ISP managed super peer [8]. The abstraction of a P2P cache as a source of upload bandwidth is motivated by that P2P caches are often priced by their maximum upload rates. Since every ISP’s goal is to decrease its own incoming inter-ISP traffic, it is reasonable to assume that the cache operated by ISP $i$ only serves leechers in ISP $i$.

ISP $i$ can implement an active cache bandwidth allocation policy to control the amount of cache bandwidth $\kappa_{is}(t)$ available to leechers in ISP $i$ belonging to swarm $s$. We denote the cache bandwidth allocation of ISP $i$ at time $t$ by the vector $\kappa_{is}(t) = (\kappa_{i1}(t), \ldots , \kappa_{is}(t))$, and the set of feasible cache bandwidth allocations of ISP $i$ by $\mathcal{K}_i = \{\kappa_i \} \subseteq \mathbb{N}_{0}$. We make the reasonable assumption that $\kappa_{is}(t) > 0$ for a swarm $s$ only if the corresponding file is at least partially cached at ISP $i$ at time $t$.

Given the set $\mathcal{K}_i$ of feasible cache bandwidth allocations for ISP $i$, a cache bandwidth allocation policy $\pi$ defines $\kappa_i(t)$ as a function of the system’s history up to time $t$, i.e., $(Z(u))_{u \leq t}$, and past cache allocations $(\kappa_i(u))_{u < t}$. We denote the set of all cache bandwidth allocation policies by $\Pi$.

B. Caching and System Dynamics

Consider a policy $\pi$ implemented by ISP $i$. We model the evolution of the swarms’ state by an $I \times S \times 2$ dimensional continuous-time Markov jump process $Z^\pi = (Z(t), t \geq 0)$, which is a collection of $S$ coupled $I \times 2$ dimensional continuous-time Markov jump processes $Z^\pi_s = (Z_s(t), t \geq 0)$.

Consider now a swarm $s \in S$ under policy $\pi$, and denote the transition intensity from state $z_s$ to state $z'_s$ by $q^\pi_{z_s \rightarrow z'_s}$. Denote by $e_i$ the $I$ dimensional vector whose $i$th component is 1. The transition intensities from state $z_s = (x_{is}, y_{is})$ are $q^\pi_{z_s \rightarrow z'_s} = \lambda_{is} (\text{leecher arrival}), q^\pi_{z_s \rightarrow (x_{is} - e_i, y_{is})} = \theta x_{is} (\text{leecher abort}),$ and $q^\pi_{z_s \rightarrow (x_{is}, y_{is} - e_i)} = \gamma y_{is} (\text{seed departure})$. The transition intensity to state $(x_{is} - e_i, y_{is} + e_i)$, called the download completion rate, is a function of the maximum download rate of the leechers, and the available upload rate to leechers in ISP $i$.

1) The case of no cache: Without a cache $(K_i = 0)$ the leechers in ISP $i$ would get a share $x_{is}/\sum x_{is}$ of the total upload rate $u_{is}^P = \sum u_{is}^P$ [25], [26], [28], [29]. The download completion rate in this case can be expressed as

$$\quad q^\pi_{(x_{is}, y_{is}), (x_{is} - e_i, y_{is} + e_i)} = \min(cx_{is}/\sum x_{is}, u_{is}^{pl}/\sum x_{is}),$$

We refer to the process defined this way as the uncontrolled stochastic process, and we denote it by $\hat{Z}$.

2) The case of cache: Consider that the instantaneous cache bandwidth allocated to swarm $s$ is $\kappa_{is}$. The cache bandwidth increases the available upload rate, so that the download completion rate becomes

$$\quad q^\pi_{(x_{is}, y_{is}), (x_{is} - e_i, y_{is} + e_i)} = \min(cx_{is}, u_{is}^{pl}/\sum x_{is} + \kappa_{is}).$$

Since the cache bandwidth allocation can influence the transition intensities of the stochastic process, we refer to $Z^\pi$ as the controlled stochastic process.

Table I summarizes the notation used in the paper.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L, S$</td>
<td>Set of ISPs and set of swarms, respectively</td>
</tr>
<tr>
<td>$\kappa_{is}$</td>
<td>Cache bandwidth allocation of ISP $i$ to swarm $s$</td>
</tr>
<tr>
<td>$\lambda_{is}$</td>
<td>Arrival rate of leechers to swarm $s$ in ISP $i$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Abor rate of leechers</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>Departure rate of seeds</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Effectiveness of file sharing</td>
</tr>
<tr>
<td>$\mu, c$</td>
<td>Peer upload and download capacity, respectively</td>
</tr>
<tr>
<td>$X_{is}(t)$</td>
<td>Number of leechers in ISP $i$ in swarm $s$ at time $t$</td>
</tr>
<tr>
<td>$Y_{is}(t)$</td>
<td>Number of seeds in ISP $i$ in swarm $s$ at time $t$</td>
</tr>
<tr>
<td>$u_{is}^P(t)$</td>
<td>Upload rate in ISP $i$ available to all leechers in swarm $s$</td>
</tr>
</tbody>
</table>
IV. THE OPTIMAL CACHE BANDWIDTH ALLOCATION
PROBLEM AND STATIONARY POLICY

In this section we formulate the optimal cache bandwidth allocation problem and we show the existence of an optimal stationary policy.

The primary goal of ISP $i$ when allocating cache bandwidth to swarm $s$ is to decrease the inter-ISP traffic. Cache bandwidth allocation inherently affects the upload rate available to the leechers, and hence, it can affect the evolution of the process $Z_i^\pi$.

Let us denote by $I_{s,i}(Z_i(t), \kappa_{i,t}(s))$ the rate of the incoming inter-ISP traffic in ISP $i$ due to swarm $s$ as a function of the cache bandwidth $\kappa_{i,t}(s)$ allocated to swarm $s$ by ISP $i$ and the swarm’s state $Z_i(t)$. $I_{s,i}(Z_i(t), \kappa_{i,t}(s))$ also depends on $\kappa_{j,s}(t)$ of ISPs $j \neq i$, but as we focus on the bandwidth allocation problem of ISP $i$, for simplicity we assume that $\kappa_{j,s}(t) = \kappa_{j,s}$ constant.

We can express the expected amount of incoming inter-ISP traffic under policy $\pi \in \Pi$ from time $t = 0$ until time $T$ as

$$C_i^\pi(z, T) = E^\piZ \left[ \int_0^T \sum_{s \in S} I_{s,i}(Z_i(t), \kappa_{i,t}(s))dt \right],$$

where $E^\piZ$ denotes the expectation under policy $\pi$ with initial state $Z(0) = z$.

Given the set $\Pi$ of feasible cache bandwidth allocation policies, we define the cache bandwidth allocation problem for ISP $i$ as finding the cache bandwidth allocation policy $\pi^* \in \Pi$ that minimizes the average incoming inter-ISP traffic rate $C_i^\pi(z)$ due to P2P content distribution, that is

$$\inf_{\pi \in \Pi} C_i^\pi(z) = \inf_{\pi} \limsup_{T \to \infty} \frac{1}{T} C_i^\pi(z, T). \tag{3}$$

Consequently, the optimal cache bandwidth allocation problem can be modeled as a continuous-time Markov decision process (MDP) with the optimality criterion defined in (3).

A. Optimal Cache Bandwidth Allocation

The first two fundamental questions that we are to answer are (i) whether there is an optimal cache bandwidth allocation policy $\pi^*$ that solves (3), and (ii) whether there is an optimal policy whose choices only depend on the current system state $Z(t)$. Such a policy is called stationary. In general, an optimal stationary policy might not exist for a MDP when the action space or the state space is infinite. The following theorem shows that for the cache bandwidth allocation problem there exists an optimal stationary policy.

Theorem 1. There exists an optimal stationary policy $\pi^*$ that minimizes the average traffic $C_i^\pi(z)$ of ISP $i$.

Proof of Theorem 1: Recall that the controlled processes $Z_i^\pi$ are coupled through the bandwidth allocation policy $\pi$. In the following we define four criteria $C1$-$C4$ for $Z_i^\pi$ and we use them to prove the theorem.

$C1$: The set $K_i$ of cache bandwidth allocations is compact.

$C2$: For every state $z = (x, y)$ the incoming inter-ISP traffic rate $\sum_{s \in S} I_{s,i}(z_s, \kappa_{i,s})$ and the transition intensities $(q_{(x,y), (x_s-y_s+y_z)})_{s \in S}$ are continuous functions of $\kappa_{i,s}$.

$C3$: Define $H(z) = C_i^\pi(z) - C_i^\pi(a)$, where $a$ is an arbitrarily chosen state. Then $\sum_z H(z)z_i^\pi$ is continuous in $\kappa_{i,s}$ for every state $z$.

$C4$: The average inter-ISP traffic $C_i^\pi(z)$ is finite for every policy $\pi$ and initial state $z$.

We now formulate the following Lemma based on (Theorem 5.9 in [35]).

Lemma 1. For a continuous-time MDP with countably infinite state space and non-negative cost, under $C1$-$C4$ there exists a stationary policy $\pi^*$ that is average cost optimal.

Since the cost function $C_i^\pi(z)$ defined in (3) is the average cost, in order to prove the theorem it is sufficient to show that $Z_i^\pi$ fulfills the criteria $C1$-$C4$.

Proof of $C1$-$C3$: $C1$ follows from $0 \leq \kappa_{i,s}(t) \leq K_i < \infty$.

$$\sum_s I_{s,i}(z_s, \kappa_{i,s}) \text{ is continuous by assumption, the continuity of the transition intensities } (q_{(x,y), (x_s-y_s+y_z)})_{s \in S} \text{ w.r.t } \kappa_{i,s} \text{ follows from (2).} \tag{2}$$

$C3$ follows from the finiteness of $C_i^\pi(z)$ and from $C2$.

Proof of $C4$: In order to show the finiteness of the average inter-ISP traffic $C_i^\pi(z)$ for every policy $\pi$ and initial state $z$, we show that $Z_i^\pi$ satisfies the Foster-Lyapunov condition for every $s \in S$, then we give a bound on the inter-ISP traffic rate in every state of the system. Let us define the Lyapunov function $w(z) = \sum_i (x_i + y_i) + 1$. Also, let us define the sequence $(t_n)_{n \geq 0}$ of time instants, which consists of the transition epochs of the process and of the instants when $\kappa_{i,s}(t)$ changes according to the policy $\pi$. Finally, we define the generalized average drift

$$AW(z) = E \left[ w(Z_i(t_{n+1})) - w(Z_i(t_n)) \right] | Z_i(t_n) = z. \tag{4}$$

Consider now the Foster-Lyapunov average drift condition [36]

$$|AW(z)| < \infty \quad \forall z, \quad \text{and } AW(z) < -\varepsilon \quad z \not\in C, \tag{5}$$

where $\varepsilon > 0$ and $C \subset \mathbb{N}^{\mathbb{R}^2}$ is finite. For $\lambda_\varepsilon < \infty$ the uncontrolled process $Z_s$ satisfies (5): $|AW(z)| \leq 1$ due to the random-walk structure of the process, and $AW(z) = (\lambda_\varepsilon - \theta_x - \gamma_s)/(-q_{2z,z_\varepsilon}) < -\varepsilon$ for $x_i$ or $y_i$ sufficiently big. Consider now the mean drift $AW^\pi(z)$ of the controlled process. Again, $|AW^\pi(z)| \leq 1$. Furthermore we have

$$AW^\pi(z) \leq AW(z) \frac{-q_{2z,z_\varepsilon}}{-q_{2z,z_\varepsilon} - K_i} < -\varepsilon \frac{-q_{2z,z_\varepsilon}}{-q_{2z,z_\varepsilon} - K_i} < 0. \tag{6}$$

Consequently, the controlled process $Z_i^\pi$ also satisfies the Foster-Lyapunov average drift condition. Since the process is aperiodic and irreducible, the drift condition guarantees ergodicity [36]. Furthermore, for $M = c > 0$ it holds that $I_{s,i}(z_s, \kappa_{i,s}) \leq Mw(z)$. This together with the ergodicity of all $Z_i^\pi$ implies that $C_i^\pi(z)$ is finite and concludes the proof.

A consequence of Theorem 1 is that the optimal bandwidth allocation policy $\pi^*$ is such that the allocation $\kappa_{i,t}(t)$ is only a function of the system state $Z(t)$, hence it is constant between the state transitions of $Z_i^\pi$.

The optimal policy $\pi^*$ can be found using the policy iteration algorithm [35], but it requires the solution of the steady state probabilities of the controlled Markov processes $Z_i^\pi$. This can be prohibitive even for a moderate number of ISPs and swarms. In the next section we propose and
discuss different approximations that do not require finding the optimal stationary policy.

V. CACHE BANDWIDTH ALLOCATION POLICIES

In this section we first discuss a baseline for bandwidth sharing. We then describe three approximations to the optimal cache bandwidth allocation policy.

Throughout the section we assume that the inter-ISP traffic functions \(I_{s,i}(z_s, \kappa_{s,i})\) are known, and are continuous convex non-increasing functions of \(\kappa_{s,i}\). The assumptions of continuity, convexity and non-increasingness are rather natural.

A. Demand-driven Bandwidth Sharing (DDS)

As a baseline for comparison, consider that ISP \(i\) does not actively allocate its cache bandwidth \(K_i\), therefore leechers at different swarms compete with one another for cache bandwidth. The cache in ISP \(i\) maintains a drop-tail queue to store the requests received from the leechers in ISP \(i\), and serves the requests according to a first-in-first-out (FIFO) policy at the optimal stationary policy.

The one-step look ahead (OLA) policy the cache bandwidth allocation on the evolution of the number of peers.

Recall that, by assumption, \(I_{s,i}(z_s, \kappa_{s,i})\) are continuous convex non-increasing functions of \(\kappa_{s,i}\) for every state \(z_s\). In order to obtain the optimal solution to (7) consider the Lagrangian

\[
L(z, \kappa, \zeta) = \sum_{s \in S} I_{s,i}(z_s, \kappa_{s,i}) - \zeta \left( \sum_{s \in S} \kappa_{s,i} - K_i \right),
\]

where \(\zeta \leq 0\) is the Lagrange multiplier. Then

\[
\frac{\partial L(z, \kappa, \zeta)}{\partial \kappa_{s,i}} = \frac{\partial I_{s,i}(z_s, \kappa_{s,i})}{\partial \kappa_{s,i}} - \zeta \geq 0
\]

and

\[
\frac{\partial L(z, \kappa, \zeta)}{\partial \zeta} = K_i - \sum_{s \in S} \kappa_{s,i}.
\]

Hence, a minimum of \(L\) over \(\kappa_{s,i}\) is characterized by

\[
\kappa_{s,i} > 0 \Rightarrow \frac{\partial I_{s,i}(z_s, \kappa_{s,i})}{\partial \kappa_{s,i}} \geq \zeta \geq \frac{\partial I_{s,i}(z_s, \kappa_{s,i})}{\partial \kappa_{s,i}},
\]

\[
\kappa_{s,i} = 0 \Rightarrow \frac{\partial I_{s,i}(z_s, \kappa_{s,i})}{\partial \kappa_{s,i}} \geq \zeta,
\]

where \(\partial_{+}\) and \(\partial_{-}\) denote the right and the left derivative of a semi-differentiable function. Since \(K_i\) is compact and convex, such a minimum exists and can be found using a projected subgradient method [38].

An important insight from the OLA policy is the following. If \(I_{s,i}(z_s, \kappa_{s,i})\) are continuously differentiable then at optimality every swarm with non-zero cache bandwidth allocation provides equal marginal traffic saving. If \(I_{s,i}(z_s, \kappa_{s,i})\) are not continuously differentiable, then for swarms with non-zero cache bandwidth allocation the intersection of the subdifferentials is non-empty.

C. Steady-state Optimal Allocation Policy (SSO)

The opposite of the OLA policy is to focus on the long-term evolution of the controlled Markov process \(Z^\pi\), that is, on the incoming inter-ISP traffic in steady-state and to consider time-independent cache bandwidth allocation policies \(\pi = \kappa\).

Let us denote the expected number of leechers and seeds in steady-state as a function of the cache bandwidth allocation \(\kappa\) by \(\bar{x}_{s,i}\) and by \(\bar{y}_{s,i}\), respectively. They were shown to be a function of the cache upload rate \(\kappa_{s,i}\) allocated to swarm \(s\) [13], [14]. As long as the total available upload rate is less than or equal to the total download rate of the leechers

\[
\frac{\bar{x}_{s,i}}{\bar{y}_{s,i}} = \frac{\lambda_{s,i}}{\gamma (1 + \frac{\rho_{s,i}}{\gamma})} - \frac{\kappa_{s,i}}{\mu \eta (1 + \frac{\rho_{s,i}}{\gamma})} - \Delta_i(x, y, \kappa), \tag{11}
\]

\[
\frac{\bar{y}_{s,i}}{\bar{y}_{s,i}} = \frac{\lambda_{s,i}}{\gamma (1 + \frac{\rho_{s,i}}{\gamma})} + \frac{\kappa_{s,i} \theta}{\mu \eta \gamma (1 + \frac{\rho_{s,i}}{\gamma})} + \frac{\theta}{\gamma} \Delta_i(x, y, \kappa), \tag{12}
\]

where \(\frac{1}{\gamma} = \frac{1}{\lambda_{s,i} (1 + \frac{\rho_{s,i}}{\gamma})} \geq 0\) [13], [26] and

\[
\Delta_i(x, y, \kappa) = \frac{\sum_{j \in J} (\lambda_{j,s} \kappa_{j,s} - \kappa_{s,j} \lambda_{j,s})}{\eta \gamma (1 + \frac{\rho_{s,i}}{\gamma}) (\sum_{j \in J} (\lambda_{j,s} - \kappa_{s,j}))}. \tag{13}
\]

Otherwise, when the total upload rate exceeds the total download rate, increasing the cache bandwidth allocated to the...
swarm does not affect the number of leechers and seeds in steady-state, which now depends on the peers’ download capacity $c$ [13, 26]

$$x_{i,s}^* = \frac{\lambda_i}{c(1 + \frac{\theta}{c})}, \quad y_{i,s}^* = \frac{\lambda_i}{\gamma(1 + \frac{\theta}{c})}. \quad (14)$$

It is easy to verify that $\frac{\partial x_{i,s}^*}{\partial \kappa_s} \leq 0$ and that $\frac{\partial^2 x_{i,s}^*}{\partial \kappa_s^2} \geq 0$ for $\kappa_s \geq 0$, that is, the number of leechers in swarm $s$ in ISP $i$ in steady-state is a convex non-increasing function of the cache bandwidth allocated to swarm $s$ in ISP $i$.

Given the functions $x_{i,s}^*$ and $y_{i,s}^*$, the steady-state optimal (SSO) bandwidth allocation policy can be formulated as

$$\pi^* = \arg \min_{\kappa_i \in \mathcal{K}_i} \sum_{i \in \mathcal{S}} I_{i,s}(\kappa_{i,s}), \quad (15)$$

where $I_{i,s}(\kappa_{i,s})$ is the incoming inter-ISP traffic rate for the number of leechers and seeds in steady-state.

Since by assumption $I_{i,s}(z_s, \kappa_{i,s})$ is convex non-increasing in $\kappa_{i,s}$ for every state $z_s$, the steady-state optimal policy $\pi^*$ can be found in a similar way as the OLA policy. The difference is that $I_{i,s}(\kappa_{i,s})$ is a function of $\kappa_{i,s}$, $x_{i,s}^*$ and $y_{i,s}^*$, and the latter are themselves functions of $\kappa_{i,s}$. Note that the steady-state optimal policy $\pi^*$ is not equivalent to the optimal policy $\pi^*$ of the MDP, as the cache bandwidth allocated to a swarm $s$ in ISP $i$ would be nonzero even when $x_{i,s}(t) = 0$, which happens with nonzero probability.

**D. Smallest-ratio Priority Allocation**

The SSO policy exclusively focuses on the long term evolution of the process $Z^\pi$ by minimizing the incoming inter-ISP traffic rate at steady state. It is time independent, i.e. it does not adapt to the current state of the system. The OLA policy instead, adapts to the system state by minimizing the instantaneous incoming inter-ISP traffic rate. Nevertheless, the OLA policy disregards how cache bandwidth allocation affects the long term evolution of the system.

In the following we use the incoming inter-ISP traffic model in [14] to derive an adaptive cache bandwidth allocation policy that approximates the SSO policy.

1) **Incoming inter-ISP Traffic Model:** We first reproduce the incoming inter-ISP traffic model for completeness. As the model is for a single swarm, we omit the subscript $s$ for clarity. The model is based on two assumptions. First, leechers compete with each other for the available upload rate as long as they would be able to download at a higher rate. Second, given a single byte downloaded in ISP $i$, the distribution of its sources is proportional to the amount of upload rate exposed to the leechers that are located in ISP $i$.

The leechers in ISP $i$ demand data at a total rate of $cx_i$. As the cache appears as an arbitrary peer to the leechers in ISP $i$, the demand is directed to the upload rate $\kappa_s$ of ISP $i$’s cache and to the publicly available upload rate $u_i^{PL} + \sum_{j \neq i} u_j^P$ of all ISPs. The leechers demand from the cache’s upload rate with a probability proportional to its value, i.e. with probability $\kappa_s/(u_i^{PL} + \sum_{j \neq i} u_j^P + \kappa_s)$. The rest they demand from the publicly available upload rate, so the rate $D_i^d$ that leechers in ISP $i$ demand from the publicly available upload rate can be expressed as

$$D_i^d = cx_i \left(1 - \frac{\kappa_i}{u_i^{PL} + \sum_{j \neq i} u_j^P + \kappa_i}\right). \quad (16)$$

If the system is limited by the download rate of the leechers, then the leechers receive the demanded rate. If the system is limited by the available upload rate, then the rate at which the leechers receive is proportional to the total publicly available upload rate divided by the total demanded rate

$$D_i^l = D_i^d \min \left(1, \frac{\sum_j u_j^P}{\sum_i D_i^d}\right). \quad (17)$$

The rate that the leechers receive can originate from any ISP. Using the assumption that for a single byte downloaded in ISP $i$, the distribution of its sources is proportional to the amount of upload rate exposed to leechers in ISP $i$ we get the following estimate of the incoming inter-ISP traffic of ISP $i$

$$I_i(z_s, \kappa_i) = D_i^l \left(\sum_{j \neq i} u_j^P \left(u_i^{PL} + \sum_{j \neq i} u_j^P + \kappa_i\right)\right). \quad (18)$$

$I_i(z_s, \kappa_i)$ defined by (16) to (18) is a continuous convex non-increasing function of the cache bandwidth $\kappa_i$ allocated by ISP $i$.

2) **Smallest-ratio Priority Allocation:** Our approximation of the SSO policy is based on the results in [13, 14], which show that the dynamics of swarm $s$ in ISP $i$ only depend on the aggregate arrival intensity of leechers $\sum_{j \neq i} \lambda_{j,s}$ and on the aggregate cache capacity $\sum_{j \neq i} \kappa_{j,s}$ in the rest of the ISPs. This observation allows us to focus on a single swarm spread over two ISPs, $\mathcal{I} = \{1,2\}$. ISP 1 is the tagged ISP and ISP 2 is the aggregation of all other ISPs in the network. We denote the ratio of the arrival rates in the two ISPs by $r = \lambda_2/\lambda_1$. The incoming inter-ISP traffic $I_i(z, \kappa_i)$ of ISP 1 defined by (16) to (18) can be approximated by

$$I_i(z, \kappa_i) \approx \frac{x_i}{x_1 + x_2} u_2^P. \quad (19)$$

We consider the case when the system is limited by the available upload rate, so we substitute (11) and (12) into (19) to obtain an approximation of the steady-state incoming inter-ISP traffic $I_i(z, \kappa_i)$ of ISP 1 as a function of the cache bandwidth. Consider now the derivative at $\kappa_1 = 0$ and $\kappa_2 = 0$

$$\frac{\partial I_i(z, \kappa_i)}{\partial \kappa_1}_{\kappa_1 = 0} = -\frac{r^2(\gamma + v)(\gamma - \mu) - \mu(\theta - \gamma)}{(1 + \frac{\theta}{\mu}) \mu \eta \gamma^2 (1+r)^2}. \quad (20)$$

Recall that $\gamma - \mu > 0$ is a necessary condition for the upload rate to be the limit, and it implies $v > 0$ [13, 26]. Hence for $\theta - \gamma \leq 0$, (20) is negative and decreases monotonically in $r$.

For $\theta - \gamma > 0$ we have to consider the mixed second order partial derivative at $\kappa_1 = 0$ and $\kappa_2 = 0$

$$\frac{\partial^2 T_i(z, \kappa_i)}{\partial \kappa_1 \partial r}_{\kappa_1 = 0} = -\frac{2r(\gamma + v)(\gamma - \mu) + (r - 1) \mu(\theta - \gamma)}{(1 + \frac{\theta}{\mu}) \mu \eta \gamma^2 (1+r)^3}. \quad (21)$$
Since $\theta - \gamma > 0$, (21) is negative for $r \geq 1$. Consequently allocating cache bandwidth to swarms with a higher ratio $r$ of arrival rates leads to a faster decrease of the steady-state inter-ISPs traffic. At the same time, due to the term $(1+r)^3$ in the denominator $\lim_{r \to \infty} \frac{\partial^2 I}{\partial x \partial d} |_{x=0} = 0$, i.e, swarms with a high arrival ratio $r$ provide approximately the same gain.

This approximation suggests that a priority-based policy that assigns the highest priority to the swarms with highest ratio $r = \lambda_2/\lambda_1$ would resemble the SSO allocation policy for small cache bandwidths. We use this insight to define the smallest-ratio priority (SRP) cache bandwidth allocation policy. Under SRP the priority of a swarm is calculated based on the instantaneous ratio of the local leechers to the number of peers in the overlay outside of ISP $i$, $\hat{r}_{i,s} = \frac{n_s(t)}{\sum_{i \neq s} n_i(t)}$. The priority of swarms with $\hat{r}_{i,s} = 0$ and $\hat{r}_{i,s} = \infty$ is lowest, and the priorities of the remaining swarms are assigned in decreasing order of the ratios $\hat{r}_{i,s}$, and the priority is inverse proportional to $\hat{r}_{i,s}$ otherwise.

**Practical Considerations**

ISP $i$ requires global information on the system state in order to compute any of the active cache bandwidth allocation policies presented above. The calculation of the SSO allocation relies on the incoming inter-ISPs traffic rate for the number of peers in steady-state. In order to compute (11) and (12), ISP $i$ relies on the incoming inter-ISPs traffic rate for the number of peers in steady-state. In order to compute (11) and (12), ISP $i$ requires knowledge of the total number of local peers connected to the cache. Furthermore, ISP $i$ also requires knowledge of the total number of leechers and seeds over the time $t$, and we use the results following a warm-up period of 5 hours of simulated time. The peers have an access bandwidth of 1Mbit/s upstream and 16Mbit/s downstream. The peers join swarm $s$ in ISP $i$ according to a Poisson process and, after completing the download, they remain in the swarm for an exponentially distributed seeding time with average $1/\gamma = 10$ minutes.

In order to implement the OLA and the SSO policies, we use the traffic model in Section V-D. We implement the SRP in the simulator by assigning a priority level to every data flow and by modifying the bandwidth sharing algorithm. The bandwidth of flows with the same priority is calculated according to the original max-min-fair-share algorithm, while flows with a lower priority can only use the link bandwidth not used by flows with higher priority.

2) **Experimental setup:** We perform experiments involving approximately 500 Planet-lab nodes using BitTorrent 4.4.0. We scale down the file size, the upload rates and the download rates by a factor of 43 compared to the simulations in order to avoid interfering with other Planet-lab traffic: the file size is 3.5MB, and the upload and download bandwidths of the peers are 23kbit/s and 373kbit/s, respectively.

For every swarm we assign every Planet-lab node to one of the two ISPs, and measure the traffic exchanged between peers belonging to different ISPs. We use one peer per swarm as the cache of ISP 1; these 12 peers run on a dedicated Linux computer. We implement the cache bandwidth allocation policies using hierarchical token bucket (HTB) queues in Linux traffic control. We use one filter per swarm to redirect the upload traffic of the 12 peers to a HTB class that enforces the total cache upload bandwidth limit $K_1$.

For the SSO and the SRP policies we attach to this class one sub-class per swarm. By default each sub-class has 500B/s of guaranteed bandwidth in order to keep the TCP connections alive. The actual priority and guaranteed bitrate are then set according to the cache bandwidth allocation policy. The excess bandwidth is distributed among the swarms as defined by the HTB queue. For SRP we update the priorities every 10 seconds based on the average number of leechers and seeds over the preceding 30 seconds.

**VI. PERFORMANCE EVALUATION AND INSIGHTS**

In this section we use simulations and experiments to compare the three approximate cache bandwidth allocation policies to DDS, and to provide insight into the characteristics of an optimal cache bandwidth allocation policy.

**A. Performance Evaluation Setup**

In the following we describe the simulation and experimental settings and the implementation of the different cache bandwidth allocation policies. In both simulations and experiments we consider $I = 2$ ISPs, and use a BitTorrent seed with upload bandwidth $K_1$ as cache of ISP 1. The cache joins all swarms, but uploads only to leechers in ISP 1. The different cache bandwidth allocation policies are implemented in the peer.

1) **Simulation setup:** We used the P2P simulation and prototyping tool-kit ProtoPeer and the corresponding library for BitTorrent [40], [41] for the simulations. The simulations are flow-level: data transmissions are flows and the bandwidth for each flow is calculated according to the max-min-fair-share principle [42], an approximation of the bandwidth sharing behavior of TCP.

We simulate 12 to 26 BitTorrent swarms, each sharing a file of 150MB. The number of swarms is large enough to show the impact of the policies. At the same time, it keeps the runtime of the simulations at a reasonable level of a few hours per simulation run. The peers have an access bandwidth of 1Mbit/s upstream and 16Mbit/s downstream. The peers join swarm $s$ in ISP $i$ according to a Poisson process and, after completing the download, they remain in the swarm for an exponentially distributed seeding time with average $1/\gamma = 10$ minutes.

In order to implement the OLA and the SSO policies, we use the traffic model in Section V-D. We implement the SRP in the simulator by assigning a priority level to every data flow and by modifying the bandwidth sharing algorithm. The bandwidth of flows with the same priority is calculated according to the original max-min-fair-share algorithm, while flows with a lower priority can only use the link bandwidth not used by flows with higher priority.

2) **Experimental setup:** We perform experiments involving approximately 500 Planet-lab nodes using BitTorrent 4.4.0. We scale down the file size, the upload rates and the download rates by a factor of 43 compared to the simulations in order to avoid interfering with other Planet-lab traffic: the file size is 3.5MB, and the upload and download bandwidths of the peers are 23kbit/s and 373kbit/s, respectively.

For every swarm we assign every Planet-lab node to one of the two ISPs, and measure the traffic exchanged between peers belonging to different ISPs. We use one peer per swarm as the cache of ISP 1; these 12 peers run on a dedicated Linux computer. We implement the cache bandwidth allocation policies using hierarchical token bucket (HTB) queues in Linux traffic control. We use one filter per swarm to redirect the upload traffic of the 12 peers to a HTB class that enforces the total cache upload bandwidth limit $K_1$.

For the SSO and the SRP policies we attach to this class one sub-class per swarm. By default each sub-class has 500B/s of guaranteed bandwidth in order to keep the TCP connections alive. The actual priority and guaranteed bitrate are then set according to the cache bandwidth allocation policy. The excess bandwidth is distributed among the swarms as defined by the HTB queue. For SRP we update the priorities every 10 seconds based on the average number of leechers and seeds over the preceding 30 seconds.

**B. Stationary Arrival Process**

We start by considering the case when peers join swarm $s$ in ISP $i$ according to a stationary Poisson process at a rate of $\lambda_{i,s}$. This corresponds to a system in steady state.

Every simulation run corresponds to 6.5 hours of simulated time, and we use the results following a warm-up period of
1.5 hours. For every configuration we show the average of 5 simulation runs together with the 95%-confidence intervals. Every experiment runs for 4 hours, and we use the results after an initial warm-up period of 1 hour.

1) Cache Bandwidth Allocation Matters: We simulate four scenarios to investigate under what conditions active cache bandwidth allocation can be beneficial. For simplicity, we denote the total arrival rate by \( \lambda = \sum s \lambda_s \). We use the same total arrival rate \( \lambda = 30 \text{min} / \text{user} \) for all four scenarios, but the four scenarios differ in terms of the arrival rates \( \lambda_s \) of the peers between swarms and between ISPs. Table II shows the relative arrival rates for the four scenarios. The ratio \( \lambda / \lambda_s \) is related to the size of swarm \( s \) compared to all swarms, while \( \lambda_s / \lambda_{1,s} \) is related to the share of local peers in swarm \( s \). In [43], the authors measured the top-AS fraction of different swarms, defined as the maximum number of peers in one AS of the swarm normalized by the size of the swarm (max \( i \sum \lambda_i \)).

The top-AS fraction was found to vary from a minimum of slightly less than 0.1, for swarms sharing international content, to a maximum of 0.5, for swarms sharing regional content. We can use these numbers to obtain estimates of the relative arrival intensities of leechers as follows. In absence of a cache (\( K_i = 0 \) for all \( i \) in \( \mathcal{I} \)), the numbers of both seeders and leechers are proportional to the arrival rate of leechers to swarms, whether the system is upload rate limited (11-12) or download rate limited (14). Consequently, by substituting \( K_i = 0 \) for all \( i \) in \( \mathcal{I} \) in (11-14), we can use the top-AS fraction to calculate the ratio \( \lambda_s / \lambda_{1,s} \). Using this approximation a top-AS fraction of 0.1 corresponds to \( \lambda_s / \lambda_{1,s} \) slightly greater than 9, and a top-AS fraction of 0.5 corresponds to \( \lambda_s / \lambda_{1,s} = 1 \). Given these approximate relative arrival intensities, our evaluation scenarios are constructed so that they allow us to isolate the factors that influence the efficiency of cache bandwidth allocation policies.

As an example, in scenario unif.\( ,1:1+1:10 \) all \( S = 12 \) swarms have the same arrival rate \( \lambda = \lambda / 12 \). The arrival rates for swarms 1 to 10 are asymmetric (\( \lambda_{2,s} = 10 \lambda_{1,s} \)), while for swarms 11 and 12 they are symmetric (\( \lambda_{2,s} = \lambda_{1,s} \)). In scenario het.\( ,2:2+1:10 \) the swarms have different arrival rates. 4 out of 15 swarms have an arrival rate of \( \lambda = \lambda / 8 \), and are asymmetric, \( \lambda_{2,s} = 10 \lambda_{1,s} \). The remaining 11 swarms have an arrival rate of \( \lambda = \lambda / 22 \) and are symmetric \( \lambda_{2,s} = \lambda_{1,s} \). Compared to unif.\( ,1:1+1:10 \), in this scenario the symmetric swarms, though more popular in ISP 1, are less popular in total than the asymmetric ones. The use of Zipf’s law for the arrival intensities in scenario zipf.\( ,1:10 \) is motivated by recent measurements that show that the distribution of the number of concurrent peers over swarms exhibits Zipf like characteristics over a wide range of swarm sizes [44], [45]. Symmetric and asymmetric swarms are motivated by measurements that show the difference in terms of the spatial distribution of peers between contents of regional and of global interest (e.g., the popularity of movies depending on the language [45]).

Fig. 1 shows the normalized incoming and outgoing inter-ISP traffic savings for ISP 1 for the four scenarios for the DDS, OLA, SSO and SRP allocation policies. We calculate the normalized inter-ISP traffic saving as the decrease of the average inter-ISP traffic due to installing a cache divided by the average inter-ISP traffic without a cache (\( K_i = 0 \)), that is, \( \frac{C_i|K_i=0 - C_i^0}{C_i|K_i=0} \). The upload bandwidth of the cache in ISP 1 is \( K_1 = 30 \text{Mbit/s} \).

For the unif.\( ,1:10 \) and the zipf.\( ,1:10 \) scenarios, in which the ratio \( \lambda_{2,s} / \lambda_{1,s} = 10 \) is the same for all swarms, the difference between the results for the different cache bandwidth allocation policies is within the confidence interval. However, for the scenarios unif.\( ,1:1+1:10 \) and het.\( ,2:2+1:10 \) the bandwidth allocation policies make a significant difference in terms of traffic savings, both in terms of incoming and outgoing inter-ISP traffic. These results indicate that cache bandwidth allocation affects the inter-ISP traffic savings when the distribution of the peers over the ISPs is different among swarms, as for the unif.\( ,1:1+1:10 \) and the het.\( ,2:2+1:10 \) scenarios.

A comparison of the different policies in Fig. 1 for the unif.\( ,1:1+1:10 \) scenario reveals that the effect of the OLA policy on the inter-ISP traffic saving is opposite to the effect of the SSO and SRP policies. The OLA policy performs worse than DDS, but the SSO and SRP policies compared to DDS drastically increase the incoming and outgoing inter-ISP traffic savings. For the SSO policy, the incoming inter-ISP traffic savings increase by about 33 percent and the outgoing inter-ISP traffic savings by over 60 percent. For the het.\( ,2:2+1:10 \) scenario the savings increase by 60 and 150 percent, respectively. The SRP policy achieves even better gains. For the het.\( ,2:2+1:10 \) scenario for example, the savings increase by 71 percent for the incoming inter-ISP traffic and 172 percent for the outgoing traffic. Considering that P2P cache eviction policies were reported to achieve within 10 to 20 percent of the hit rate of the optimal off-line eviction policy [10], [11], i.e., very close to the cacheability of P2P content, the 30 to 70 percent decrease of the incoming inter-

### Table II

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Number of swarms (S)</th>
<th>Identical swarms (s)</th>
<th>( \lambda / \lambda_s )</th>
<th>( \lambda_s / \lambda_{1,s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>unif.( ,1:10 )</td>
<td>12</td>
<td>1,...,12</td>
<td>1/12</td>
<td>10</td>
</tr>
<tr>
<td>zipf.( ,1:10 )</td>
<td>12</td>
<td>1,...,12</td>
<td>( \propto 1 )</td>
<td>10</td>
</tr>
<tr>
<td>unif.( ,1:1+1:10 )</td>
<td>12</td>
<td>1,...,10</td>
<td>1/12</td>
<td>10</td>
</tr>
<tr>
<td>het.( ,2:2+1:10 )</td>
<td>15</td>
<td>1,...,4</td>
<td>1/8</td>
<td>10</td>
</tr>
</tbody>
</table>

Fig. 1. Incoming and outgoing inter-ISP traffic savings for the four scenarios and four policies for \( K_1 = 30 \text{Mbit/s} \). Simulation results.
ISP traffic achieved through cache bandwidth allocation is more than the potential decrease in cache miss rate that could be achieved through improved cache eviction policies.

2) Inter-ISP traffic savings: Fig. 2 shows the incoming and outgoing inter-ISP traffic savings normalized by the inter-ISP traffic without cache ($K_1 = 0$) for the $unif.,1:1+1:10$ scenario, as a function of the cache bandwidth $K_1$. The figure confirms that the observations made in Fig. 1 hold for a wide range of cache bandwidths $K_1$. Only above $K_1 \approx 75\text{Mbit/s}$, when the available upload bandwidth in ISP 1 exceeds the aggregate download bandwidth of the leechers within ISP 1, the marginal traffic saving diminishes and so does the difference between the policies. We note that the SRP policy performs slightly better than the SSO policy for all cache bandwidths. This is because the the SSO allocation can be far from optimal when the instantaneous number of peers in the system is far away from the steady-state average number of peers. We show the corresponding experimental results in Fig. 4. We omit the results for the OLA policy since it performed poorly in all simulated scenario. As shown in Fig. 4, the experimental results match the simulation results (cf. Fig. 2) and confirm the significant gain of cache bandwidth allocation observed in the simulations. The only difference is that the SRP policy performs slightly worse than in the simulations, which is due to the impact of the network layer implementation of bandwidth allocation and priorities on TCP congestion control. An application layer implementation of the policy could prevent this.

Fig. 3 shows the incoming and outgoing inter-ISP traffic saving normalized by the inter-ISP traffic without cache ($K_1 = 0$) for the $het.,2:2+1:10$ scenario as a function of the cache bandwidth $K_1$. The figure allows us to draw similar conclusions as Fig. 2, except for the dip in the outgoing inter-ISP traffic saving for DDS at $K_1 = 10\text{Mbit/s}$. While surprising at first sight, the potential increase of the outgoing inter-ISP traffic due to caching for small, symmetric swarms (i.e., swarms 5 to 15) was pointed out in [13]. Since the SRP and the SSO policies allow little cache bandwidth to be used by the symmetric swarms for low $K_1$, they provide outgoing inter-ISP traffic savings even at $K_1 = 10\text{Mbit/s}$.

3) Cache Upload Rate to Swarms: In order to understand how the different policies allocate bandwidth to the different swarms, we show two indifference maps of ISP 1 for the $unif.,1:1+1:10$ scenario in Fig. 5 and Fig. 6. The horizontal and the vertical axes show the cache bandwidth allocated to each of the 10 asymmetric ($\lambda_{2,s} = 10\lambda_{1,s}$) and to each of the 2 symmetric ($\lambda_{2,s} = \lambda_{1,s}$) swarms, respectively. The curves show combinations of bandwidth allocations that lead to a particular inter-ISP traffic saving $\Delta I_1$ (i.e., was there no cache bandwidth constraint $K_1$, ISP 1 would be indifferent between allocations on the same indifference curve). The straight diagonal lines show different cache bandwidth constraints $K_1$. The SSO cache bandwidth allocation for $K_1$ is given by the coordinates of the point at which the cache bandwidth constraint line for $K_1$ is tangent to the indifference curve. The dotted line connects all such points: it shows the SSO cache bandwidth allocation for different $K_1$.

Fig. 5 shows the indifference map based on simulation results. We note that for $K_1 \leq 30\text{Mbit/s}$ all cache bandwidth should be allocated to the 10 asymmetric swarms, above that, as $K_1$ increases so does the bandwidth that should be allocated to the 2 symmetric swarms. We also note that the shape of the indifference curves confirms that the inter-ISP traffic saving for a single swarm is a concave non-decreasing function of $K_1$. Fig. 6 shows the indifference map and the actual average cache upload rate received by the asymmetric (horizontal) and the symmetric (vertical) swarms under the three allocation policies, based on experiment results. There is one marker per policy and total cache bandwidth $K_1$. The figure shows how the cache upload rate received by the swarms differs under the three policies depending on the cache bandwidth limit $K_1$. Under both SRP and SSO the cache uploads to the symmetric
swarms at a significantly lower rate than under DDS except for very high $K_1$, which is the key to the higher inter-ISP traffic savings of both policies.

C. Non-Stationary Arrival Process

So far we only looked at a system in steady state. In order to investigate the robustness of the bandwidth allocation policies to the system dynamics, we now turn to the case of a non-stationary arrival process. We consider that the leechers join swarm $s$ in ISP $i$ according to a non-stationary Poisson process with rate

$$\lambda_{i,s}(t) = \lambda_{i,s}^0 e^{-\frac{t}{\tau}},$$

(22)

where $\lambda_{i,s}^0$ is the initial arrival rate and $\tau$ is the attenuation parameter of peer arrival rate. (22) has been shown to be a good model of the peer arrival rate during the swarm’s lifespan in [46], [47]. To derive the inter-arrival times of peers to swarm $s$, we simulated the non-stationary arrival process using the thinning method by Lewis and Schedler [48]. We considered $\sum_{s=1}^{S} \lambda_{i,s}^0 = \frac{1}{\tau}$ and $\tau = 4000$, which result in a swarm lifespan of about 5 hours, and a total peer population during the lifespan of 500 peers. We performed experiments starting a new swarm every 15 minutes, for 6.5 hours. The swarms starting at 0h, 2h, 4h, 6h are symmetric ($\lambda_{2,s} = \lambda_{1,s}$), while the rest of the swarms are asymmetric ($\lambda_{2,s} = 10\lambda_{1,s}$).

Fig. 7 shows the incoming and outgoing inter-ISP traffic saving normalized by the inter-ISP traffic without cache ($K_1 = 0$) for the non-stationary scenario described above, as a function of the cache bandwidth $K_1$. The inter-ISP traffic savings show a similar trend as under the stationary arrival process (c.f., Fig. 4). Comparing Figures 7 and 4, we observe that the benefit of cache bandwidth allocation is slightly reduced, although still significant: the SSO and the SRP policies achieve savings in the order of 20 to 30 percent compared to the DD allocation. It is important to note that the computation of the SSO policy and the derivation of the SRP policy in Section V-D assume that the system is in steady-state, yet the policies provide significant savings in a non-stationary system.

VII. CONCLUSION

Motivated by the large amount of inter-ISP P2P traffic, we investigated a new dimension of P2P cache resource management, the allocation of cache upload bandwidth between overlays. We formulated the problem of cache bandwidth allocation as a Markov decision process, and showed the existence of an optimal stationary allocation policy. Based on insights obtained from the model, we proposed three bandwidth allocation policies to approximate the optimal allocation policy. We performed simulations and experiments to evaluate the performance of the proposed policies. We demonstrated the importance of capturing the cache’s impact on the swarm dynamics for cache bandwidth allocation. We identified the heterogeneity of the swarm’s distribution between ISPs as the primary factor that influences the potential traffic savings through cache bandwidth allocation. Our results show that the proposed smallest ratio priority policy can decrease the amount of inter-ISP traffic between 30 to 60 percent, which is higher than the potential decrease in cache miss rate that could be achieved by improved P2P cache eviction policies given the cacheability of P2P traffic reported in the literature.

An interesting continuation of the work presented in the paper would be to evaluate the proposed cache bandwidth allocation policy together with other solutions. One could evaluate the savings that could be achieved by jointly allocating the cache bandwidth and the cache storage (through insertion and eviction policies). Similarly, it would be interesting to compare the proposed adaptive cache bandwidth allocation scheme with locality-aware neighbor-selection schemes, and to investigate the potential interaction between these solutions. We leave these interesting problems to be subject of future work.
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