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Abstract—In this paper, we consider the problem of optimal CPU cycles and memory. Which commodity server a particular
dynamic service function (SF) placement and flow routing in a SF is placed, and how many instances of an SF are instantiated
service function chaining (SFC) enabled network. We formulate a ;o pe decided depending on the actual traffic volumes. NFV
multi-objective optimization problem to maximize the acceptable . S . .
flow rate and to minimize the energy cost for multiple service thus [I-)I’C.)VIde.S erX|b_|I|ty in allocating _resource.s to SF,S and in
chains. We transform the multi-objective optimization problem combining different instances of SFs into service chains (SCs),
into a single-objective mixed integer linear programming (MILP) and can thus potentially reduce capital expenditure (CAPEX)
problem, and prove that the problem is NP-hard. We propose a and operational expenditure (OPEX) of network operators [8].
polynomial time algorithm based on linear relaxation and round- 4 1)1y leverage the flexibility of NFV enabled SFC, it is
ing to approximate the optimal solution of the MILP. Extensive . .
simulations are conducted to evaluate the effects of the energy'mportant to ,be able_ _to route ﬂO\_NS that use an S(_: o.nlllnks
budget, the network topology, and the amount of server resources and paths with sufficient bandwidth between the individual
on the acceptable flow rate. The results demonstrate that the SFs. Such flow specific routing can be effectively achieved
proposed algorithm can achieve near-optimal performance and py the well-known concept of software defined networking
can significantly increase the acceptable flow rate and the service (SDN) [9]. SDN decouples the control plane and the data
capacity compared to other algorithms under an energy cost . ) .
budget. plane, and allows a Ioglcal_ly centralized controllgr in the

control plane to define and install per-flow forwarding rules
for flexible routing.

Given the flexibility provided by NFV and SDN, an impor-
tant and challenging problem is to optimize the placement
. INTRODUCTION of SFs and the distribution of flows on network paths for
;(FC under link capacity and server resource constraints. This

Index Terms—Service function chaining, acceptable flow rate,
energy cost, flow-compensatory rounding based placement.

Today’s networks rely on a variety of service functions (SFs . .
(often ():/alled middlebc))/xes) suchyas firewalls and ne(two foblem was considered in several recent works [10}-{20],

. ' with the common assumption that the amount of admitted
address translators, for processing user traffic [1]. Dependw(%s (i.e., flow rate or throughput) for each SC is known
on service requirements and policy the traffic of different use{&sn equ.al.l,y important and challenging problem, which haé
may have to be processed by different SFs in a partlcur"jlerceived little attention so far, is to determine the service

order, which is often referred to as service function chainin acity of a network in terms of the acceptable flow rates
(SFC) [2]. SFC is currently being discussed in the Intern? pacity P

. . . or a set of SCs. Being able to determine the acceptable
Engineering Task Force (IETF) SFC working group (WG ow rate of individual SCs in an SFC-enabled network could

including an SFC architecture [3] and various use cases (eéﬁlbw operators to implement SC-based pricing and admission

SFC in mobile networks [4]). olicies for maximizing revenues, and could be used b
SFC today is based on proprietary network hardware ag) 9 ’ y

. . : : éerators for link capacity and server resource dimensioning
pliances from independent vendors, which makes flexible an - .
SO as to maximize the flow rates for different SCs.

elastic resource management challenging. Network funCtionSMotivated by these important use cases, in this paper we

virtualization (NFV) [5] has been recently introduced to adf— o

: . . . : (%{mulate the problem of maximizing the acceptable flow rate
dress this challenge. With NFV the SFs are virtualized (|nste%1ln minimizing the enerav cost for multiole SCs in an NEV-
of hardware-based SFs or physical SFs), and an SF is placegI 9 9y P

. . g : ; énabled network as a multi-objective optimization problem.
(or instantiated) within a virtual machine (VM) [6], [7] on L ) b P
) . . In the proposed optimization problem the placement of SFs
a commodity server while consuming server resources, e.g. . . )
@.e., their locations and the number of SF instances) and
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G. Dan is with the School of Electrical Engineering, KTH Royal Institutdion problem into a single-objective mixed integer linear
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compensatory rounding-based placement (FCRP), which rundn the case of flexible SF placement, the routes of SC flows
in polynomial time and can be executed at a central entignd the locations of the SFs are determined simultaneously.
(i.e., SDN controller). Simulation results demonstrate that thdehraghdanet al.[14] define SF graphs for each SC request,
proposed algorithm can achieve near-optimal performance ardl formulates an optimization problem in which the SF
significantly increase the acceptable flow rate compared doaphs are mapped to a substrate network for optimizing link
other algorithms under an energy cost budget. utilization, energy cost, and latency. Batial. [15] formulate
The contributions of this paper are threefold. First, we studige problem of minimizing OPEX and resource fragmentation.
the joint optimization of maximizing the acceptable flow ratdn the problem, directed graphs model SCs, which are mapped
of each SC and minimizing the energy cost under resourttea physical network using a heuristic algorithm based on
capacity constraints in an NFV-enabled network. To this entie Viterbi algorithm. Baumgartneat al. [16] study a virtual
we determine the locations and the number of SF instanceshagbile core network embedding problem to minimize the
well as the routes of SC flows, while the acceptable flow rat@st of link and node resources. The solution is based on
of each SC is determined by an SC-specific weight. Secorbedding multiple subchains in the user and control planes
weaklyPareto-optimal solutions of the formulated optimizationf a given physical substrate network. These works can be
problem and solutions of the proposed algorithm capture aansidered as an extended version of the virtual network em-
acceptable flow rate-energy cost curve, while through adjustihgdding problem [22], as they take into account the processing
the SC weights, the solutions allow to explore the region ofder in SFC. Different to our work, the maximization of the
admissible flow rates as a function of the service capacigcceptable flow rates and the minimization of the energy cost
Third, extensive simulation results show that the performanage not taken into account in these works.
of the proposed algorithm is close to optimal while it can Ma et al. [17] present an SF placement problem with the
be easily implemented and operates in polynomial time, anbjective of load balancing taking into account that SFs may
give insight into the effect of various system parameters (e.¢educe or expand flow rates, and propose a polynomial time al-
energy cost budget) on the acceptable flow rates. gorithm. Moen<t al.[18] propose an SF placement algorithm
The rest of the paper is organized as follows. Section that considers services embedded in a VM (not individual
discusses related work. The system model and the optingdfs), and resources are assigned to VMs to minimize the
resource allocation problem are described in Section Il amtimber of active servers. Unlike our work, these works do
Section 1V, respectively. The proposed algorithm is describegt take into account the processing order specified in the
in Section V and extensive simulation results are presentedSg@s. Mohammadkhast al. [19] formulate the problem of
Section VI. Section VIl concludes the paper. accommodating more flows in a domain by minimizing the
maximum utilization of links and CPUs, and proposes several
heuristics. This approach is different from ours, as it aims at
maximizing the remaining resource capacity per link and CPU,
Previous works on resource allocation for SFC either athstead of maximizing the acceptable flow rate.etial. [20]
dress routing for fixed SF placement [10]-[13] or routing fodesign a unified framework composed of an NFV orchestration
flexible SF placement [14]-[20], with consideration for variousystem for SF placement and an SDN controller for routing. In
objectives. the framework, a heuristic solution is proposed for minimizing
In the case of fixed SF placement the problem is titne hop count between an ingress node and an egress node.
determine the routes of SC flows for given SF locations. Kim Compared to these previous works, our work allows to
et al. [10] propose algorithms for SC path selection so as tovestigate the tradeoff between acceptable flow rate and en-
reduce the operation cost while Gushchtral.[11] formulate ergy cost for multiple SCs by determining both SF placement
a path optimization problem to minimize the number of routingnd routing, and makes it possible to characterize the service
rules when all SFs of an SC are consolidated in a singtapacity of an SFC-enabled network in terms of acceptable
VM. Unlike ours, these works do not consider the processitfigw rates.
order specified in the SCs, which is a fundamental requirement
in SFC. Mijumbi et al. [12] formulate an online mapping I1l. SYSTEM MODEL

and scheduling problem in which the SFs that each SC ﬂowIn this section, we present our model of an SFC enabled

passes are scheduled over time so as to improve the revepu ori compatible with the IETF SFC architecture [3].
while reducing the cost in terms of computational resource '

utilization, not considering link capacity constraints. The paper

proposes several greedy algorithms and a tabu search basedlétwork topology

heuristic algorithm. Jangt al. [13] formulate the problem of  We consider an SFC-enabled network, as shown in Figure 1,
minimizing the network resource usage for a given SC flomnd model it as a directed gragh= (V, E). In accordance

as a linear programming (LP) problem which determines theéth the IETF SFC architecture [3], the Sétof nodes consists
routes of SC flows. Compared to [13], our work considex the setV;,, of ingress nodes, the skt,, of egress nodes,
the joint optimization of SF placement and routing for SGhe setVsy of service nodes (SNs), and the déirpr of
flows as a multi-objective optimization problem, and allowservice function forwarders (SFFs), i.8/, = Vi, U Vg U
simultaneous optimization of the acceptable flow rate and they U Vsrp. For a directed edgéi,j) € E C V x V we
energy cost. denote byC; ;) its capacity, .9.C(srr,,srr,) = 2 Gbps in

Il. RELATED WORK
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Set of SFs <Tow ol Control plane in SC1 SF2 is the first SF (not the second SF). Finally, we
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Fig. 1. SFC-enabled network topology.

m C. SF placement decision variables

We allow multiple instances of an SF to be placed on a
particular SN. We denote by’ ,, the number of instances
of SF m placed on SNi, and define theM x |Vsn| SF
placement matrix? = (P, ,,,). As an example, in Figure 1
Psn, . sr, = 2 because two instances of Sfare placed on SN
Figure 1. The ingress nodes and the egress nodes are enirfurthermore, we define the sBtof all possible SF place-
and exit points of SC flows, respectively, and we make theent matrices, which is a finite subset of afl x [Vs | non-
natural assumption that the ingress nodes play the role of #egative integer matrices, determined by the SNs’ resource
classifier, as in [3], i.e., the ingress node performs the SE@ailabilities A’ and the SFs’ resource requiremefts.
encapsulation to identify a specific SF path (SFP). SFFs only
forward flows to qther SFFS or to SFs after checking the SFEB;? Flow distribution decision variables
information contained in the SFC encapsulation header. Note ) ]
that according to [3] once processed by an SF placed on ar "€ placement of SFs together with the SF and link ca-

SN, flows return to the SFF visited previously (e.g., SFFSF pacities determines the acceptable flow rate of the SCs. We
2-2—SFF1 in Figure 1). denote byf® € R the acceptable flow rate of SC and we

We consider that an SN is a commodity server that c&l¢fine the flow rate vectdr = (f*, -, f%). Furthermore, we
host multiple VMs, with one SF instance per VM. Each SN igenote by c R, the set of acceptable flow rate vectors,
endowed withZ types of resources (e.g., CPU and memory@nd define the aggregate flow rate- > s f*. _
and we denote byl = {ai,...,a} } the available resources 'Ifo. serve SCs at a ﬂ(?W rate higher than the capacity of
of SN 4. As discussed in the IETF SFC WG and shown ifdividual links and SF instances, we allow the flow of an
Figure 1, there is a central entity, the SDN controller, locatetC t©© be split among multiple SFPs. Since an SC flow is
in the control plane [23]. The SDN controller monitors an@/Pically an aggregate of the traffic of multiple users, splitting
collects the status information in the SFC-enabled netwofRn be done without the risk of packet re-ordering. To capture
(e.g., resources of nodes, link capacities, SC requests) &pdltiple SFPs for an SG, we denote byf ", the flow rate of
performs SF placement and flow distribution by solving th&C s that passes linki, j) after being processed by Sf. As

Data plane

optimization problem presented in Section IV. a compact notation we define the ordetensorF, = (f((fj))
for (i,j) € E,s € S,t € {0,T}, wheres§ (i.e.,t = 0) means
B. Service functions and service chains that the flow of SCs is not yet processed by any SF amil

means that the flow of SE€ is processed by all SFs in SC

We denote by\ = {I,...., M} the set of available SFs, andFinaIIy, we denote byF; the set of possibl& tensors. As

B nstance of S (16, 2 VA template of S, e denote. 21 EXaMPIe, in Figure L there s an SFP for 5@ith a flow
by C,,, the maximum flow rate that Sk is able to serve, and raté of 1 Gbps (dashed line), thufg.p spp,) = 1 Gbps
refer to it as the processing capacity of an instance of,SF Since the flow traversing the link between Skrand SFF2
An SF may change the rate of a flow that traverses it [24], fé already processed by the first SF in $@.e., SF2). _
example, a firewall and a wide area network (WAN) optimizer Similarly, for capturing the flow rates injected to SF in-
can reduce the flow rate by dropping unpermitted flows afnces, we denote bff,  the flow rate injected to the'”
by compressing flows, respectively. To capture this, we dend@gtance of SFo,, placed on SN: after being processed
by ., the flow rate inflation factor of SF [14], [17], e.g., BY SFoj. As a compact notation we use the ordetensor
am = 0.95 implies that the flow rate decreases B when Fr = (f(’,)) for i € Vsy,s € S;t € {0.T, —1},n €
a flow is processed by Sk. {1,rg13i< P; »: }. Finally, we denote byF; the set of possible

A sequence of SFs forms an SC, and for ansSke denote F; tensors. As an example, in Figure 1 the flow of $C
by T’ the number of SFs that it is composed of. An §€an s injected to the second instance (i.e.,= 2) of SF 2
thus be represented by a vectore M, and we denote (which is the first SF in SCI) placed on SNI, and thus
by o the t'* SF in SCs. For example, in Figure 1 the firstfa}) — 1 Gbps
SF in SC1 is SF2, i.e., o] = 2, and the length of SQ " (5V1:2) '
is T = 2. A particular SF or an SF instance may appear in .
multiple SCs, possibly with different indices, e.g., in Figure - Normalized energy cost
SF 2 is the first SF in SCI, but is the third SF in SQ. To We use the normalized energy cost to capture the energy
ease presentation, we make use of the Kronecker dgita, efficiency of a placement. We make the reasonable assumption
e.g., in Figure 1 we havé,:, = 1 andd,; , = 0 because that the energy use is proportional to the amount of SN
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resources that are required to instantiate SFs [20], and defiig¢he weight factor is similar to generalized processor shar-
the resource-energy weight facter € [0,1] to model the ing [25], and ensures that a fractian, of the total flow rate
differing impact of different resources on the energy uge allocated to SG,

(e.g., CPU utilization vs. memory use). We thus express the

normalized energy cost as f2=ws Z fP=wsF, VseS8. (7
seS
-3 Y ra z (1)
i€Vsn meM =1 zEVSN B. Capacity constraints

The first type of capacity constraint ensures that link capac-

ities are not exceeded,
We are now ready to formulate the problem of finding an

optimal placement of SF instances and corresponding SC flows o
that maximizes the flow rate of SCs and minimizes the energy Z Z fity £Cugpy V(i,j) € E. (8)
cost. We start with introducing the flow conservation, capacity s€S5 =0

and SF order constraints, followed by the objective functlonrhe second type of capacity constraint ensures that the flow
rate injected to an SF instance does not exceed the processing

IV. CONSTRAINTS AND PROBLEM FORMULATION

A. SC flow conservation constraints capacity of the SF instance,
The first type of flow conservation constraint ensures that

the sum of incoming flow rates to an SFF is equal to the sum Z Z 8o mf Com,

of outgoing flow rates from the SFF, == (&m)
ST =S H Vs €SV e {0.T.),Vi € Virr. Vi € Von,Vm € M,V € {1, Py m}. ©)
Jjev JeEV

) Finally, the third type of capacity constraint ensures that

the capacity of an SN resource is not exceeded by the SF
The second type of constraint ensures that incoming flow rajgiacement,
to an SN are the same as the outgoing flow rates from the SN,
subject to the flow rate inflation factor, Z P <ai, VIe€{l,L},Vi€ Van. (20)

o4 o; meM
Figay ot = Fagy
Vs € SV E{L T, V) € Virr, Vi€ Van. (3) C. SC order constraints

Since each ingress node is the starting point of aggregated
flow rates, the third type of constraints requires that outgomgTO ensure that flows traverse SF instances in the order

flows from an ingress node have not yet been processed 59
any SFs in an SC, o; are directed to an SN with at least one instance of the

subsequent SF, i.e., S,
ZZf(w) 0.3 f7 = f*. Vs €S8.Vi€ Ving. (4)

Ts
t=1jeV JEV Z 2250 mf(J z)l < szcma

Similarly, incoming flows to an egress node should have been J€Vsrr s€5 =1

processed by all SFs in an SC, Vm € M,Vi € Vsn. (11)
T,
ol or, _ s X
Z Z f (G5 — Z f (45 — f H Aoy D. Decision variable constraints
t=1 jeVv JEV t=0
Vs € 8,Vi € Vegy. (5) Recall that P, ,,, takes non-negative integer values and

fZ ),f ,fS take non-negative real values. We thus have
The fifth type of flow constraint ensures that incoming flows ("7

to an SN can be injected only to SF instances that are placed

on the SN, H,m (S ZZO, Vi e VSN,V’ITL S ./\/l, (12)
s P'L,m s
D G = 2 D deimd oy 0< fiy < f° ¥ij)eEVseSvie{0,T.}, (13)
JEVsFF meMn=1

Vs e §,Vt € {1,Ts},Vi € Vo (6) .
The last type of flow constraint allows prioritization among 0= f(ztn)l = f(] i Vi€Vsn,Vi€Vsrr,
competing SCs through the SC weight factor. Our use Vs €8,Vt € {1,Ts},¥n € {1, P, o5 }. (14)
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E. Joint Flow Maximization and Energy Minimization Prob-Algorithm 1 FCRP algorithm.

lem

Input: G, A% R™

Cm7 amawsa Ut

We are now ready to formulate the problem of maX|m|Z|ng)utput P, F F, F;

the total acceptable flow rate and minimizing the energy cost
in an SFC-enabled network as the following multi-objective,
optimization problem

(Fv _E)
(14).
In order to transform the above multi-objective problem

max (15)
FeF FreFL,FreF,PeP

subject to (2) —

into a single objective problem, we use theconstraint s

method [21], that is, the energy cost part of the objective

function is converted into a constraint by introducing a threshs:
old Er;, for the energy cost. The resulting Energy Cost7:
Constrained Maximum Flow SF Placeme®BQ-MaxF-SFB  g.
problem is then o:
10:
11:

max (16)
FeF FreFL ,FieF;,PeP

subject to (2) — (14), E < Epp,.

It is easy to see that (16) is an MILP problem, and id?
computationally infeasible to solve in general, as shown hs:

the following theorem. 14:
Theorem 1: Thé&eC-MaxF-SFPproblem is NP-hard. 15:
Proof: To show that theEC-MaxF-SFPproblem is NP- 16:

hard, we provide a polynomial time reduction from the un-

bounded multiple knapsack (UMK) problem, which is known"’-
18:
19:

to be NP-hard [26].

The UMK problem considers a set of iteris= {1, ..., 1}
with profit p; and weightw;, and a set of knapsacks =
{1,..., K} with capacitiesc;. The objective is to compute 2o:

how many of each item to assign to each knapsack, denoted

by :ckz,Vk: € K,Vi € 7, so as to maximize the total proflt

ZK:1 Zzzlpla:,ﬂ) subject to knapsack capacity constramtaz:

Do Wik < ok, VEk € K.

We now show how to construct an instance of H@& MaxF-
SFP problem for solving an instance of the UMK problem.
First, in the EC-MaxF-SFPproblem all link capacities are

set to infinite (i.e., big enough). This ensures tB&-MaxF-

L =1, and the energy cost threshold is setlto

:IfETh> Z

2:
3: end if

4: Let Nppax = (n7a”

25:
SFPonly considers the acceptable flow rates at ingress nodes,
regardless of flow conversation and SC order constraint:
Second, the number of SN resource types is set to one, i.e.,
28:

Step 1. Fea5|b|I|ty check

arel then Go to Step2
mEMIEL] ietiy
else Stop Algorithm 1

Step 2: LP relaxation

i
max a
i,m i

)iGVSN,mGM ’ - ler?llg} \\
Solve EC-MaxF-SFPLP(N,ax) to obtainP%.
Step 3: Placement adjustment
for m =1to M do

7, m}

Leti = argmax;cy,, {P,

i,m

if PR <1land3le[l,L], st. aj >r", then
SetPR =1
end if
end for
Step 4: Flow rate loss evaluation
Let PI (Pllm)ZEVsN,meM’ Pllm - LPz{%mJ
Let Fé = (f,) e RUZNDM
for i =1 to |Vsn| do
for m=1to M do
Letwn, = 3 S0 Sos s
seS
Let fﬁm = (Pf - PI ) CmWm/ > W,
meM
end for
end for
Step 5: Flow-compensatory rounding
while F¢ > 0 do
Let m' = argmax,, { > gm}
i€Vsn
Let i’ = argmax;cy, . { [}
SetP} . =Pl . +1, f,., =0
if A e{1,L} st. af < X P, Cp, or E>
meM
Erp then
SetP} . =P}, —1, fi,. =0
end if
end while

Step 6: Optimal path creation
Solve MaxF_LP (P!) to obtainF,F, F;.

Then, for each item we create an SFkn with resource
requirement}” = w;, and capacity’,,, = p,. Furthermore, for

each knapsack we create an SN with resource availability rate by iteratively reducing the flow rate loss compared to an
aj = ci. By doing so, the objective &C-MaxF-SFFoecomes gptimal fractional solution. In what follows we explain the
the maximization of the total acceptable flow rate (the totgheration ofFCRPand analyze its computational complexity.

profit of the UMK), and the resulting placemeny ,,, of SFs
to SNs is the solutionr; of the UMK. Consequently, the
EC-MaxF-SFPproblem is NP-hard.

Since the EC-MaxF-SFP problem is NP-hard, in what

A. Algorithm Description
Algorithm 1 shows the pseudo-code BERP. The algo-

follows we propose a polynomial-time heuristic as a solutiofithm consists of six steps. The first step is to verify the
feasibility of EC-MaxF-SFP If the problem is feasibldzsCRP

V. FLOw-COMPENSATORYROUNDING-BASED
PLACEMENT ALGORITHM

creates an LP relaxation &C-MaxF-SFPreferred to a£C-
MaxF-SFRLP. In other words, integer variables (i.€?, ;)

The proposed flow-compensatory rounding-based placemanEC-MaxF-SFPare replaced by real variables, which makes
(FCRP) algorithm approaches the maximum acceptable fl&C-MaxF-SFPLP an LP problem. Therefore, the relaxed
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problem can be solved in polynomial time via well-known SN1GYCPU) | SN2 @vCPU) Parameter
. . . . . . - . Resource (vCPU) | Requirement (vCPU)
algpnthms (e.g., interior point method [27]) |mplementec_i in B En s \m Lo [orsStep 1 Sxe [ swa [ sen [ sea
various LP solvers (e.g., IBM ILOG CPLEX). As the third 03t oal st 0s Hlos s [ o [ o ] o
. . 117502 J12= 0 217 7 J227 77 Epp =11 (vCPU)/ 12 (vCPU
step,FCRP adjusts the real-valued SF placement solution to e e
SN 1 (5 vCPU) SN 2 (6 vCPU)

ensure that each SF has at least one instance. In the fourth Step 2 ||V 30930 at vanvaev
step, it rounds the adjusted real-valued solution for the SF |SFLEF"@ [se 1] se1 fse2]{se2]
placement, and evaluates the flow rate loss due to rounding. fhi=03 fly0.4] /=050 rfpm03
In the fifth step, it iteratively adjusts the rounded SF placement | [ SNAOYCPD || SN2 @ e o " ST
to reduce the flow rate loss. Finally, for the computed SF | tlstlonlisg]

0y

SF1SF1:|SF2|/sF2| Step3

placement it computes the optimal flow vectors by solving a3 flm 0 RTE
the LP problem (referred to ddaxF_LP) obtained fromEC- Don’t add! ‘ SNIGVCPU) || SN2 VCPU)
MaxF-SFPwith the fixed SF placement. (Violation for Egn) St€P 415\ Go | Spa | |[sw1 [ s |[sr2 |[sr2

Step 1) Feasibility check: The feasibility check verifies
that the given energy cost threshold (iBz;,) is sufficient for  Fig. 2. Example of FCRP algorithm.
instantiating at least one instance per each SF. The algorithm

terminates if this is rTOt the case. ) . is to balance the number of instances among SFs belonging
Step 2) LP relaxation: Note that the index in f; 7, refers (4 the same SC, as doing so helps to avoid an SF becoming a
to then!” instance of an SF in problem (16), and its maximumgottieneck for an SC. To compensate the flow rate 16%s, ,
value is determined by; .., which is the number of instancesjs incremented for SN’ and SFm/, and the corresponding
of SF-m on SN, and is the integer variable of the MILP.  fiow rate loss is set t® (line 25). Note that the rounding
In order to make an LP relaxation possible, we compute tReocedure should not lead to a violation of resource capacity
maximum number.;"2* of SF instances that can be placed ogf any SN or the energy cost threshdii};, (lines 24-26).
SN i by rounding down the ratio of the resource capacity of Step 6) Optimal path creation: Given the integer SF
the SN and the resource requirement of an SF instance (linegthcement matrixP!, the last step consists of solving the
We then temporarily create fictitious instances of each SF yaxF_LP problem to find the maximum acceptable flow rate
to the maximum number on each SN. Therefore, the relaxgdd the optimal paths, i.eE, F;,F; (line 28). Note that the
EC-MaxF-SFPLP problem includes flow variableg;’ for MaxF_LP problem is obtained from th&C-MaxF-SFPby
all 1 <n <nm™e and constraint#ffl =0 forn > P ,,. We removing constraints (10), (12), and the energy cost constraint,
then solve theEC-MaxF-SFPLP problem, which provides a together with the give®P?.
real-valued SF placement matd” (line 5).
Step 3) Placement adjustmentin order to avoid solutions B. Flow-Compensatory Rounding Example

in which a particular SF is not placed on any SN, which may \ve illustrate the operation oFCRP through an exam-
occur due to the rounding in the next step, if there is amBSF ple shown in Figure 2. The example assumes that the SF
for which the highest value aP/},, is less thanl, we round placement and the flow rate losses have been computed, as
it up to 1 (lines 6-11). This ensures that at least one instanggscribed in Steps — 4. In the example two instances of
of SFm, and thus constraint (7) can be satisfied. SF 1 and one instance of SE are placed on SN, and one
Step 4) Flow rate loss evaluation:To create an integer instance of SA and two instances of SFare placed on SN.
placement matrix we round dowR” to the nearest integer, Also, available resources of SNand SN2 are equally set to
resulting inP’ (line 12). Rounding leads to a decrease of the virtual CPUs (vVCPUs) and the number of vCPUs required
aggregate processing capacities of SF instances, which respjtsan instance of SA and SF2 are 2 and 1, respectively.
in a decrease (loss) of flow rate. We thus compute the flowherefore, SN1 and SN2 are consuming vCPUs and4
rate loss matrid? = (f¢,,), whose entries capture the flowvCPUs, respectively.
rate loss for SNi and SFm (lines 13-19). Recall that the In the example, the algorithm starts with the given SF
flow rate for each SC has a different weight, which is takgslacement at Step in Figure 2. Then we assume that the
into account when computing a weight factoy, for each SF corresponding flow rate loss for SFis 0.8, given by the sum
(line 16). Given the SF weights, we can use the decrease of tffef{’; = 0.3 in SN 1 and f§, = 0.5 in SN 2 while the flow
processing capacity (i.e(P%, — P/,,)+ C\,,) combined with rate loss for SR is 0.7, given by the sum offd, = 0.4 in
the share of SFs (i.ewm/ 3 ,,c o wm) (line 17) to compute SN 1 and f§, = 0.3 in SN 2. Therefore, as described in Step
the decrease of flow rate. 5 of Algorithm 1, SF1 is selected first, since its flow rate loss
Step 5) Flow-compensatory rounding:n the fifth step we is larger than that for SB. Next, SN2 is chosen for SH,
iteratively adjust the integer placement matB. Rounding because the flow rate loss in SNfor SF1 (0.5) is larger than
is performed once for every node-SF pairBt, i.e., a total that in SN1 for SF 1 (0.3). As an adjustment one instance
of M x |Vsy| times (lines 20-27), which guarantees that thef SF 1 is added on SN2 for accepting a higher flow rate,
running time of the algorithm is boundeBCRP first finds as shown at Step in Figure 2. After Ste@ in Figure 2, the
an SF (') with maximum loss rate among all SNs (line 21)algorithm performs the same procedure.
and then selects an Sh)that has the largest loss rate for the The following iteration first selects SE, since its flow rate
observed SF (line 22). The reason why we choose the SF ficgs ().7) is larger than that for SH (0.3). SN 1 is then
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TABLE |
DEFAULT PARAMETERS IN SIMULATIONS.
| Description | Value
Number of SFFs / SNs / links 10/6/42
Ern 0.5
vCPU requirements of SFs (1,1,2,2,4) [29]
Processing capacities of SFs| (0.5,0.5,1,1,2.5) (Gbps) [29]
Flow rate inflation factors of SFg (0.8,1,1.2,1,1)
Set of SC weights (0.4,0.3,0.2,0.1)

selected owing to the larger flow rate lo$s4), as shown at
Step3 in Figure 2. Unfortunately, adding one instance of SF
exceeds the threshold for the energy cost (L&/,12), which
makes this adjustment infeasible. The rounding procedur'g'
terminates eventually, after it iterates through the remaining
pairs, whose final placement is shown at Stejp Figure 2.

C. Complexity Analysis

In Algorithm 1, the for loop in lines 15-18 iterates\/
times, and the number of iterations of tfer loop at lines
14-19 is|Vsy|. Thus the number of iterations in the nested
for loop is M x |Vsx|, which includes thdor loop iterating
M times in lines 6-11. In addition, the maximum number
of iterations of thewhile loop in lines 20-27 is the size
of matrix F4, i.e., M x |Vsy|. Algorithm 1 solves two LP
problems, i.e.,EC-MaxF-SFPLP and MaxF_LP problems.
The formerEC-MaxF-SFPLP problem includes all variables
defined in theEC-MaxF-SFPproblem. Their sizes aré for
F, > csTs x |E| for Fr, Y s Ts x [Vsn| X |[Nmax| for
F;, and |[Vsn| x M for P, respectively. We denote by

7

0 1 2 3 4 5 6 7 8 9
Acceptable flow rate (Gbps)

3. Pareto frontier obtained based on the optimal salwitd using FCRP.

8

x(w‘:1,w2=0)

——-OPT
——FCRP|

(W1 =w,= 0.5)
7

ETh= 0.7

Acceptable flow rate of SC 1

Acceptable flow rate of SC 2

Fig. 4. Region of admissible flow rates fér= 2.

the sum of the sizes. Note that the complexity of solvingnd we createt SCs by randomly choosing subsets3obr 4
the latterMaxF_LP problem is lower than that of solving the SFs. The parameters are summarized in Table I. As a baseline
former problem since the SF placement mafPiis excluded for comparison we consider two placement algorithms and two
as variable. Since solving the LP problem can be done figuting algorithms.

polynomial time, the complexity oFCRP is polynomial in .
Tc. In particular, if an interior point method with complexity
O(N3%) is used for solving the LP problem, the complexity
of FCRP becomesO(Tg:%). Given recent developments in .
SDN/NFV technologies and high-performance controllers for
WANSs, the FCRP algorithm could be executed in real time
for medium sized network topologies.

VI. PERFORMANCEEVALUATION o

We use simulations to provide insight into the performance
of the propose@CRPalgorithm and the acceptable flow rates.
To evaluate the performance BCRP, we consider an SFC-
enabled network on the Abilene WAN topology (consisting of ®
12 nodes) in Intern&t[28]. The nodes in the network topology

Randomized placement (RP) algorithm The algorithm
randomly places each SF instance on an SN, subject to
node capacity constraints.

SF-aware placement (SFAP) algorithm The algorithm
sorts the SFs in ascending order of their flow inflation
factorsa,,,, and sorts the SNs in ascending order of their
hop-distance from the ingress node. It then places SFs on
SNs in order.

Multi path routing (MPR) algorithm : Given the lo-
cations and the number of SF instances, this algorithm
determines multiple routing paths per SC by solving the
MaxF_LP problem.

Single path routing (SPR) algorithm: Given the SF
placement, the algorithm chooses a single routing path

are mapped to SFFs, an ingress node, and an egress node. TheP€tween each pair of SNs that can accept the maximum
ingress node and the egress node are chosen to be at least twoflow in an SC. The single path can be computed using

hops away. We conne6tSNs to the mapped SFFs, and choose
the link capacities from the discrete uniform distribution

well-known algorithms for solving the maximum flow
problem (e.g., Edmonds-Karp algorithm [30])

(DUnif) on {5, 10} (Gbps). Since usually CPU capacity is the Given the two placement algorithms and the two rout-
most limited resource and the CPU usage dominates the enargy algorithms, we compareCRP to 5 algorithms, namely,
cost, we only consider CPU resources in the simulations, aR€ERP-SPRRP-MPR RP-SPR SFAP-MPR and SFAP-SPR
choose the number of vCPUs of each SN from the DUnif ddote thatFCRP-SPRsupportsSPRinstead ofMPR applied

{20, 25, 30}. For this network topology, we considér SFs,

in FCRP. For fair comparison witiFCRP, Er;, for the other

0733-8716 (c) 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JSAC.2017.2760162, IEEE Journal

on Selected Areas in Communications

8

©

algorithms is set to the energy cost obtained frB@RP, and

—*—FCRP

the initial number of SF instances is commonly determined 8| -8~ FCRP-SPR T
according tow,, in Algorithm 1. As a result, the energy costs 7H o Rpser
obtained using all algorithms are fairly similar. We thus show N s

simulation results only for the (aggregate) acceptable flow rate,
with the exception of Figure 3. All simulation results shown
are averaged ove?00 simulation runs, and5% confidence
intervals are shown.

Acceptable flow rate (Gbps)

o

A. Pareto frontier and Service capacity . R TRy T
We first compare the optimal solution obtained by solving Threshold for energy cost, £,
the EC-MaxF-SFPproblem to the solution obtained IRCRP,
by plotting the Pareto frontier, i.e., the achievable set &f9- 5 Effect of energy cost thresholdr,, on acceptable flow rate.
combinations of energy cost and acceptable flow rate that ‘ ‘ ‘
cannot be improved upon without deteriorating one of the two. > (w,=1, w,=0) TR
To obtain the Pareto frontier, we solved tBE€-MaxF-SFP T T with SPR [
problem for various values ofr;, between0O and 1, each :
solution providing us aveakly Pareto-optimal solution [21],
and plotted the resulting energy cost and acceptable flow rate.
Figure 3 shows the Pareto frontier of the flow rate (
axis) and the energy cosy-@xis) obtained by solvindg:=C-
MaxF-SFP (denoted byOPT) and obtained byFCRP. To
interpret the figure, observe that points above the curves
are not Pareto efficient and points below the curves are not
achievable. The figure shows tHAECRPachieves near-optimal
performance, as the relative difference @T is less than Acceptable flow rate of SC 2
13.3% in terms of the flow rate and.5% in terms of the _
energy cost. We can also observe that the trade-off betwééh - Region of acceptable flow rates € 2).
energy cost and flow rate is approximately linear. At the same

time, it is important to note that the actual energy cost does; g interesting to note that even thougdP places SF

not increase proportional to the energy cost threshBld  jhstances at random without consideration of the processing
for high values of the threshold (e.g., fdfr, = 0.75 the oger of the SCs and the locations of SF instances, it performs
actual energy cost is belo@.5), which shows that the link hetter thanSFAR which places SF instances based on their

capacity constraints limit the acceptable flow rates aboveqa,, rate inflation factor. The reason is that RP can avoid low

certain amount of SN resources. Overall, the figure shows ﬂ&%tpacity links on the paths of SC flows by evenly distributing

the proposedCRP algorithm allows to explore nearly Paretoe sks in the network.
efficient combinations of energy cost and acceptable flow rate’Comparing single and multi-path routing, Figure 5 shows

and can thus be used for long term capacity planning and {ft myitipath routing has little impact on the flow rate on the

characterizing the trade-off between flow rate and energy cQ{sigered network topology, as most flows traverse a single
Figure 4 shows the regions of acceptable flow rateg ofp4ih (that can accept the largest flow rate) between SNs. We

SCs forFCRP and OPT, respectively with3 different values c4n thus conclude that it is the placement of SFs, respecting

of Er, where the region is obtained by varying betweer)  gc order and resource availability, that are most important for

and 1. The figure shows the capacity region of the network Ihaximizing the acceptable flow rate.

terms of acceptable flow rates, and confirms that the capacityjgre 6 shows the acceptable flow rate regions for all six

region is convex and can be explored usFiGRP. considered algorithms fo§ = 2, obtained by varyingw,
between0 and 1. We observe that not only do&<CRP have

B. Effect of energy cost thresholdr, the Ia}rgest acceptablg flow rate region, but it ?s also the only

algorithm that results in a convex flow rate region. The reason

Figure 5 shows the acceptable flow rates as a function @f yhe irregular (non-convex) shape of the curves for the other
the energy cost thresholdy, for six algorithm combinations. g aigorithms is that they do not account for the processing
The figure shows that the acceptable flow rate increases Wilbiar of the SCs for SE placement.
Ery with a decreasing marginal gain, as the amount of usable
SN resources increases, confirming our previous observation
for Figure 3. At aroundE7, = 0.7 the link capacity starts C- Effect of network topology
to limit the acceptable flow rates for all six algorithms, but In order to assess the impact of the network topology on
as shown in the figurei:CRP achieves up t®35% and95% the performance of the algorithms next we consider the Geant

higher flow rates thaiRP and SFAR, respectively. topology @3 nodes) [28] and d-ary Fat-tree 6 nodes) [31],

Acceptable flow rate of SC 1
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Fig. 7. Acceptable flow rate vs energy cost threshold for thanG®pology. Fig. 9. Effect of SN resource.

T T T
—>—FCRP

B FORP.SPR the link capacities. A&CRP captures both the computational
2T | oo Remrk and link capacity constraints, it could be used for optimal
pol | T SrAPAeR dimensioning of the SN capacity for given link capacities and

—-©-— SFAP-SPR

network topology, as well as for link dimensioning for given
SN capacities.

Interestingly, contrary to expectations andHORP, the flow
rates of RP and SFAP do not increase monotonically as a
function of the available SN resources. This is because they
may place SF instances on SNs connected to low capacity
T i T links, and as the amount of SN resources increases, flows’

Threshold for energy cost, ., competition for link capacity reduces the acceptable flow rates.
This observation again highlights the importance of capturing

Fig. 8. Acceptable flow rate vs energy cost threshold for thdrEa topology. Computational and communication constraints together with
SC order requirements for the optimization of SF placement.

Acceptable flow rate (Gbps)

o
T

which is a well-known data center network topology, besides VII. CONCLUSION
the Abilene network. We addei® SNs to the Geant network | this paper we considered the placement of SFs and

topology, as it is more complex and larger than the Abilengresponding routing with the aim of maximizing the ac-
network. For the Fat-tree we mapped core switches 0 @Bptaple flow rate and minimizing the energy cost in an
ingress node and an egress node, host servers to SNs, §8¢_enabled network. We transformed the multi-objective
remaining switches to SFFs. ~ optimization problem into an MILP problem with a single-
Figure 7 and Figure 8 show the flow rate as a function %jective, and proposed a rounding-based heuristic algorithm,
Ery, for the Geant and the Fat tree topologies and for the SBcRp with low computational complexity. Simulation results
algorithms, respectively, and show tHa€RP performs best gemonstrate thaFCRP achieves near-optimal performance
overall. At the same time, Figure 7 highlights the importancg,q can significantly increase the acceptable flow rate under
of optimal multi-path routing on the Geant topology, whicky, energy cost budget compared with other algorithms. The
allows for more paths between SNs than the Abilene topologyesented results allow network operators to compute the
Similarly, Figure 8 shows that the performance gaiF@RP  5cceptable flow rates and the service capacity when multiple
is more significant on the Fat-tree topology than on Abilengcs are needed, as a function of various networks and SF
and on Geant, which is due to that tRe andSFAPalgorithms - parameters. As part of our future work we plan to address the
do not consider the SF order, and thus there is a h"\gf:oblem of resource allocation for a sequence of SC requests
probability that flows traverse the same links between SNgpject to reconfiguration constraints in the framework of
even though the Fat-tree topology has multiple paths betwegtyential decision making problems. As another extension,

SNs. This shows that on a regular topology it is essential @ also plan to investigate resource optimization issues in
use a placement algorithm that considers the order of SFScgntainer-based SFEC.
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