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Abstract—We consider the problem of performing distributed visual
analysis for a video sequence in a visual sensor network that contains
sensor nodes dedicated to processing. Visual analysis requires the
detection and extraction of visual features from the images, and thus
the time to complete the analysis depends on the number and on the
spatial distribution of the features, both of which are unknown before
performing the detection. In this paper we formulate the minimization
of the time needed to complete the distributed visual analysis for a
video sequence subject to a mean average precision requirement as
a stochastic optimization problem. We propose a solution based on
two composite predictors that reconstruct randomly missing data, on
quantile-based linear approximation of feature distribution and on time
series analysis methods. The composite predictors allow us to compute
an approximate optimal solution through linear programming. We use
two surveillance video traces to evaluate the proposed algorithms, and
show that prediction is essential for minimizing the completion time,
even if the wireless channel conditions vary and introduce significant
randomness. The results show that the last value predictor together
with regular quantile-based distribution approximation provide a low
complexity solution with very good performance.

Keywords—Image analysis; wireless sensor networks; scheduling; dis-
tributed computation

1 INTRODUCTION

Low cost cameras and networking hardware make a
new class of sensor networks viable, namely, visual
sensor networks (VSNSs), where visual information is
captured at one or several cameras and processed and
transmitted through several network nodes, until the
useful information reaches a central unit. VSNs differ
from traditional sensor networks, where the transmission
of sensed information requires little bandwidth and the
complexity of the information processing is rather low.
VSNs may instead capture high bitrate video sequences,
requiring in-network processing in order to reduce the
amount of data which is delivered to the sink node. The
information processing needed for visual analysis, such
as for tracking and for object recognition is, however,
computationally intensive even using state-of-the-art al-
gorithms like FAST and BRISK [1], [2].

A promising solution to allow real-time processing of
the visual information in a VSN is to delegate the compu-
tationally intensive tasks of interest point detection and
descriptor extraction to sensor nodes without cameras.
Doing so allows the use of the processing capacity of
those nodes, and not only their transmission capacity,
enabling more processing intense applications without
the need for an infrastructure. Unlike sensors with cam-
eras, which typically need to be calibrated, the processing
nodes can be installed or replaced with ease once their
batteries are depleted. A VSN with processing nodes may
thus be particularly useful in applications where easy
maintenance and extended lifetime are important, such
as surveillance systems in remote or hazardous areas, or
in protected animal habitats. Reducing the cost of VSNs
means they can even be used as disposable surveillance
systems, suitable for detecting and tracking the progress
of forest fires or other large scale natural disasters.

In this paper we consider visual analysis of video se-
quences based on local feature descriptors [1], [2], which
are widely used for object recognition and tracking. To
allow parallel computation, the camera node distributes
the workload of interest point detection and descriptor
extraction by assigning image sub-areas to the processing
nodes. The precision and the processing workload of the
visual analysis task depend both on the image size and
on the number of detected and extracted descriptors [3].
However, the time it takes for a particular processing
node to complete the processing depends on the avail-
able communication and computational resources of the
node and, importantly, on the image content, which is
not known prior to performing the processing. There-
fore, optimizing the distribution of the processing tasks
among the network nodes such that the completion time
of the VSN is minimized is a challenging problem.

In this paper we consider a network consisting of a
single camera node, several processing nodes, and a sink
node, and we formulate the processing task distribu-
tion problem as a multi-objective stochastic optimization
problem, first assuming deterministic communication re-
sources. To solve the optimization problem we leverage
the temporal correlation among the consecutive images
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in the video sequence. The temporal correlation allows
us to develop a predictor of the detection threshold, such
that the number of descriptors is close to the required
number. To minimize the completion time, we find the
optimal schedule of the transmissions to the processing
nodes, and we predict the optimal division of the image
into sub-areas using a percentile-based approximation,
such that the time of completing the feature extraction
is minimized. Numerical results show that prediction
is essential to achieve our objectives, and that the pro-
posed prediction algorithms combine low computational
complexity with good prediction performance. Finally,
simulations results considering realistic, stochastic wire-
less channels show that the proposed prediction based
solution is essential, and leads to a performance gain
that is almost independent from the channel quality.

The rest of the paper is organized as follows. In Sec-
tion 2 we review related work. In Section 3 we describe
the considered system and in Section 4 we provide the
problem formulation. In Section 5 we provide a method
for reconstructing randomly missing threshold data. In
Section 6 we develop the proposed predictors and in
Section 7 we identify the optimal scheduling order. In
Section 8 we present smiulation results and we conclude
the paper in Section 9.

2 RELATED WORK

The challenge of networked visual analysis is addressed
in [1], [2], defining feature extraction schemes with
low computational complexity. To decrease the trans-
mission bandwidth requirements, [4], [5] propose lossy
image coding schemes optimized for descriptor extrac-
tion, while [6], [7], [8] give solutions to decrease the
number and the size of the descriptors to be transmitted.
In [9] the number and the quantization level of the
considered descriptors are jointly optimized to maximize
the accuracy of the recognition, subject to energy and
bandwidth constraints. This approach is motivated by
the measurement results of [9], [10], [11], [12] demon-
strating that the performance of the visual analysis task
increases with the number of features considered, for
threshold based feature selection [9], [10], [11] as well as
for more complex selection methods [12]. [11] shows that
the MAP score decreases monotonically as the BRISK
threshold is increased, unless the threshold value is very
low, and thus the number of detected interest points is
very high, but that region is not relevant for wireless
sensor networks.

To decrease the transmission requirements of feature
extraction in the case of video sequences [13] selects can-
didate descriptor locations based on motion prediction,
and transmits and processes these areas only. In [14], [15]
intra- and inter-frame coding of descriptors is proposed
to decrease the transmission requirements.

Our work is motivated by recent results on the ex-
pected transmission and processing load of visual anal-
ysis in sensor networks [9], [3], [16], [17]. Measurements

in [3] demonstrate that processing at the camera or at
the sink node of the VSN leads to significant delays,
and thus distributed processing is necessary for real-time
applications. The requirement of prediction based system
optimization is motivated by the statistical analysis of
a large public image database in [16], [17], showing
that the number and the spatial distribution of the de-
scriptors have high variability and depend significantly
on the image content. Thus, the temporal correlation
in the video sequence needs to be utilized to achieve
the efficient control of the visual analysis parameters.
Finally, experiments in [9] show that the processing delay
and the energy consumption increase linearly with the
image size and with the number of detected descriptors.
Consequently, to limit the time needed for descriptor ex-
traction, the number of descriptors need to be controlled,
and the workload allocation has to consider both the size
of the sub-areas and the distribution of the descriptors.

Optimal load scheduling for distributed systems is
addressed in [18], in the framework of Divisible Load
Theory, with the general result that minimum completion
time is achieved, if all processors finish the processing
at the same time. Usually three decisions need to be
made: the subset of the processors used, the order they
receive their share of workload, and the division of the
workload. Unfortunately, the results are specific to a
given system setup. Works closest to ours address tree
networks with heterogeneous link capacities and proces-
sor speeds [19], concluding that scheduling should be in
decreasing order of the transmission capacities, while the
processing speed does not affect the scheduling decision.
However, [20] shows that the optimal scheduling order
may be different if the processing has constant overhead,
and under equal link capacities the scheduling should
happen in decreasing order of the processing speeds. As
we show in the paper, this result can not be used in
general either, for example, in our scenario where unicast
and multicast transmissions are combined, and the link
transmission capacities differ.

We introduced the main components of prediction
based distributed visual analysis in [21], [22]. In this
paper we provide a discussion of application scenarios,
a revised and more detailed description of the problem
and a more thorough performance evaluation of the
proposed algorithms. Moreover, we use simulations to
evaluate the effect of the randomness of the wireless
channel on the prediction accuracy.

3 BACKGROUND AND SYSTEM MODEL

We consider a VSN consisting of a camera node C, a set
of processing nodes NV, |[N| = N, and a sink node S. The
camera node captures a sequence of images. Each image
is transmitted to and processed at nodes in V, and finally
the results are transmitted to S where the visual analysis
task is completed.
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3.1 Communication model

The nodes communicate using a multicast/broadcast
capable wireless communication protocol, such as IEEE
802.15.4 or IEEE 802.11. Transmissions suffer from packet
losses due to wireless channel impairments. As measure-
ment studies show [23], [24], the loss burst lengths at
the receivers have low mean and variance in the order
of a couple of frames [25], [26]. Therefore, widely used
wireless channel models are time independent fading
channels, or finite state Markov channels, with fast de-
caying correlation and short mixing time. In the system
we consider, the amount of data to be transmitted to the
processing nodes is relatively large, and therefore it is
reasonable to model the average transmission time from
C to anode n € N as a linear function of the amount of
transmitted data. We can thus model the time it takes to
transmit p pixels from the camera node C to processing
node n € N as a random variable K,,, with a conditional
expected value of E[K,|p] = C,,-p, where C,, denotes the
average per pixel transmission time, including potential
retransmissions, and is referred to as the transmission
time coefficient throughout the paper. As the throughput
is close to stationary over short timescales, ), can be
estimated [27]. When using multicast or broadcast trans-
mission, the throughput is determined by the receiver
with lowest achievable throughput.

3.2 Feature detection and extraction

We consider a sequence {Z,;},i =1,...,I, of images is
captured at C. Each image has a height of h and a width
of w pixels. For each image, C sends the image data to the
processing nodes, which perform interest point detection
and feature descriptor extraction.

Interest point detection is performed by applying a
blob detector or an edge detector at every pixel of
the image area [28], [29], [2]. The detector computes a
response score for each pixel based on a square area
centered around the pixel, with side length 20w pixels,
where o depends on the applied detector. A pixel is
identified as an interest point if the response score ex-
ceeds the detection threshold ¥ € ® C R*. The number
of interest points detected in an image depends on the
image and on the detection threshold 1}, we thus describe
the number of interest points detected in image 7 is by an
integer valued, left continuous, non-negative, decreasing
step function f;(¥) of the detection threshold ¥. f; is
not known before processing image i; we model it as
a random function chosen from the family of integer
valued, left continuous, non-negative, decreasing step
functions. The inverse function f;' : N — @ can be
defined as f;"! (m) = max {9|f; (¥) = m}. The maximum
exists because f; is a left continuous, decreasing step
function. We denote the sequence of thresholds used in
the images by ¥ = (¥4, ...,91).

In order to distribute the workload among the process-
ing nodes in N, the camera node divides each image i
into at most IV sub-areas. Sub-area Z; ,, is then assigned

to processing node n. For simplicity, we consider that
the sub-areas are slices of the image formed along the
horizontal axis. This scheme was referred to as area-
split in [16], [17]. We specify the sub-areas by the hori-
zontal coordinates of the vertical lines separating them,
normalized by the image width w, which we refer to
as the cut-point location vector x;, = (x;1,...,ZiN),
Ti1 < < z; v = 1. For notational convenience,
we define z;0 = 0, the left edge of image ¢, and
x = (x1,...,27), the sequence of cut-point vectors used
for the trace. Since interest point detection at a pixel
requires a square area around the pixel to be available,
all points within ow pixels of the horizontal coordinate
x; » need to be transmitted to both node n and n+1. We
call o the overlap, and we express its value normalized
by the image width w (hence the multiplication above).
We consider that % >> o0, which holds if the image size
is reasonably large.

The number of interest points detected in sub-area Z; ,,
depends on the image, the detection threshold ¢; and
on the cut-point location vector x;. We thus describe
the number of interest points detected in sub-area Z;,,
by the function f;,(¢;,z;), and we define the vector
function f; (U, 2;) = (fin (9i,%:),. ... fin (9i,%:)). The
function f; (9;, ;) can be modeled as a random function
from the family of integer valued vector functions with
Z,ﬁ[:l fin(¥,2;) = fi(¥). We consider that the time it
takes to detect the interest points is a linear function of
the size of the sub-area (not including the overlap) with
rate P4, and of the number of interest points detected
with rate P47,

As the next step, a feature descriptor is extracted
for each interest point. The time it takes to extract the
descriptors is a linear function of the number of interest
points detected with rate P *P.

To validate this model, we performed interest point
detection and feature descriptor extraction on a Bea-
gleBone Black single board computer for 3 different
image sizes using OpenCV [30]. The results shown in
Figure 1 confirm that the computation time can be well
approximated by a linear function. Similar results were
reported on an Intel Imote2 platform in [3].

When node n completes the extraction of descriptors
within sub-area Z;,, it transmits them to S, where
various computer vision tasks can be performed. In order
for S to be able to perform its computer vision tasks,
it requires M* interest points to be detected in each
image. While the required number of interest points,
M*, may vary over time, depending on the observed
scene, scene changes would happen at a time-scale much
larger than the time between subsequent images, we thus
consider it to be constant. In Section 5 we will briefly
discuss how to handle varying M*. To optimize the
distributed processing, ¥ and x should be selected based
on information available at S. Since for each already
transmitted image 4 the sink has access to the parameters
(9, 2;), as well as all the interest point descriptors, it

1536-1233 (c) 2015 |EEE. Personal useis permitted, but republication/redistribution requires | EEE permission. See
http://www.ieee.org/publications_standards/publicationg/rights/index.html for more information.



This article has been accepted for publication in afuture issue of thisjournal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/TMC.2015.2465390, | EEE Transactions on Mobile Computing

O 1920x1080
O 1244x756
| & 941x529
— — — Detection
[| *++ Extraction

o o
o N

e
&)

o o
now

Detection and extraction time [s]
o
n
T

R
R

e

0 N i i i i i i
0 100 200 300 400 500 600 700 800 900 1000
Number of interest points

Figure 1: Average time for performing detection and
extraction as a function of the number of interest points
found for three image sizes. The linear regression shows
a good fit.

knows the location and score of each detected interest
point. It can therefore calculate f; (¢) for any ¢ > ¥,,
i.e., the total workload the system would have had with
detection threshold 9. Nevertheless, if f; (¢;) < M* then
f7 1 (M*) cannot be computed by S. Similarly, S can
compute f; (9, x;) for any ¥ > ¥; and any cut-point
location vector . We use T; to denote the information
available to S about image i, and Y,_ to denote the
information available about all images previous to image
1.

4 PROBLEM FORMULATION

Based on the model of the wireless links and of the
detection and extraction of features, we first express
the reception and processing times of the N processing
nodes as a function of the threshold ¥; and the cut-
point location vector x;. We then define the performance
metrics and formulate our objective.

4.1 Expected completion time

Assume the processing nodes are numbered by the order
in which they receive their data from the camera node
C, and let us consider a node n. Initially, node n is
waiting while all preceding nodes receive their data. It
then starts receiving data once C starts to transmit the
overlap shared between nodes n and n — 1, followed
by the data destined to node n only, and finally the
overlap shared between nodes n and n + 1. Once node
n has received the data, feature detection and descriptor
extraction are performed on the sub-area Z;,. Finally
the descriptors are transmitted to S. For high resolution
grayscale images, the image data is in the order of tens
of Mbits, while in the case of modern binary descriptors
like BRISK [2], the size of the descriptors is in the order
of a few hundred bits, which gives a few hundreds of
kbits descriptor data for realistic M*. Due to the two
orders of magnitude difference, we do not consider the
time it takes to transmit the descriptors to S, and define
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Figure 2: Example with N = 3 processing nodes. The
image is cut along the horizontal axis, the sub-areas and
the overlaps are received and processed by the process-
ing nodes. A node is either (w)aiting to receive data,
is (r)eceiving individual data, is receiving (o)verlapping
data, or is (p)rocessing data.

the completion time as the sum of the reception, feature
detection and descriptor extraction times. Figure 2 illus-
trates the phases for N = 3.

Lemma 1. Minimizing the completion time based on the
transmission time coefficients C,, minimizes the expected
completion time.

Proof: Observe that the completion time of process-
ing node n is the sum of a number of random variables,
in particular, the transmission times to the preceding
processing nodes (K,,, m < n), its own transmission time
(K,) and its processing time. Furthermore, given the size
Zn — Tp—1 of sub-area n, the processing time of node
n is conditionally independent of its transmission time.
Since the expected value of a sum of random variables
equals the sum of their expectations, and the expected
transmission times are determined by the transmission
time coefficients C,,, the result follows. [

Motivated by Lemma 1, we can use the transmission
time coefficients C,, and processing time coefficients
Pdrr pdir and PSP to provide matrix expressions
for the expected reception, processing and completion
time. The expressions given describe the case when
20 < i n—1 —x;n, i€, an overlap spans only two nodes;
similar expressions can be obtained for 20 > x; ,—1 —Z; p.
Let D; and E; be N x N matrices, and let G; be an
N x 1 column vector. Also, let us use the notation
CM 2 max(C,,C,+1) as a shorthand for the effective
transmission time coefficient for multicast transmission
to nodes n and n + 1.

The average time node n > 1 spends waiting before it
receives the first bit depends on the transmission time
coefficients and the size of the sub-area of the preceding
processing nodes,

n—1
T’:,Un = hwC (111‘1 _O) +hw Z Cm(l’m — Tm-—1

m=2

- 20) + 0,557120.
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This can be expressed in matrix notation as
T = D¥x; + G, where

hwC,, m=n-+1
dp o = { hwCp, — hwCry1, m>n+1
0, otherwise,

and

. 0, m=1
Im = {hwoCl + Z;n;zl (2hwon-V£1 — 2hwon) , m>1

Node n receives the overlaps with its neighbours in
multicast transmission. As nodes 1 and N are assigned
the first and last sub-areas of the image respectively,
they will only receive a single overlap. The time to
receive the overlap is determined by the multicast
transmission time coefficient CM and by the overlap o,
TP = G°, where

2hwoCM, n=1
g% =< 2hwoCM | + 2hwoCM, 1<n< N
2hwoC¥._,, n = N.

The average time it takes node n to receive the non-
overlapping data depends on the size of the sub-area
Zin, and on the transmission time coefficient,

T, = hwCr(zn — Tn—1 — 20) + C’fLVI_IZO, 1<n<N.

This can be expressed in matrix notation as
T = D"x; + G", where
hwC, m=mn
dyn =94 —hwChy1, m=n+1
0, otherwise
and
r _ J—hwoCyn, mne{l,N}
n = —2hwoC),, otherwise.

The time it takes to perform interest point detection is
a function of the size of sub-area Z; ,, and of the number
of detected interest points,

hw f,-,n(ﬂ,xi)

d
T, = (xn — Tn—1) + .

) d,px n n d,ip

Py P Py

’

which can be expressed in matrix notation as
T¢ = Dx; + E*f, (94, x;), where

m=n
., Pg,z;f )
w —
dyum = —pd.E m=n+1
n41
0, otherwise
and
1 _
d dipy M=n
e = P’V‘L
m,n .
0, otherwise.

Finally, the time needed for descriptor extraction is a
function of the number of detected interest points
Te _ .fi,’ﬂ(’lgv Xi)

in — Pﬁ )
which can be expressed in matrix notation as
Tf = E°f; (Vi,x;), where

1 —
e {P“ m=n
e = n
m,n

0, otherwise.

Let us define D £ D¥ + D" + D¢ E 2 E? + E¢, and
G £ G" + G° + G". Using this notation we can express
the expected completion time of each node n for image
i, Ty (3, 2;) = (Tig (U5, 25) ..., Ty n (U, 2;)) as

T; (05, %) = D, + Ef; (95, 2:) + G, 1)

which is a non-linear vector function of ¢; and x;.

4.2 Performance optimization

We are interested in two key aspects of the VSN’s
performance. First, we want to ensure that the VSN can
perform the visual analysis task at the required level
of mean average precision. The mean average precision
is a concave function the number of detected interest
points [9], [10], [11], while the completion time is an
affine function of the number of interest points, hence
detecting too few or too many interest points can both be
detrimental. Therefore we define our first performance
metric to be the squared error in detected interest points
in image ¢ compared to the target value M* required by
the computer vision task

e () = (f; (0;) — M*)?, 2)

and we define the corresponding mean square error
(MSE) as ¢ (9) = + S°1_ | eP (9;). We define the optimal
detection threshold for image i as ¥ = max(6;), where
07 = {dle (¥) = 0}.

Second, we are interested in minimizing the time it
takes to complete the detection and the extraction of all
descriptors. We therefore define our second performance
metric based on the VSN’s completion time, which we
define as the largest completion time among all pro-
cessing nodes. We define the squared completion time
error of the VSN for image 4 as the squared difference
compared to the smallest possible VSN completion time

e (0, x;) = (max (T; (%, x;)) — max (T; (97, azf)))2 ,

n n

)
and the mean squared completion time error as
eC (W,x) = 131 €€ (9;, ), where the optimal cut-

point location vector ] € arg min,, max,, (T; (¥}, z;)).
Observe that both (2) and (3) depend on the functions

fi and f;, which are not known prior to processing image

i. By modeling f; and f; as random functions, we can

1536-1233 (c) 2015 |EEE. Personal useis permitted, but republication/redistribution requires | EEE permission. See
http://www.ieee.org/publications_standards/publicationg/rights/index.html for more information.



This article has been accepted for publication in afuture issue of thisjournal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/TMC.2015.2465390, | EEE Transactions on Mobile Computing

formulate our problem as a stochastic multi-objective
optimization problem

lexmin(E[e? (9)], E[e®
s.t.

(9, 2)]) 4)

Vel xexl (5)

where lexmin stands for lexicographical minimization,
and we are looking for an expected value efficient solu-
tion [31]. Since the choice of ¥J; and «; for image 4 does
not influence the error at images j > ¢, this problem is
equivalent to solving

lexmin(E[e? (9;)], E[e¢
s.t.

(i, i)]) (6)

Y%, €0,x; € X, (7)

for every image ¢ based on the information Y,_. We
therefore search for the solution in the form of a predictor
7*(T) that minimizes the expected square error

(m (L)), ®)

and a predictor v*(Y) that minimizes the expected
squared completion time error

(7" (Tiz) v (Ti)))- ©)

7% € arg min E[e”
T

y* € argmin E[e{’
B!

In what follows we develop and analyze predictors with
low complexity and little overhead suitable for sensor
networks.

5 REGRESSION-BASED THRESHOLD RECON-
STRUCTION

We will first address prediction problem (8). Solving
this problem with conventional methods is not straight
forward for two reasons. First, since f;(¢), and thus
(2) are ste g} functlons in ¢, the sets of minimizers
0r = {V]eP (¥) =0} may not be singleton. Second, if
fi(@ i) < M* then 0% is unknown and can not be used
for prediction.

We propose two regression-based methods for estimat-
ing 07, which allows us to evaluate various autoregres-
sive models that require ¥} for prediction.

Consider an image ¢ for which the predicted detection
threshold 9J; results in fl(ﬁl) < M*. The goal is to
estimate some % € 6 that can be used to predict
Vig1 € 07, 1. The key tenet of the proposed approach
is to use preceding images for which f;(9;) > M* for
estimating the slope of the function f;"! around M*. Let
Z,— be the set of indices of the images before image i for
which the estimated detection threshold ¥, resulted in
more than M™ interest points, i.e., f; (¢ 9;) > M*Vj e T,
We can use the images in Z;_ to estlmate the slope of
the function ;! around M* in two ways: in the forward
direction and in the backward direction.

Forward estimate: To obtain the forward estimate of
the slope of the function we define the forward regres-
sion coefficient

T Sjer, (50;) = M)W, — f;71(M))
77 Ljer. (£i(0;) — M*)?

which is the estimated slope of the piecewise linear
extension of fi_1 in the forward direction (i.e., beyond
M*). We then use the forward regression coefficient to
obtain the estimated threshold

O =0, — (fi(d;) — M*)BL (11)

Backward estimate: To obtain the backward estimate
of the function’s slope we use the same linear regression
but in the backward direction. In the backward direction
(i.e., less than M™* interest points) we can compute the
regression for arbitrary difference d < M* based on the
available data Z;_. For a particular difference d after
simplification we obtain

gl = , (10)

1 —d
BY_(d |Z M) - j} M ), (12)

JETL;—

which is the average backward difference quotient of
! at M* over the images in Z;_. Using the backward
regression coefficient we obtain the estimated threshold

07 =i = (fi(D:) = M*)B}_. (13)
Proposition 1. Assume that for every d the backward

difference quotient ST M) s (M —d) of f7' at M* can
be modeled by an i.i.d. mndom variable, and is indepen-
dent of fi ( “). Then the estimated threshold 0v* =
arg ming E[ D).

Proof: Since the backward difference quotient is in-
dependent of f; ' (M*), the backward difference quotient
of images j € Z;,_ is an unbiased sample of that of all
images j < 4. Since $?_(d) is the sample mean of the
backward difference quotient, it is the minimum variance
unbiased estimator, and thus it minimizes the expected
square error. ]

If the target value M* varies over time, then one
can maintain the difference ratio quotient estimates for
different values of M*. Given 9%* or §/*, and a policy to
choose an element of the set 8}, we can use a time series
model such as AR, MA or ARMA, to predict ¥;11.

6 PREDICTIVE COMPLETION TIME MINIMIZA-
TION

We now proceed to address the minimization of the
completion time, i.e., the problem of finding a predictor
that solves (9). As with prediction problem (8), there are
two issues that make this problem non-straightforward
to solve.. First, since T; (¢;,«;), and thus (3) are step

*

functions in ¥ and x, the sets of minimizers =} =
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{x|ef (0*,2) =0, 9* € 67} may not be singleton. Sec-
ond, a predictor for solving (9) also needs to predict the
location of all interest points in each captured image.
First, we consider a given ordering of the processing
nodes and provide an algorithm to approximate the cut-
point location vector x; that minimizes the completion
time for the ordering. Second, in Section 7 we show how
to find the ordering that allows the smallest completion
time.

6.1 Distribution-based Cut-point Location Vector Se-
lection

Without loss of generality we consider that sub-area Z; ,,
has to be processed by node n, and for image ¢ we need
to find the cut-point vector ; that minimizes eic(ﬁi, x;).

Let us assume that the distribution of the interest
points” horizontal coordinates F;(1J;,z) is known, thus
fi (i, x) can be computed for an arbitrary cut-point
location vector . We can then compute the cut-point
location vector z} for image i that minimizes ¢ (9, x;)
by solving the integer programming (IP) problem

mint (14)

s.t.
Dx; + Ef; (9;,%x;,)+G < t1 (15)
—20 Vn (16)
{1,...,w} VYn (17)

Tin—1W — Tjpaw <
TipW €

where (15) is componentwise, (16) enforces that the cut-
point coordinates are increasing, (17) ensures they are
aligned with pixels, and 1 is a N x 1 column vector of
ones.

Using the IP (14)-(17) for the considered VSN faces
two challenges. First, solving IP problems is computa-
tionally intensive, in general. Second, the distribution
F;(x) is not available until the processing of image i
is completed, at which point solving the IP problem
is no longer necessary. Thus, the biggest challenge in
solving (14)-(17) is that it needs a prediction of the
distribution F;(1;,x;) of interest points in image ¢. This
prediction would require predicting the locations and
appearance/disappearance of all interest points for every
image, which is computationally infeasible. We address
this challenge in the following.

6.2 Percentile-based Cut-point Location Vector Se-
lection

We propose to solve the above problem by approximat-
ing the distribution F;_;(9;, z) of interest points through
its percentiles, and by predicting the approximation of
the distribution F;(¥;4+1,) for the optimization through
predicting the percentiles. Here we focus on the approxi-
mation and the optimization, and will compare various
predictors in Section 8.

We approximate the distribution F;(d;, ) with the
distribution F;(%J;, z), obtained as the linear interpolation

of F;(¥;,z) between its values at ) percentiles, denoted

by £ =¢&1,.... 80,

Fiia) = 2= v, (18)
gq - fq—l

where £, =0, ;-1 <z < &, mq = Fi(V:,&) — Fi(Vi,&-1)
is the portion of interest points in the interval {,_; <
r <&, and [,y = F;(9;,&,-1) is the portion of interest
points left of &,_1. F;(9;,z) is a non-decreasing, non-
negative, continuous, piecewise linear function, which
we can use to compute the approximate number of
interest points assigned to node n for cut-point location
vector x; as

fin Wi, 20) = M* (Fz‘(ﬁz’,diz’,n) - Fz’,x(ﬁi,zi,n—ﬁ) . (19)

We can use (19) to express the approximate time needed
for interest point detection

T¢ = D%, + G? where
hw M* Tq —
. m=n
pive TPl g1
J —hw M* Ls
d'(rin n = d - 3 r m=n-+ 1
s ,PT dyip €.—€,._1"
PP P Er—&r—1
0, otherwise
M* & Eq—1T
~d r—1Tr q—1Tq
9n = d,ip - +Hq71 _Hrfl ; vn
Py \& —&-1 &g— &1

and the approximate time needed for descriptor extrac-
tion

T¢ = DC°x; + G° where
M* _ 7q _
P ;€4 1’ m=n
e _ M* T _
dpn = TP 61 m=n+1
0, otherwise
M* Ty _
957, _ < ET 17y _ fq 17Tq + Hq—l _ Hr—l) ; vn
Pﬁ fr - 57‘—1 fq - gq—l

By forming the matrices D £ D" 4 D" + D? + D¢
and G 2 G¥ + G° + G" + G* + G¢, we obtain for the
approximate completion times of the nodes the set of
linear equations

T, = Dz; + G. (20)
The cut-point location vector &; that minimizes (20) can

be obtained by solving the integer-linear programming
problem

min ¢ (21)

s.t.
Dx; +G < t1 (22)
—20 Vn (23)
{1,...,w} VYn (24)

Tin1W — Tipw <

TjnW €

Since (22) is piecewise linear, a linear relaxation of the
problem can be solved efficiently, and the rounding error
is negligible if the distribution F,(¢,z) is reasonably
smooth. Observe that by using @ = f;(¥;) percentiles, the

1536-1233 (c) 2015 |EEE. Personal useis permitted, but republication/redistribution requires | EEE permission. See
http://www.ieee.org/publications_standards/publicationg/rights/index.html for more information.



This article has been accepted for publication in afuture issue of thisjournal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/TMC.2015.2465390, | EEE Transactions on Mobile Computing

approximate distribution Fy (¢, z) is a linear interpolation
of Fy(9,x).

An important question is how close to optimal would
be the completion time of the processing with this ap-
proxnnate solution. To answer this question we intro-
duce TN (¥;,xf) = max,(T;(9;,x})), the optimal pro-
CNessmg Completion time in the VSN based on (14)-(17),

TN, &) = max,(T;(9;,&;)) the optimal completion
tlme with the linear 1nterpolat10n according to (21)-(24),
and fmally TN(¥;, ;) the experienced completion time
if &7 is apphed for the real distribution F,(¥,z). In the
following we give a bound on the maximum difference
between TN (9;,z}) and TN (9;, Z})

Proposition 2. For any e¢ > 0 there exists () such that
TN (05, @) < TV (03, &) + e

Proof: As TN(9;,xf) < TN(9;,Z;), we prove
TN (0;, &) < TN (95, &) + €. Despite the linear interpo-
lation, for each node n the components of T, (9;, ;)
and T; ,, (¥;, &) are identical: the transmission time, the
sub-area size dependent part of the detection time, and
the detection and extraction times that depend on the in-
terest points in the percentiles following 77, ; and pre-
ceding 7 ,,. If we define A; = max, |F;(¥;,x) — Fi(ﬁi, x)|,
we can obtain the worst case bound €, = T, (¢;, &]) —
Tm (9;,27) < 24 (Pd =+ Pis), and consequently é =
TY (95,87) = TN (9,&7) < 20 max, (5 + 7 ).
Let us now consider @) quantiles. The number of
interest points between neighboring quantile points is
% — 1> A,;, and consequently we have

- (Y, 1 1

Thus, € < € for any @ > %, with T, =

Pdlp + PF"
In

6.3 On-line Cut-point Location Vector Optimization

So far we considered minimizing the expected comple-
tion time, assuming that data are transmitted with the
expected transmission time coefficients C,,. The actual
transmission times are however random, and would
differ from the expected values. In the following we
address whether one should recompute the cut-point
location vector after the data transmission to node m
completes, to further minimize the completion time of
the distributed processing.

Let us consider image ¢ and denote the expected time
of completing the transmission to node m by 7, ., (¢;, }),
and the expected remaining time until completing the
processing of the image by 7 4 (¥;,2}), such that
Tiom (04, 27) + Timy Wi, x}) = TN (95, 2}) according to
(14)-(17). Let us furthermore denote by 777, (¥;, z}) the
experienced time of completing the transmission to node
m, using the optimal cut-point vector z;. Also we denote

by «™ and ™% the first m and the remaining N —m
elements of vector x.

Proposition 3. For all m = 1...N — 1, x["™ =
{2} i1 T 2y - - - @i N}, that is, the cut- -point "location
vector calculated according to (14)-(17) minimizes the ex-
pected completion time T, "™ (9;, [xI"*,x]*]) for any given
Tlm (’l?i,X*).

Proof: We prove the theorem by contradiction.
N (05, x*,x]""])  can  be  minimized by

7 2
mlmmlzing the remaining expected completion time

Tim+ (3, (X", x]"7]), where x]"* is arbitrary.
Assume now that there exists ="t # z"**, such
that 777, (%, [z, 2]""]) < sz+(19i,$;<). Then, ex-

changing a:m+* with z"*, the completion time ex-
pected before the start of the transmission of the first
sub-area of image i would be 7;,,— (9, [z7*, x"1]) +
Tim+ (3, [, &]"T]) < T; (¥;, x}), which is a contradic-
tion. 0

Thus, the optimal cut-point location vector does not

need to be recomputed after the transmission starts.

7 SCHEDULING ORDER

From [18] it is known, that for given scheduling order,
that is, given order of transmission to the processing
nodes, the task completion time is minimized, if all the
processing nodes completes the processing at the same
time, while the achievable minimum depends on the
scheduling order. Below we show that the existence of
data transmission overlap affects the optimal scheduling
method. We show that to minimize the completion time
decisions need to be made: i) on the order of the trans-
mission to the utilized processors, ii) on the number of
processors to be utilized, and iii) whether the overlap
should be transmitted multicast or by separate, unicast
transmission to the two involved processors.

Let us consider the simplified case, when the process-
ing time is proportional to the amount of received data,
that is, P, = P%P* and P4 = P¢ = 0, and there are
only two processing nodes N = {A B}.

Proposition 4. If overlap is not required, i.e. o = 0, the
completion time is minimized by scheduling the nodes in
increasing order of per bit transmission time.

Proof: Here we recall the proof for N = 2. The
extended version can be found in [19]. Consider two
processing nodes, A and B, with C4 < Cp and arbi-
trary processing capacities P4 and Pg. When node A is
scheduled before node B, the completion times for image
1 are

xi1Ca + Ii‘l
2;1Ca + (1 — z;, 1)03 +

Ti,AB = hw 1— ac1 1 . (26)

This gives optimal cut-point location, under which the
processing at node A and B completes at the same time
Pa(1+ CpPg)
Pa+ P+ CpPaPp’

Ti1,AB = (27)
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and the resulting minimum completion time is

X (1+CaPa)(1+CpPg)
TFap = . 28
AB Py + Pg+CpPaPp @8

Scheduling the nodes in the reverse order gives

1—x; 1

2;10Cp+ (1 —2;,1)Ca + Pa

Tia=h oy , 29
B4 v 2;1CB + Fl’; @9)
The optimal cut-point location in this case is

" Pg(1+ CaPa)
i = ; 30
TRLBA T B Pp + CaPaPs 30

and minimum completion time becomes

TV pa = (1+CAPA)(1+CBPB). 31)

Py + Pg + CaPaPp

Assume, T} 4, < T 4 5. As (28) and (31) differ only in
one term in the denominator, T/, < T/ 45 — Ca > Cp,
which contradicts the initial aséumptioﬁ Cy <Cp. OJ

Now we introduce transmission overlap o > 0.

Proposition 5. Consider overlap o > 0. There exists some
configuration of per bit transmission times and processing
rates for which the scheduling order in increasing per bit
transmission times is not optimal.

Proof: Consider, as before N' = {4, B}, with C4 <

Cp and arbitrary P4 and Pg. The overlap is transmitted
via multicast transmission with Cpg.

Transmitting first to node A the completion times are

[ ($i,1 — O)CA +20Cp + a;)i’l 1
Tz’,AB = hw A 1—z,; 1 R
i (i1 —0)Ca+ (1 —x;1 +0)Cs + Ph |
(32)
and in the reverse order they become
Toos i | @1 H0)CE+ (1= i1 —0)Ca + 15t |
' (zin +0)Cs + 5
] (33)

The optimal cut-point location and the related mini-
mum completion time can be calculated as in Proposi-
tion 4. The expressions are rather cumbersome in this

Cp . * * .
case. However, as 2 — oo, they give T p 4 <17 ,p, if

PA 1—-o
- >
PB o

There is thus a ratio of processing rates for which
reversed scheduling order, with increasing per bit trans-
mission times, is optimal. O

Similar derivations provide the (Ca, Pa,Cg, Pg) pa-
rameter combinations where the unicast transmission
of the overlap area is preferable, and when only one
of the processors should be utilized. Leaving the exact
expressions aside, in Figure 3 we show representative
results, with parameters C4 = 1/P4, C4 < Cp and
o = 0.2 Under given C4P4 product and o value, the

(34)

(A-U)

PA/PB
&)
T
i

(A,B,U)

0 i i i i 1
1 15 2 2.5 3 3.5 4
CB/CA

Figure 3: Optimal transmission scheduling schemes as a
function of Cz/C4 and P4 /Pp, for C4 = 1/P4,Ca < Cp
and o = 0.2.

optimal transmission scheduling is a function of the
ratios Cp/C4 and P4/Pg. Only a single processor, pro-
cessor A should be used in the parameter region marked
with (A,-,U), that is, when the relative transmission time
to A is low, and its relative processing speed is high.
Moreover, the border of this region does not depend on
the value of the overlap. If there is a significant difference
in the transmission times, but the processing speeds are
similar, then both of the processors should be used, and
the overlap areas should be transmitted separately with
unicast transmission. In the case of unicast transmission,
it always holds that the fastest link should be scheduled
first. This region is marked as (A,B,U) on the figure.
Finally, according to Proposition 4, when the multicast
transmission of the overlap area is optimal, the schedul-
ing order depends on the ratio of the processing speeds,
leading to parameter regions (A,B,M) and (B,A,M).

8 NUMERICAL RESULTS

We performed simulations to evaluate the proposed al-
gorithms on two surveillance video traces, both with 8 bit
grayscale colorspace, 1920 x 1080 resolution, and frame
rates of 25 frames per second, resulting in a raw bitrate
of 415Mbps. One trace, referred to as the "Pedestrian”
trace, consists of 375 frames and shows a pedestrian
intersection with people moving horizontally across the
field of view, covering and uncovering interest points in
the background. The other trace, referred to as the "Rush
hour" trace, consists of 473 frames and shows a road
with vehicles moving slowly along the camera’s line of
sight, leading to mostly minor changes in the horizontal
distribution of interest points.

We use BRISK [2] for interest point detection and
feature description extraction, with M* = 400 as the
target number of interest points. As the size of the BRISK
descriptor is 512bits, the average bitrate required for
transmitting the descriptors to the sink node is 5 Mbps.
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Figure 4: The partial autocorrelation function of the opti-
mal detection threshold ¥ time series of the Pedestrian
video sequence. The optimal detection threshold ] has
a mean of 55.2 and standard deviation of 6.6.

When not noted otherwise, video is generated by one
camera node, and is processed at N=6 processing nodes,
all with equal processing rates similar to those of an
Intel iMote2 (P4P* = 9 x 10* px/s, P%" = 94 ip/s,
P¢ = 25 ip/s). The transmission time coefficients are
C = 6.7x107% s/bit, and we use Q = 10 quantiles for the
approximation of the interest point distribution F; (9, x),

ie., Fi(v,&,) = Fa=12,...,Q.

8.1 Detection threshold reconstruction

We first evaluate our proposed threshold reconstruction
schemes by comparing the threshold MSE, } Zle(ﬂ;‘ -
¥;)2, of the different schemes.

As a basis of comparison for the proposed regression
based threshold reconstruction we use two methods. The
first method, referred to as the Scaling method, scales the
predicted threshold ; by a constant factor a, 0 < o < 1
whenever fl(zgz) < M*, i.e., the reconstructed threshold
for image i is 05* = o - ;. Off-line evaluation showed
that the scaling method produces best results for o =
0.98. The second method, referred to as the Clairvoyant
method, has knowledge of 0% = ¥ = 7' (M*) and &F =

_ max(E])+min(E]) . o .
r; = ——+5———, and can use it for predicting ;1
and Ti41-

Figure 4 shows the partial autocorrelation function of
the optimal threshold values ¥} for the Pedestrian trace,
similar results were found for the Rush hour trace. The
figure suggests that autoregressive (AR) models up to
order 10 should be considered for predicting 9;. Based
on this observation we chose to use AR models of order
1, 2 and 10 for our numerical evaluations. The predictors
are initially trained using the first 100 frames of the trace,
and then retrained after each frame. Alongside the AR
predictors we use the Last value predictor (denoted by
Y (i — 1)), which assumes that the content of image i is
identical to that of image i — 1, i.e. ¥; = V¥;_;.

10

&
™

=
>

2
>

|

I Pedestrian, Back. reg.
I Pedestrian, Fwd. reg.
[ Pedestrian, Scaling
[ Rush hour, Back. reg.
[ Rush hour, Fwd. reg.
|_| [—__1Rush hour, Scaling

Relative threshold MSE

=
[N

Y*(i-1) AR(1) AR(2)
(a) (b)

AR(10) Y(i-1)

Figure 5: Relative MSE of (a) the reconstructed thresholds
(predictors trained with Clairvoyant method) and (b)
the predicted thresholds (predictors trained with recon-
structed thresholds).

0.2 0.2

Normalized threshold MSE
Normalized interest point MSE (eD(x‘}))

Rush hour

Pedestrian
Video trace

Rush hour

Pedestrian
Video trace

Figure 6: Mean square error of four threshold predictors
in terms of threshold ; and in terms of detected interest
points (e (9)).

In Figure 5 we show the threshold MSE for three
reconstruction methods. Subfigure 5(a) was obtained by
using the Last value predictor for predicting 9;; whenever
fi(05) < M* we use one of three reconstruction methods
to reconstruct ¥; and compute the resulting squared
error (0% —97)2. We then use the Clairvoyant method in or-
der to avoid the propagation of the reconstruction error,
when predicting ), , ;. The values plotted are the MSE of
the backward regression method, i.e., (9% —9%)2, divided
by the MSE of the three methods. The results show that
backward regression performs best, in accordance with
Proposition 1.

Subfigure 5(b) shows the threshold MSE of the Last
value predictor combined with the Clairvoyant method,
divided by the MSE of the predicted thresholds for four
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Figure 7: Distributions of f (9;) — M* using the Last value
threshold predictor on the (a) Pedestrian and (b) Rush
hour video traces.
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Figure 8: Mean square error of the completion time (e“)
and of the completion time difference of four percentile
predictors.

predictors combined with three reconstruction methods.
The results were obtained by using the reconstructed

thresholds 9% for predicting the subsequent thresholds
¥}, j > i. This creates a feedback loop where the choice of
predictor influences the frames for which reconstruction
is needed, and reconstruction influences the prediction
performance. From the figure we see that the backward
regression method has a slight advantage over the for-
ward regression method in almost all scenarios, and they
both greatly outperform the scaling method. Therefore
from this point on we only consider the backward re-
gression method for threshold reconstruction.

8.2 Detection threshold prediction

We next evaluate the performance of different predic-
tors in terms of threshold and interest point MSE. We

11

normalize the performance results to the performance of
a non-adaptive offline scheme, which we call the Fixed
scheme. The Fixed scheme has complete knowledge of all
parameters in each frame; it uses a fixed detection thresh-
old ¥® = argming e”(¥) and a fixed cut-point location
vector that minimizes the completion time assuming the
interest point distribution is F(d,z) = 1 Zi[:l F;(vF, ).

Figure 6 shows the performance in terms of MSE of
three AR models and of the Last value predictor Y (i —1).
The AR models are initially trained using the first 100
frames of the trace and are then retrained after each
frame. The left plot shows the MSE of the threshold
prediction, i.e., + S (97 — 9;)%, the right plot shows
the MSE in terms of detected interest points, i.e., e’ (9).
The MSE results are normalized by the corresponding
MSE of the Fixed scheme. The figure shows that threshold
prediction decreases the MSE compared to the Fixed
scheme by a factor of 5 to 20 depending on the trace. At
the same time the gain of using a higher order predictor
is small when compared to the Last value or the AR(1)
predictor, especially for the Pedestrian trace.

Figure 7 shows the CDF of the deviation for the num-
ber of detected interest points from M * for the Pedestrian
and Rush hour sequences. The distributions fit well to
logistic distributions with parameters ;; = 0.90, A = 13.75
and p = —0.40, A = 13.31, respectively. The heavier tail
of the logistic distribution compared to the normal well
describes the occasional large error in the number of
detected interest points caused by sudden changes in
the contents of a trace. It is also interesting to note that,
despite the differences in the contents of the traces, the
two distributions show great similarities.

8.3 Completion time minimization

Figure 8 shows results for the completion time MSE
using the proposed percentile based prediction, i.e., each
of the ) percentile points is predicted by an AR model
or by the Last value predictor. Prediction decreases the
MSE by up to a factor of 10 compared to the Fixed
scheme. The two traces show different results in the
performance of the predictors. For the Rush hour trace
there is some advantage of choosing a higher order pre-
dictor, although the marginal performance gain decreases
as the order increases. In this case the choice of the
predictor should be based on the trade-off between the
achieved performance and the computational complexity
of training the predictor. For the Pedestrian trace, how-
ever, we see very different results, as the performance
deteriorates with higher prediction order; the AR(10)
performs significantly worse than the Last value predictor.
In the following we discuss the reasons for this counter-
intuitive result.

Figure 9 shows the completion time MSE achieved
when using AR and vector AR (VAR) predictors for
percentile prediction as a function of the predictor order
p, again normalized by the MSE of the Fixed scheme.
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Figure 9: Mean square error of completion times for
different predictors and for varying p, under percentile
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Figure 10: Cumulative square errors of two different pre-
dictors, together with the coordinate of the 0.50 interest
point distribution percentile.

We see that the performance of the AR predictor de-
creases with increased prediction order. Interestingly,
the VAR predictor, which could capture the correlation
between the different percentile coordinates, performs
consistently worse than the independent AR predictors.

To explain the reason for the poor performance of
high order predictors, Figure 10 shows the evolution of
the cumulative square error (i.e., not normalized by the
number of images I) for the sequence of images for the
AR(10) and the Last value predictor. The results confirm
that due to the longer memory of the AR(10) predictor it
needs longer time to adjust to large and sudden changes
in the image contents. We see, for instance, that a large
portion of the total square error for AR(10) emerges
during frames 250-320. These frames correspond to a 3
second part of the trace where a tight cluster of interest
points in the right side of the scene is first revealed,

12
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Figure 11: Normalized completion time MSE as a func-
tion of the number of percentiles used for distribution
approximation.
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Figure 12: Normalized completion time MSE and mean
completion time speedup as a function of N. As a
baseline for the speedup values, the completion time
when using a single processing node is approximately
44.4s.

concealed, and then revealed again very suddenly. The
reason why the Last value predictor can outperform the
AR predictors is that the error criterion that has to be
used to train the predictors is not the deviation from
the minimal completion time but the error in predicting
the percentile coordinates. As the interest points tend to
appear in clusters, a small error in percentile prediction
and cut-point selection can produce a large discrepancy
between the actual number of interest points in the slices.

8.4 Approximation of the interest point distribution

So far we used quantiles as the percentiles for ap-
proximating the interest point distributions. Figure 11
compares the normalized MSE of the completion time
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for the quantile based approximation to an approxima-
tion that chooses the percentiles so as to minimize the
square error of the approximation. The predictor used is
the Last value predictor, and the results are normalized
by the completion time MSE of the Fixed scheme. The
figure shows that optimizing the percentiles improves
the prediction performance significantly and reduces the
number of percentiles needed for the same performance,
especially when the number of processing nodes is high
(N = 6). However, achieving this performance improve-
ment comes at the price of optimizing the percentile
locations, which is again computationally intensive.

In Figure 12 we show the MSE (left axis) of the Last
value predictor as a function of the number of nodes N
for @ = 10 percentiles and normalized by the completion
time MSE of the Fixed scheme. We see that as IV increases
so does the difference in completion time MSE. On the
right axis we show the speed-up of the mean completion
times achieved using the two approximations relative
to the completion time when using a single processing
node. The speed-up is close to linear for both percentile
fitting methods, but using optimized percentiles provides
consistently higher speedup. It is worth noting that the
difference in terms of speedup (and hence completion
time) between the two percentile fitting methods is rather
small, which indicates that the large difference in terms
of completion time MSE is due to occasional large errors
caused by the quantile-based approximation, which are
penalized by the quadratic error function.

Consequently, if large completion times can be toler-
ated occasionally then the quantile based approximation
with the Last value predictor constitute a computationally
simple algorithm with good performance.

8.5 Impact of the channel randomness

So far we considered that the time it takes to transmit
data to the processing nodes is deterministic, given by
the transmission time coefficient C,,. In practice, how-
ever, the time needed to transmit data varies due to
wireless channel impairments. In the following we show
simulation results from a system with N = 6 processing
nodes to assess the impact of the variation of the trans-
mission time on the completion time MSE.

For the simulations we use the OMNET++/INET
framework, implementing standard low-power IEEE
802.11b physical and link layer protocols, suitable for use
in VSNs. We consider fixed transmission power, fixed
modulation and coding at the physical layer, resulting
in 199m free-space transmission range. The wireless
channels are subject to independent block Rician fad-
ing, on a per frame basis. The parameter K of the
Rician fading channel determines the mean and the
variance of the receivers’ SNR, a higher K corresponding
to higher mean and lower variance. We use UDP at
the transport layer, and an application layer protocol
providing reliable transmission. The application layer
protocol transmits image subareas in multicast or in
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unicast, fragmented into 2276 bytes long UDP segments.
After the camera node transmits all fragments, each
receiver sends either a positive acknowledgement, if
all fragments were correctly received, or a negative
acknowledgement requesting the retransmission of lost
fragments, otherwise. If the acknowledgement is lost, a
time-out will be triggered after which the camera will
ping the processing node to request a retransmission of
the lost acknowledgement. Once the camera has received
a positive acknowledgement from all processing nodes,
the transmission has been completed successfully.

First, we consider the case when K, and thus the
transmission time coefficient C,,, is known. We set the
distance between the camera and the processing nodes
to 187 m. Figure 13 shows the completion time MSE, e¢
for five different scenarios as a function of K. The cor-
responding frame loss rates are between 55 % and 45 %.
In the three scenarios denoted by Rician the transmission
times are determined by the simulated Rician channels
with parameter K, and Fixed, Last Value or Oracle is used
for prediction. In the two scenarios denoted by Constant
the transmission times are constant as given by C,, and
Fixed or Last Value is used for prediction. Note, that
the Constant and Oracle combination gives the optimal
completion time value with e“ = 0.

Comparing the curve Constant, Fixed with the curve
Rician, Oracle we can compare the MSE introduced by
the randomness of the channel and of the video content,
respectively. We see that for all values of K, the channel
randomness has a small effect on the MSE, and as
K increases, the MSE due to the channel randomness
decreases. Comparing the three Rician curves to the
corresponding Constant curves (and the e¢“ = 0 line in
the case of Rician, oracle), we see that the completion
time MSE increase due to channel randomness is slightly
higher when the MSE due to video content randomness
is already high.

Figure 14 shows the completion time MSE, as a func-
tion of the distance between the camera and the process-
ing nodes, for K = 3. The corresponding frame loss rate
is between 10 % and 50 %. We see that for short distances
and consequently relatively low loss rates, the random-
ness of the Rician channel has a negligible effect on the
completion time MSE, but as the distance increases, the
error contribution from the channel randomness shows
an exponential increase. Still, the gap between the Rician,
Fixed and Rician, Last Value MSE remains. These results
show that even if the wireless channel introduces signifi-
cant randomness in the time it takes to transmit sub-areas
of the image, the randomness of the image content is the
main source of completion time error, thus prediction-
based completion time minimization is essential.

Next we consider the more practical case that K is
unknown, and thus C,, needs to be estimated based on
observed transmissions. We consider two estimators for
C,,. The first estimator is the arithmetic mean: before
transmission of image 4 the transmission time coefficient
of a processing node n is estimated as the sum of all
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Figure 13: Completion time MSE (e“) for different predic-
tors and channel models. The 95 % confidence intervals
are small and therefore not visible.

past transmission times divided by the total number of

pixels transmitted to the processing node, ie., C;, =

Z;;i Ttransmit,jn+Tovertap,jn/2
hw > 2] @5 —Tjn 1

and fading is independent then the arithmetic mean is

the minimum variance unbiased estimator of C,,. The

second estimator is exponential smoothing with smooth-

: Tiransmit,i—1,n+Tov i— 2
ing factor o, €, = a gt st gial? 4 (1 -

a)Ci_1.,, which is often used in practice when channels
exhibit temporal correlation or are non-stationary.

Figure 15 shows the normalized completion time MSE
for different K values, with estimated transmission time
coefficients. The MSE is normalized by the completion
time MSE of the case with fading and known C,,. We
see that the estimator that gives the highest completion
time MSE is exponential smoothing with o = 1.0, which
is simply a last value predictor. The MSE decreases
with «, because the estimator becomes less sensitive to
fluctuations in the transmission times, and at o = 0.1
exponential smoothing almost matches the results of the
arithmetic mean. Thus, a relatively high value of o = 0.1
could represent a good trade-off between adaptation
capability to non-stationary channels and low MSE on
stationary channels.

. If the channel is stationary

9 CONCLUSION AND FUTURE WORK

We considered the problem of minimizing the comple-
tion time of distributed interest point detection and fea-
ture extraction in a visual sensor network. We formulated
the problem as a stochastic multi-objective optimization
problem. We proposed a regression scheme to support
the prediction of the detection threshold so as to maintain
a target number of interest points, and a prediction
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Figure 14: Completion time MSE (e“) for different pre-
dictors and channel models, with Rice parameter K = 3,
varying transmission distance. The 95% confidence in-
tervals are small and therefore not visible.
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scheme based on a percentile-based approximation of
the interest point distribution for minimizing the com-
pletion time. Our numerical results show that prediction
is essential for achieving good system performance. The
gain of high order predictors is moderate in general, and
depending on the characteristics of the video trace it
may even be detrimental to system performance to use
higher order prediction models. Our results show that
the simple AR(1) and the last value predictors together
with a quantile-based approximation of the interest point
distribution offer good performance at low computa-
tional complexity, making them good candidates for use
in visual sensor networks. We considered the effect of the
randomness of the wireless channel and demonstrated
that prediction-based completion time minimization is
crucial, even when the transmission times can vary sig-
nificantly.

Our model could be extended to fast fading and
correlated wireless channels and to dynamically evolving
network topologies, in which case node unreachability
needs to be handled. Another interesting direction for
future work could be to maximize the network lifetime
under completion time constraints which may require
pipelined processing.
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