1

Challenges in Power System Information
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Abstract

The transition from today’s power systems to the smart gril me a long evolutionary
process. While it might introduce new vulnerabilities, itllvélso open up for opportunities for
improving system security. In this article we consider @as facets of power system security. We
discuss the difficulty of achieving all-encompassing congat level security in power system IT
infrastructures due to its cost and potential performangdications. We outline a framework for
modeling system-wide security, which facilitates the asseent of the system’s security despite
its complexity by capturing the interaction between systwmponents. We use the example
of power system state estimation to illustrate how the sgcof the system can potentially be
improved by leveraging the knowledge of the physical preessand the significant amount of
redundant information. Finally, we touch upon the probleminformation availability, a key
security requirement in power system control and operati@iems.
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I. INTRODUCTION

The vision of the smart grid brings along challenges for bbth gower engineering and the IT
community. From a power engineering perspective the chgdierare mainly in how to integrate
distributed generation and renewable energy sources aigie{scale central power generation and
demand side management, without loosing on operationaiesftig and on power system reliability.
The solution to this challenge seems to be in a tighter integreof the power system with
information technology (IT). Tighter integration leads voigably to that the proper operation of the
future power grid will rely increasingly on the reliable asélcure operation of the communication
and IT infrastructure.

Reliability and performance have traditionally been kegige goals for the IT infrastructure used
in power systems, and only in recent years has also secadgived attention. One main reason for
why security only recently has become a concern is that theepgystem IT infrastructure used
to be an isolated, stand alone system. Power system IT infcastes are, however, increasingly
integrated with other IT infrastructures at the power tii§i, including public infrastructures. The
primary reasons for IT integration are increased businégseacy and effectiveness, as well as
reduced operational costs by for instance allowing comgodiecision makers to obtain instant
access to critical data about the status of their operatasgta. Information flow across system
boundaries is expected to increase in the future, amongsptimeorder to enable the vision of the
smart grid.
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The integration of the power system IT infrastructure withestIT infrastructures and the need
to access information across system boundaries increhseexposure of the power system IT
infrastructure to attacks, and hence security will be oféasing importance in the future. When
designing the security solutions for future power systewss,should, however, make use of the
lessons learnt from securing the existing infrastructareaf number of reasons.

First, the way to the smart grid of the future will be a long en@nary process starting from
today’s power grid, both in terms of technology and in terrhsrganizational structures. The new
deployments will have to coexist and interoperate with édacy equipment and will have to fit
into the current organizational structures and securictices.

Second, the communication and IT infrastructure of todaysvgr systems have to satisfy
very diverse application requirements. At one extreme,him ¢ase of management information
exchanged between utilities, data is transferred in batetith very loose delay constraints, and
standard cryptographic protocols like TLS can be used to geoauthentication and confidentiality.
At the other extreme, in the case of substation automatiah iater-substation protection, the
communication delays must be kept in the order of a few reitiisds, so that the delay introduced
by encryption algorithms can already be critical for progpgstem operation. Thus, security solutions
might have to be tailor-made for the specific application aces.

Third, the power system’s communication and IT infrastruetalready consist of a vast number
of components. The cost of securing the millions of compaehta continent-wide infrastructure
can be prohibitive, and therefore it is important to underdthow the security of individual system
components contributes to and affects the secure opelatitve power grid. Also, in addition to the
traditional IT and communication infrastructure secusjutions and practices, in a cyber-physical
system models of the physical process can often be levetagedprove system security.

In this article we survey some recent results related to paystem information security. To
illustrate the main ideas, we give examples from three angidisa focus on system level security,
i.e., proper system operation despite attacks. In Sectiondloutline the current role of SCADA
systems in power system operation, we discuss importamicespf their operational security and
outline a framework for modeling and analyzing the systeitevsecurity with a focus on network
induced security threats. In Section Ill, we summarize soseent results from power system
state monitoring. This example illustrates how knowledgehef physical process can be used to
improve system security in spite of unsecure communicatetworks and protocols. In Section 1V,
we discuss the communication and security aspects of ontesxcting the control systems operated
by different actors of the power market. Section V concludhesgaper.

II. COMPONENTLEVEL VS. SYSTEM-LEVEL SCADA SECURITY

At the heart of the IT infrastructure for power system cohttnd operation there are one or
several so called Supervisory Control And Data Acquisiti®@CADA) systems. Apart from the
remote collection of vast amounts of real-time process nreasents taken from the grid, e.g., in
transformer stations, SCADA systems include functions fier temote control of process devices
like breakers and tap changers. The acquired data are pedgerthe operators in the central control
room via an advanced graphical user interface, among otwrpped with alarming features to
alert the operators to changing operating conditions. MB@ADA systems include computerized
models of the supervised process (i.e., the power systend).niddels enable simulation of al-
ternative process states parallel to the physical proselsish can be used for optimization and
contingency analysis, as further discussed in Section lll.

In addition to the centralized control managed by the SCADAtays, there are also a large
number of local control systems in the transformer sulzsiatiThe intelligence in those distributed
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Fig. 1. Simplified architecture of a power system control and operatistesy The central SCADA systems, the
distributed substation automation systems, and the communication betweerdhstitute a very complex "system of
systems”.

Office LAN

local systems varies from data acquisition units with senlolgic to advanced control systems.
The functions in the local control systems, such as protediiod interlocks, have very stringent
performance requirements on the underlying communicatifrastructure. Altogether, the central
SCADA systems, the distributed substation automation systend the communication between
them constitute a very complex "system of systems”, whichrefer to as thgower system control
and operation system. A schematic figure of a power system control and operatiotesyss shown
in Fig. 1.

A. Performance, reliability and security in a slowly evolving complex system

A patrticular challenge when studying the security of powestesm control and operation systems
is the mix of modern and legacy system components that arpération. The typical life time of
a power system control and operation system componentds oftry long. Especially equipment
located in the primary substations tend to have a consitieea® due to the cost and the difficulty
of replacement: it is not uncommon to have 30 years old egenpre.g., Remote Terminal Units
(RTUs), with similarly old proprietary communication protis. At the same time, the central
system at the control room can be relatively modern and casisoof a variety of third party
products, like relational databases and power applicatiom a specific vendor.

With a history of proprietary system components from sgzed vendors, the trend today is to
rely increasingly on off-the-shelf products, both for haade and for software, when developing
and upgrading power system control and operation systenis tfEimd makes the development and
maintenance cheaper but it also increases the systemsrability, since the vendors no longer
have full control of all system components. Another trendhis use of standard communication
interfaces to ensure interoperability between componé&wis different vendors. Standardized
protocols for RTU communication like IEC60870-5-101 and -I@e been in use for a long
time and, in the same way, control center to control centennsonication nowadays uses the
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Performance - Typical values Security - Importance

Application Distance| Latency | Throughput | Confidentiality Integrity Availability
[km] [s] [1/sec] Authenticity
0 & Data acquisition 1-10 5000 meas Medium High High
O 6 Commands 1000 1 0.1 command High High High
% » Alarms and events 1 500 events Medium High High
PMU data for WAMS 2x10°? | 18 meas/PMU Medium High High

Substation automation

(Intra-substation) 0.5 1 200 meas Medium High High
I(]Irr,]tifsrﬁtbesig(t)ign) 50 103 2 meas Low High High
TABLE |

APPROXIMATE PERFORMANCE AND SECURITY REQUIREMENTS OF SUBSTION TO CONTROL-CENTER(S2CC),
INTRA-SUBSTATION AND INTER-SUBSTATION COMMUNICATION FOR VARIOUS APPLICATIONS HIGH LEVEL OF
INTEGRITY AND AVAILABILITY HAS TO BE PROVIDED WHILE SATISFY ING VERY DIVERSE PERFORMANCE
REQUIREMENTS

standard protocol ICCP or IEC 60870-6/TASE.2. The standaidizafforts today focus mainly
on power system models like the Common Information ModeMCWwith the goal to ease the
exchange of engineering data between and within utilities.

Achieving security in slowly evolving power system contesld operation systems is a complex
problem. Simply adding state-of-the-art security solui@md mechanisms to existing systems is
often not feasible: security solutions can violate requiats on performance and reliability, which
continue to have highest priority. Some security solutiomsilel probably meet the requirements
if completely new systems and architectures were depldyedioday as well as in the future we
have to live with a large share of legacy equipment. Thus, actire the challenge of security
design in power system control and operation systems imfileling a proper level of trade-off
between security, system properties like performance elbility, and cost. Table I illustrates the
heterogeneity of the performance and the security reqenesnof some power system applications.

The next challenge of securing evolving power system cordrml operation systems is that
security itself is an area with many facets. The list of s@gumechanisms or practices can be
made long; firewalls, access control, authentication mdshes) hardened operating systems, secure
communication, intrusion detection systems, just to noené few. All of these are good practices
for improving system security. On top of these the overatlusky is, of course, also dependent on
organizational issues, such as security awareness amaffigsatthat passwords are not revealed
or that USB sticks are not introduced without proper precesij etc.

There exist a number of standards and reference reports dkiat several aspects of system
security, some with a focus on industrial control systemse ©@f the more extensive works for
power systems is found in NIST’s reports on smart grid secittityNevertheless, a great challenge
when designing system security solutions is to comprehewd &ll the implementable security
measures affect and depend on each other: while some megasigkt complement each other,
others might be counterproductive. It is often said thatstheurity of a system is not better than its
weakest link. A few advanced security solutions will notregese the system'’s security if there are
poor security solutions elsewhere in the system architeatu its surrounding organization. As a
simple example in Fig. 1, securing the substation to congnter communication is of little benefit
if access to the SCADA LAN is possible from the office LAN, which inm can be accessed from
the Internet if the firewalls are not properly configured. To pticate matters even more, security
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is a moving target. What was considered secure yesterdapa@mme an open hole overnight if
a severe vulnerability is discovered in a software comprike an operating system.

B. System-wide security analysis

The complexity of the problem calls for a system-wide congabframework. In the VIKING
project we have developed a system architecture modelimguige for modeling and analyzing
security in power system control and operation systemsn#poitant requirement for this modeling
language is that the assessment delivered by it should tddaistic approach to cyber security.
However, when looking at security from a system-wide perSpe the amount of detailed pa-
rameters influencing system security is enormous. All patarsare simply impossible to survey
in a consistent manner in practice. One way to manage thevbeéming complexity is to use
a 'top-down’ approach. This raises the level of abstractemthat a deductive and deterministic
approach must be abandoned in favor of an indicative andapitistic one. The developed analysis
mechanism is based on attack graphs, but due to the systeineleabstraction the graphs are
not deterministic as originally suggested by [2], but iastahey are implemented in Bayesian
networks. Bayesian networks quantify conditional depeocas between random variables, which
represents security states of the system. By combining theedan attack graphs with a system
architecture modeling language one can achieve an ineshyisgcurity analysis mechanism for
system architecture models. The resulting security estisnate thus probabilities that attacks will
be successful, rather than formally proven statementsttigasystems are in a secure or insecure
state. The first version of the modeling language followingé¢higeleas was presented in [3]. More
detailed attack graphs require quantified conditional podibies, which is an important area of
ongoing work with some initial results in, e.g., [4].

Fig. 2 illustrates the concept of attack graphs. In this sev@lample the goal is to gain access
to the SCADA server, which can be achieved for example thr@augtan-in-the-middle attack. The
success of the attack depends on how well the communicatiksare protected and on the strength
of the authentication protocol used to communicate with SBADA system. By comparing the
likelihood of different attack paths it is possible for irftial decision makers to prioritize among
the possible countermeasures and choose what equipmepgtade or install first. This model
based and top-down approach thus support rational deaisaking for improving cyber security
in large and complex legacy system architectures.

Il1. M ODEL BASED SECURE STATE ESTIMATION

The modeling language outlined above provides a high-lestiinate of the security of the ICT
infrastructure, but disregards the inherent resilienceesfain SCADA system functionalities. One
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Fig. 2. A simple attack tree illustrating some possibilities for getting access toGA®S server.
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Fig. 3. Infigure a), a simple 5 bus power grid is shown. Each bar septs a substation (connected to a city distribution
grid or a power plant, for instance) and lines represent transmissios [l circles indicate measurements of power
flows, power injections, and voltages. In figure b), some of the conwation links (dashed lines) between measurement
devices and the control center (CC) are indicated. This communicatiofotppis an over simplification, and for security
purposes a more realistic SCADA communication network topology, sadheaone in figure c), is more appropriate.
In this case, there is an RTU at each substation, which collects the measisetaken at the substation and sends them
over the communication network (dashed lines) to the CC.

of the primary functions of SCADA communications is to enal@imote monitoring of the physical
process, usually referred to as power system state estima&ower system state estimation is a
key component of SCADA systems. The state of the power systerseid by a number of energy
management applications, and timely estimates are crii@hsure proper system operation.

In order to ensure high system availability, measuremets# fta state estimation are collected
such that estimation is possible even if a fraction of thesneament equipment fail. It might thus
not be necessary to secure all communications in order tegrthe state estimation functionality
against attacks. In this section we first describe the comeation protocols involved in power
system state monitoring and estimation, and then illustnatv a model of the physical system can
be used to improve the security of power system state estimat

A. Substation to Control Center Communications

In general the SCADA communications related to power systame snonitoring and estimation
are referred to as substation to control center communitg2CC). Nevertheless, the purpose
of S2CC is not only to enable the monitoring of the state of thwey system, but also to control
the actuators located in the substations. TraditionalllzG#vas performed over low bitrate point-
to-point transmission links, e.g., using power line comroations, microwave, and leased lines.
Modern S2CC increasingly make use of cellular, satellitel eptical communications. Data rates
can be in the order of a few Mbit/s for phasor measurement(ehtU) data transmission. Fig. 3
shows a simple example of a power system and illustratesatresponding S2CC communication
infrastructure.

There is a large variety of application layer protocols for 82@nd different protocols often
coexist within a SCADA system. Legacy protocols, such as Medind the proprietary protocols
of equipment vendors, are slowly replaced by protocolsdstatized in the last decade, such as
DNP3 and IEC 60870-5 for data acquisition and control, or IEEE.CB3-2005 for PMU data.
Neither the legacy nor the standardized protocols werelojged with information security in mind,
as communication channels were thought to be well protesteldsubstations used to be manned,
which made physical access to measurement and commumniegigpment difficult.

Motivated by the increased use of shared communicationreiarand the spread of unmanned
substations, security extensions that provide confiddéytiahtegrity and authentication were stan-
dardized for these protocols recently, such as the IEC633fit-IEC60870-5. Communications



with legacy equipment that does not support the securitgresibns can be secured using bump in
the wire (BITW) solutions, like AGA-12 and YASIR [5]. A BITW sotion consists of two devices
that are inserted in the communication link near to the seadd the receiver, respectively. The
sender side device encrypts the output of the sender, whiten decrypted by the receiver side
device. The sender and the receiver are not aware of the mogstd the BITW devices.

Although security solutions are available for most comroation protocols, deployment has
been slow, not only because of the associated equipmert, dndt also due to the overhead of
managing encryption keys, and because of the potentialdtmgfaencryption on data availability
in case of a lock out.

B. Communication vs. Application Layer Security

It is important to note that while data integrity and autleatton are necessary to secure control
communications from the control center to the substatisasure power system state estimation
can be achieved at a much lower cost. The reason for the lovgricdhe inherent redundancy
in the measurements sent from substations. Typical measmts sent over the SCADA network
include steady-state active and reactive power flows, pomjections, and voltages. Using basic
power systems modeling, see for example [6], it is relagigdlaightforward to write down a system
of equations relating the expected measurements to thecphgtate of the power system (voltage
levels and phase angles at busbars). Since the number of reeasus typically far exceeds the
number of state variables, for a fixed physical state the égdeneasurements are highly correlated.
That is, the measurements received from one substationicamfiarmation about the measurements
from neighboring substations.

The steady-state power system models captureyhigal correlation among the measurements.
Since all the measurements are collected at the controlrc@me can verify whether the received
measurements satisfy the power system model reasonablyusieg statistical tests. If the mea-
surements do not pass the tests, then either the measusewenat corrupted or some sensors are
faulty (assuming the model is correct). Such tests are relytiperformed in the so-called bad data
detector (BDD), see for example [6]. The role of the BDD is tentify faulty equipment and
remove erroneous data in the state estimation in order tadwahe human operator in the control
center with the best possible state estimate. The stateagstisused to improve system efficiency
and for contingency analysis.

The BDD discussed above was not introduced to provide systenrisy, but it still contributes
to such security at a low cost even without encryption. It baen emphasized lately [7] that
an intelligent adversary can fool the BDD. The reason is gsiileple: as long as the received
measurements correspond to a possible physical state[XBesBstem will not alarm. An adversary
with knowledge of the power system can add a correlated ptomu to several measurements
and the BDD will not trigger an alarm. Such an attack involvesipering with several sensor
measurements simultaneously. Because of the spatiallatiore discussed before, these sensors
are often geographically dispersed. The adversary will rteeiditercept measurement data from
different sensors (and usually different RTUs), which arpidgily delivered through different
communication channels to the control center. This observas used in [8] to define aecurity
index ag, which tries to quantify the cost of attacking a particulaeasuremenk. The integer
valueay > 1 simply denotes the minimum number of measurement valuseanumber of S2CC
communication channels that need to be corrupted to altasamemenk without triggering alarms
in the BDD. The cost of performing an attack actually dependgh® communication network
used for S2CC illustrated in Fig. 3; by attacking the commuiocabetween an RTU and the CC
an attacker can potentially tamper with all measuremewi® fa substation.
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Fig. 4. Attack cost (average or minimuay) vs. number of secure RTU to CC communication channels for the IEEE
118 bus power system, reproduced from [8]. Results are shownwépgreedy algorithms. MMA aims to maximize the
average attack cost. MSM aims to maximize the shortest attack cost. MSBldutrto perform better with respect to
both aims. In particular, when securing 36 out of the 118 RTUs using MSBIno longer possible to make undetectable
attacks against any RTU (the minimum attack cost is infinite).

Securing all substation to control center communicatiorsf iourse the best way to avoid such
attacks, but in a medium scale to large scale power systera #re thousands of measurements
and potentially hundreds of substations, and the upgradé efuipment to support security would
be very costly. An important question is then if and how thstem security can be increased by
incrementally upgrading equipment, that is, incremewntadbktalling secure communication chan-
nels. This question was addressed in [8], [9] where a limitachlver of encrypted communication
channels were introduced to improve the system securityl,l@as measured bg. Ultimately,
by combining traditional BDD and by securing a carefullyestéd subset of measurements (or
communication channels) one can achieve that an adversawyot make an attack against any
measurement without triggering a BDD alarm. Fig. 4 shows Hwevattack cost increases with the
number of secure communication channels for a particulamge.

There are also other types of equipment that can incremgritaffrove the security of state
estimation. Let us take PMUs as an example, which are expeatbd widely used in the smart
grid. PMUs provide measurement data at a significantly highter @ 18 Hz) than used in today’s
state estimators, and are able to capture fast transientsipower grid. The measurement data
from the PMUSs, just like today’s power flow and injection measnent data, are correlated samples
from a physical process. To model the expected measurerimtentsa PMU, a dynamical model of
the power system is needed. Such models can capturspétie-temporal correlation among the
measurements. An adversary who is basing his presumedeatalge attacks on simple steady-state
models will no longer be undetectable, even if the commuitinachannels are not secure.

State estimation, which is at the core of power system opgrais a good example of how
system security can be improved at a relatively low costughocombining analytical models,
secure communications, and advanced metering technoRigy$).

IV. INTER CONTROL CENTER COMMUNICATION

Conceptually, the purpose of inter-control center commation (ICCC) is very similar to that of
substation to control center communications: to enableitmidng of the state of the power system
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Fig. 5. Schematic view of the SCADA communication infrastructure of thiataransmission system, which used
to be the largest ICCP deployment world-wide [10]. In the actual systeasurement data from around 250 RTUs are
delivered to one of 22 communication nodes using IEC 60870-5-1@4 BZP/IP. ICCP is used to deliver data from
the communication nodes to the 3 regional control centers of the tramemisgstem operator (TSO), and to the 3
regional control centers and to the national control center of the imdiepé system operator (ISO). ICCP is used also
to communicate to the control center of the Union for the Co-ordination ahdmission of Electricity (UCTE). For
simplicity, the figure does not show ICCP connections to power genereiotnol centers.

and to control actuators located in substations. Nevar$iselin the case of ICCC the exchange
of information and control messages happens between @iff@rganizations, such as distribution
service providers, transmission service providers, righg utilities, regional and national control
centers, electricity producers and other electricity magarticipants. An example ICCC scenario is
shown in Fig. 5 based on the communication infrastructurdefitalian transmission system [10].

The information obtained using ICCC is often used in the ststémation process, hence the
security of ICCC affects the security of state estimatiora kmart grid environment, the importance
of and the reliance on ICCC is expected to increase for a numbesasons. First, the number
of independently managed electricity market participastexpected to increase, and their secure
operation requires information about the state of otherketaparticipants. Second, due to its
distributed nature the stability of the smart grid will réhcreasingly on wide area measurement
and control systems, which will span several, geograplyicistant market participants and might
require real-time data delivery with stringent delay anatghput requirements.

A. Cryptographic Communication Security

While there have been a number of proprietary protocols éfasinter-control center communi-
cations, the predominant protocol in use today is the I@@mirol Center Communication Protocol
(ICCP, IEC 60870-6/TASE.2). ICCP provides a point-to-poinhroection, called an association,
between a pair of nodes, that is, two control centers. Twoesochn maintain several ICCP
associations with each other simultaneously, and can dB&eatit associations to exchange data
with different priorities. The rationale for maintainingveeal associations is that the service level
requirements of the information exchanged between two s\@&pans a wide range, from real-
time data exchange with stringent delay requirements tdothle exchange of planning data and
schedules. ICCP can operate on top of a variety of transpyer Iprotocols, both connectionless
and connection oriented, but most often it is used on top of TRCP/
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Although ICCP was standardized only a few years ago, it doésnelude either confidentiality,
or integrity, or authentication. It only provides accessitonl via so called bilateral tables. Bilat-
eral tables specify the access rights between two contrttece that have an ICCP association.
Confidentiality, integrity, and authentication can be pdex by lower layer protocols, for example,
TLS when ICCP is used over the TCP/IP protocol stack. The numbeodégsiconnected by ICCP
associations in today’s power systems is relatively lowthia order of tens, like in the case of
the system shown in Fig. 5. As the number of nodes is low andaocegnters are relatively well
protected key management is not an issue in practice today.

B. Beyond Cryptographic Security: Information Availability

With the problems of integrity, authentication, confidelitfaand access control solved to a
large extent, the most important issue in ICCC is informatavailability. Unlike in the past,
when ICCC was performed mainly over dedicated point-taypodnnections, such as leased lines,
communication is shifting to public wide area networks,sas the Internet. The use of public
network infrastructures might be cheaper, but it posesgrit requirements on network availability
and it exposes ICCC to denial of service attacks. The resii¢o network failures can be improved
by maintaining multiple independent communication patessmeen the nodes, at the price of
increased costs. If the ICCP connection is established @ve€P/IP network, multi-homing and
redundant routers can be used to provide fast failover. Ti@PIGtandard enables such solutions
to be implemented over TCP, but there is no standardizediaojwind hence the interoperability
between the products of different vendors can be an issueaittipe. Alternatively, ICCP can be
used over the Stream Control Transmission Protocol (SCTP) andetaron the multipath and
failover capabilities of the transport layer protocol. kengral there is, however, a trade-off between
the frequency of path bouncing and the speed of path failovére case of a network failure [11].

Denial of service attacks are even more difficult to mitig&te.attacker that monitors the data
traffic of encrypted ICCP associations can use traffic anatgséxtract information from the traffic
patterns, e.g., it can detect the increase of data rateshviditypically a sign of abnormal system
state, and can disable communications when it is most ned@daific analysis attacks can either be
mitigated through masking (i.e., continuously transmgtat the peak rate) or through relaying over
mixing networks, which delay every message at random uplaying. In principle ICCP allows
associations to be relayed over control centers, so thatkagnnetwork can be used to hide the
identity of the sender and the receiver of an ICCP assoadidtmm an outside attacker [12].

Nevertheless, a mixing network introduces the possibditynside attacks: due to the long life-
cycles of SCADA systems software corruption is a threat, dmed domplexity of the code-base
makes corruption hard to detect. A compromised controlerecdain reveal the routing information
of the mixing network and thereby it can enable attacks desmsing a mixing network. One
possible solution to mitigate the attacks even in the prsef compromised control centers is to
use anonymity networks to establish overlay routing pathsray the control centers. An anonymity
network hides the sender and/or the receiver of the messagtsd through the overlay from the
relaying nodes, and thereby it makes it difficult for an ins@dacker to identify the associations
between the nodes [12]. Depending on whether it is the setiderreceiver or the association
between a pair of nodes that is to be hidden, an anonymityanktean be designed to provide
sender, receiver or relationship anonymity, respectively

Mixing networks and anonymity networks help mitigatingaaks, but they come at the price of
increased data rates and end-to-end delay. Increasedalatalead to increased communication
costs, while long delays are undesirable for time-semstiiata; hence the mixing and anonymity
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networks have to be configured appropriately. The optimaksygiarameters might be hard to find
in practice as they depend on the actual number of attackersjumber of communicating nodes
and the traffic matrix [13].

V. CONCLUSION

The proper operation of today's power system relies heavilylh and in particular data
communication. With performance and reliability as ptigriT and communication security have
only been considered in recent years. Retrofitting a systecoamplex as today’s power system
communication and IT infrastructure and preparing it foe tequirements of the smart grid is,
however, a complex and challenging task. In this paper weud&ed the major problems faced
when improving power system security, with a special foaug@mmunication security. We briefly
described an attack tree-based framework for modelingesysecurity. Through the example of
power system state estimation we showed how the deploynier@vwoequipment can be leveraged
to improve system security. Finally, we used the example tdrioontrol center communication
to illustrate the importance of communication availapjlivhich can be facilitated by but is not
a direct consequence of cryptographic communication #gcum general we believe that IT and
communication security solutions for today’s and tomorsopower systems have to be designed
with system-level security in mind, not only because doingaiows to maximize the benefit
of security investments but also to ensure that the solsitgatisfy the requirements in terms of
performance, availability and cost.
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