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1. Lecture 1

Prerequisites and literature:
H.P. Kraft [?], S. Lang [?], I.R. Shafarevich [?], T.A. Springer [?],

E.B. Vinberg and A.L. Onishchik [?].

1-1. Invariants and a fundamental Lemma.

Definition 1-1.1. Let S be a set and S = tαSα a decomposition of S
into disjont subsets Sα. An invariant is a map

I : S →M

to some other set M , such that I(Sα) is a point, for all α. A system
of invariants Ik : S →M , for k = 1, . . . is complete if Ik(Sα) = Ik(Sβ),
for all k, implies that α = β.

Example 1-1.2. Let S be the class of all oriented closed compact 2
dimensional manifolds and let the Sα’s be the classes of homeomorphic
surfaces. We have a map I : S → Z+ from S to the nonnegative inte-
gers, which takes a manifold X to its genus g(X). This is a complete
system.

Remark 1-1.3. In general we cannot separate the sets that appear in
geometric situations. However, it is usually possible to separate them
generically, in a sence that we shall make more precise later.

Setup 1-1.4. Let G be an algebraic group. Consider the action of G
on an affine algebraic variety X. We shall take X = tαSα as being
the decomposition of X in orbits under the action of G, and we shall
require the invariants to be polynomial functions.

We shall next give some examples where invariants under group ac-
tions appear naturally in classification problems from linear algebra.

Example 1-1.5. Examples of linear algebra problems.

1: Given a linear operator A acting on a finite dimensional vector
space V . Find a basis for V in which the matrix A has the
simplest possible form.

2: Given linear operators A and B acting on a finite dimensional
vector space V . Find a basis for V in which the matrices A and
B have the simplest possible form.

3: Let F be bilinear form on a finite dimensional vector space V .
Find a basis for V in which F has the simplest possible form.

4: Let F be a bilinear form on a finite dimensional Euclidian space
V . Find an orthogonal basis for V in which F has the simplest
possible form.
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5: Given symmetric polynomials. Express them in terms of sim-
pler ones.

We shall reformulate the above Examples in terms of actions of
groups in such a way that the connection with invariants becomes more
apparent.

Example 1-1.6. Reformulation of the previous Examples

1: Choose a basis of V . Let X be the matrix of A in this basis.
If we choose another basis, then X gets replaced by gXg−1

for some g in Gln. So the problem is to find the orbits of the
action of Gln on the space Matn of n × n matrices, or, to find
representatives of the orbits. If the basic field is C, then the
answer is given by the Jordan canonical form. The first step is
to consider the map Matn → Cn which sends a matrix X to
(a1(X), . . . , an(X)), where the ai(X) are the coefficients of the
characteristic polynomial deg(λI−X) = λn+a1(x)λ

n−1 + · · ·+
an(X) of X. The map is invariant under the action of Gln.

It is clear that the map separates orbits generically. That
is, it separates orbits that correspond to matrices with differ-
ent characteristic polynomials and most matrices in Matn are
diagonizable, with different eigenvalues.

2: An element g of Gln acts on pairs of elements of Matn by sending
the pair (X, Y ) to (gXg−1, gY g−1). This gives an action of Gln
on Matn×Matn. The problem is to classify this action. The
answer is unknown and a problem in linear algebra is called
wild if it contains this problem as a subproblem. It is wild even
when X and Y commute.

3: Choose a basis for V . Let X be the matrix of A in this basis.
If we choose another basis, then X gets replaced by gX tg for
some g in Gln. Over C and R it is easy, and classical, to find
simple normal forms, but over arbitrary fields it is unknown.

4: Choose an orthogonal basis for V . Let X be the matrix of A in
this basis. If we choose another orthogonal basis, then X gets
replaced by gX tg for some g in On. Over C and R it is easy,
and classical, to find simple normal forms, but over arbitrary
fields it is unknown.

5: The problem is to describe the invariants of the action of the
symmetric group Sn on the polynomial ring C[x1, . . . ,xn]. The
answer is given by the elementary symmetric functions, but
there are many other natural bases of symmetric functions. See
MacDonald [?]
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The following Lemma is fundamental for finding invariants of group
actions. We shall use it, and generalizations, many times in the follow-
ing.

Lemma 1-1.7. Let G be a group acting on a variety V and let P1, . . . , Pk
be invariant polynomials. Suppose that H ⊆ G is a subgroup which
leaves invariant a subvariety U of V , such that:

(1) The functions Pi|U generate the ring of all invariants of H
acting on U

(2) The set GU is a dense subset of V .

Then the polynomials P1, . . . , Pk generate the ring of invariants of
the action of G on V .

Proof. Let P be a polynomial which is invariant under the action of
G. Consider the restriction P |U . Clearly, P |U is H invariant. Hence,
by assumption (1), we have that P |U = F (P1|U, . . . , Pk|U), for some
polynomial F . Consider the difference P ′ = P − F (P1, . . . , Pk). Then
P ′|U ≡ 0, and P ′ is G invariant as a polynomial expression in the
P1, . . . , Pk. Therefore P ′|GU ≡ 0. However, GU is dense in V , so
P ′ ≡ 0. Hence we have that P = F (P1, . . . , Pk). �

Problem 1-1.1. The orthogonal group On has the quadratic invariant
f(x) = (x, x) where (, ) is the bilinear form ((x1, . . . , xn), (y1, . . . , yn)) =
∑n

i=1 xiyi on Rn. Show that the ring of invariants of On on Rn is
generated by f(x).

Hint: In the Lemma above we take U = Re to be a 1 dimensional
vector space with ‖e‖ = 1. Moreover, we take H = Z/2Z, acting on
U by e → −e. Then H fixes U⊥. We have that (, )|U × U is given by
(xe, xe) = x2. The invariants of H acting on U is therefore the subring
R[x2] of the polynomial ring R[x].

We have that OnRe = Rn, because, let v1 and w1 be such that
‖v1‖ = ‖w1‖, and choose orthogonal vectors v1, . . . , vn and w1, . . . , wn
with ‖vi‖ = ‖wi‖. Then the matrix X defined by Xvi = wi is in On

and sends v1 to w1.



6 VICTOR KAČ

2. Lecture 2

2-1. Group actions and a basic Example. An action of a group G
on a set X is a map

G×X → X,

such that (g1g2)x = g1(g2x) and ex = x, for all elements g1, g2 of G
and x of X, where gx denotes the image of the pair (g, x).

The orbit of a subset Y of X under the action is the set

GY = {gy : g ∈ G, y ∈ Y },
and the stabilizer of a point x of X is the set

Gx = {g ∈ G : gx = x}.
The stabilizer is a subgroup of G. The set of orbits we denote by X\G.
Given a subset H of G we let XH

XH = {x ∈ X : hx = x, for all h ∈ H}.
Definition 2-1.1. The group G acts on the set of functions F(X) on
X with values in any set, by the rule (gF )(x) = F (g−1x), for each g
in G, x in X and F in F(X). An invariant is an element of F(X)G.
Sometimes the invariants are called invariant functions.

Remark 2-1.2. An element F is in F(X)G, if and only if F (gx) =
g−1F (x) = F (x) for all g in G and x in X. That is, if and only if
F (Gx) = F (x). In other words, F is in F(X)G if and only if F is
constant on the orbits of points in X.

The basic example, that we shall treat below, is when G = Gln(C)
and X = Matn(C), and the action of the group is gx = gxg−1. One
may also use other fields.

Theorem 2-1.3. Write

det(tI + x) = tn + P1(x)t
n−1 + · · ·+ Pn(x).

Then we have that the polynomials P1, . . . , Pn are algebraically inde-
pendent and they generate the ring of Gln(C) invariant polynomials
on Matn(C).

In other words, we have that

C[Matn(C)]Gln(C) = C[P1, . . . ,Pn],

and the ring on the right hand side is polynomial in P1, . . . , Pn.

Proof. Apply Lemma 1-1.7 with U being the diagonal matrices of Matn(C),
and let H be the group of permutations of the basis vectors e1, . . . , en,
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that is σ ∈ H if σ(ei) = eσ(i), where (σ(1), . . . , σ(n)) is a permutation
of the indices. We have that H operates on U by

σ





λ1 . . . 0
...

. . .
...

0 . . . λn



 =





λσ(1) . . . 0
...

. . .
...

0 . . . λσ(n)





According to the Lemma we must check the properties:

(i) Gx = X.
(ii) P1|U1, . . . , Pn|Un generate the ring of invariants C[U]H.

Moreover we will check that the polynomials P1, . . . , Pn are algebraically
independent. Assertion (i) follows from Problem 2-1.4, since any ma-
trix with distinct eigenvalues can be diagonalized.

To prove (ii), let x be the matrix with (λ1, . . . , λn) on the diagonal
and zeroes elsewhere. Then we have that

det(tI + x) =
n

∏

i=1

(t + λi) = tn + σ1(λ)tn−1 + · · · + σn(λ),

where σ1 =
∑

λi, σ2 =
∑

i<j λiλj, . . . , are the elementary symmetric

polynomials. We see that Pi|U = σi. However, the elementary sym-
metric polynomials generate the ring of all symmetric functions and
are algebraically independent. In other words C[U]Sn = C[σ1, . . . , σn].
We have thus verified assertion (ii), and, at the same time, proved
the independence of the Pi. Consequently we have proved the Theo-
rem. �

Remark 2-1.4. The proof of Theorem 2-1.3 that we have given holds
for all algebraically closed fields. However, the assertion holds for all
fields, and the proof can be reduced to that given for algebraically
closed fields, using Exercise 2-1.5

The importance of invariants come from the fact that they give rise
to the map

π : Matn(C) → Cn.

which sends a matrix x to (P1(x), . . . , Pn(x)). This map will be called
a quotient map and will be the center of study of the remainder of the
lectures.

The basic question is to study the fibers of π. Each fiber is a union
of orbits. Indeed, if c = (c1, . . . , cn) is a point of Cn we have that

π−1(c) = {x ∈ Matn(C) : Pi(x) = ci}.
However, the polynomials Pi are invariant under the action of Gln(C),
so the fibers are invariant. The orbits are however, not parametrized by
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Cn. Since the coefficients of a polynomial determines its roots we have
that the fibers of π are the sets of matrices with prescribed eigenvalues.
We know that the Jordan form is a normal form for matrices with given
eigenvalues. We can therefore determine the orbits in the fiber.

Remark 2-1.5. To determine the orbits, we consider the matrices with
given eigenvalues of multiplicities m1, . . . , ms. There are p(m1) · · · p(ms)
Jordan canonical forms with these eigenvalues, where p is the classical
permutation function, that is, p(n) is the number of permutations of n.
Indeed, the Jordan form is

































λ1 1
. . .

. . .

1
λ1

λ2 1
. . .

. . .
1
λ2

. . .

































,

where we have indicated the boxes of size m1 and m2 belonging to the
eigenvalues λ1 and λ2. We see that the fiber consists of p(m1) · · ·p(ms)
orbits. In particular, a fiber consists of a simple orbit, if and only if, all
eigenvalues are distinct. Hence, we have that Cn parametrizes orbits
generically. We also see that there is only a finite number of orbits.

Problem 2-1.1. Let G be a finite group. Then |G| = |Gx||Gx|, for all
x in X.

Problem 2-1.2. (Burnsides theorem) Let G and X be finite. Then
we have that

|X \G| =
1

|G|
∑

g∈G

|Xg|.

Hint: Consider the subset M ⊆ G×X defined by M = {(g, x) : gx =
x}. Calculate |M | in two ways. First |M | =

∑

g∈G |Xg|, and secondly

|M | =
∑

x∈X |Gx|. Now use previous exercise. We have that Xg is the
fiber over g in M → G and Gx is the fiber over x in M → X. Hence
we get

∑

x∈X |Gx| = |G|∑x∈X
1

|Gx|
= |G|∑x∈X\G 1.

Problem 2-1.3. Show that the map π : Matn(C) → Cn is surjective.
Hint: This map is surjective, for given c = (c1, . . . , cn) in Cn. Let

λ = (λ1, . . . , λn) be roots in the characteristic polynomial. Then the
matrix with diagonal entries λ and the remaining entries 0 maps to c.
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Problem 2-1.4. Show that the matrices with distinct eighenvalues
form a dense subset of Matn(C).

Hint: Consider the map Matn(C) → Cn, which sends a matrix X to
the coefficients (P1(X), . . . Pn(X)) of the characteristic polynomial. It
follows from the previous problem that the map is surjective. It is clear
that the subset of Cn consisting of coefficients of monic polynomials
that have distinct roots is open. The inverse image of this set is the
set of matrices with distinct eigenvalues.

Problem 2-1.5. Let G operate linearly on a vector space V over a field
F. Let F be the algebraic closure. Then we have that (V ⊗F F)G =
V G ⊗F F.

Hint: Choose a basis {εi}i∈I for F over F and a basis {vi}j∈J for V

over F. Then we have that V ⊗F F has a basis {vi ⊗ εj}i∈I,j∈J . Let
v =

∑

ij aijvi⊗εj. If gv = v we have that
∑

ij aijgvi⊗εj =
∑

i,j aijvi⊗εj.
Consequently, we have that

∑

i aijgvi =
∑

i aij, for all j. That is
∑

i aijvi ∈ V G. Hence, if v ∈ (V ⊗F F)G, we have that v ∈ V G ⊗F F.

2-2. Closedness of orbits. The first basic problem is to calculte in-
variants. This is done, for Gln(C) by Theorem 2-1.3. The second basic
problem is to decide which of the orbits are closed. We shall next do
this for Gln(C).

Theorem 2-2.1. The orbit Gln(C)x is closed if and only if the matrix
x is diagonizable. Moreover, every fiber of π contains a unique closed
orbit, which is the orbit of minimal dimension of the fiber.

Proof. We may assume that x is in Jordan form. Moreover assume that
x has a block of size m > 1, that is

x =













λ 1
. . .

. . .
1
λ

B













.

Then Gx is not closed, that is Gx 6⊇ Gx. Indeed, consider the element

gε =













εm

εm−1

. . .
1

I













.

Then we have that
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gεx =

















λ ε
λ

. . .
ε
λ

B

















(2-2.1.1)

in Gx, for all ε 6= 0. The closure of gεx contains the matrix









λ 0
. . .
0 λ

B









(2-2.1.2)

in Gx. However, this matrix has different Jordan form from that of x,
so it is not in Gx. Hence non diagonizable matrices have non closed
orbits.

Conversely, diagonizable elements have closed orbits. Indeed, we
have that x is diagonizable if and only if P (x) = 0, for some polynomial
with distinct roots. Let x′ ∈ Gx. then P (gx) = 0, for g ∈ F , so
P (x′) = 0. Hence, by the same criterion, x′ is also diagonizable. But x
and x′ lie in the same fiber of π, since Gx ∈ π−1(πx). But, in each fiber
there is a unique semi simple element, that is diagonizable element, up
to conjugacy of diagonizable elements, and the fibers are closed. We
conclude that x′ ∈ Gx. Hence Gx = Gx, and we have proved the
Theorem. �

Remark 2-2.2. The conclusion of the Theorem we already knew when
x has distinct eigenvalues, because the orbits are fibers of points in Cn.

Remark 2-2.3. We have shown that Cn parametrizes closed orbits. We
call π the quotient map.

Remark 2-2.4. The fiber π−1(0) consists of the matrices with all eigen-
values equal to zero, that is, of the nilpotent elements.

The problem in general is to classify all orbits once the closed orbits
are known.

The general picture for a reductive group acting linearly on a vector
space is:

(i) Firstly, classify the closed orbits. These are classified by invari-
ants via the quotient map.
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(ii) Secondly, classify nilpotent orbits, that is the orbits that satisfy
Gx 3 0.

(iii) Thirdly, determine the general Jordan decomposition, described
abstractly by the three conditions of Excercise 2-2.2.

Remark 2-2.5. The general linear group Gln(C) has the properties:

(i) The ring of invariants is a polynomial ring.
(ii) There are finitely many nilpotent orbits.

These two properties do not hold in general.

Problem 2-2.1. Show that Gx 3 0 if and only if x is a nilpotent
matrix.

Hint: We have that Gx ∈ π−1(π(x)). Since the fibers are closed we
have that Gx 3 π−1(π(x)). Hence we have that Gx 3 (0) if and only if
0 = π(0) = π(x). that is, if and only if x is nilpotent.

Problem 2-2.2. (Jordan decomposition.) Every x can be written
x = xs + xn, where xs is diagonizable and xn is nilpotent, and such
that

(i) Gxs is closed.
(ii) Gxs

xn 3 0.
(iii) Gxs

⊇ Gx.

A decomposition satisfying properties (i), (ii) and (iii) is unique.
Hint: Follows from the Jordan canonical form. We proved property

(i) in 2-2.1 and (ii) in the above problem. Property (iii) follows from
the argument of the proof of 2-2.1. Multiplying x with gε of that proof,
we get gεx of 2-2.1.1, that clearly is in Gxs

, and we saw that the closure
of the latter matrices contained the matrix 2-2.1.2, that we see is in
Gxs

, if we do it for all blocks.
We have proved that xs ∈ Gxs

x. However, we have that Gxs
x =

xs + Gxs
xn, so we obtain that 0 ∈ Gxs

x. The converse is obtained in
the same way. To prove that Gx ⊂ Gxs

we observe that xs = P (x)
for some polynomial P . Indeed, we obtain this by taking P (t) ≡ λi
(mod (x − λi)

mi), for i = 1, . . . , r, because x0 and P (x) are the same
operators on V .

Problem 2-2.3. Let G = Slm(C)×Sln(C) and V = Matm,n(C). Then
G acts on V by (a, b)x = axb−1. Then we have that:

(i) If m 6= n, all invariants are constants. There are finitely many
orbits. Describe them.

(ii) If m = n, we have that C[V]G = C[detx]. Consider the map
V → C that sends x to det x. Then all fibers are closed orbits,
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unless det x = 0. The fiber {x : det x = 0} consists of finitely
many orbits. Describe them.

Hint: When m 6= n we can put all matrices on the form


















1 . . . 0
. . .

...
1

0
. . .

...
0 0



















by the action of G. Take

U =





1 . . . 0
. . .

...
1 0 0



 ,

and H = (1, 1) in Lemma 1-1.7. We see that the invariants are the
constants. The orbits consists of the orbits of the above elements.

Let m = n. All matrices can be put in the form


















1 . . . 0
. . .

...
1

0
. . .

...
0



















or








1
. . .

1
λ









by the action of G. Take U to be the matrices of the second form and
take H = (1, 1) in Lemma 1-1.7. Let P (x) = det x. Then P |U = λ
is the only invariant in C[t], which is the ring of U , under the trivial
action. The fibers when det x 6= 0, are the orbits of the second matrix,
and the fibers when det x = 0 consists of all the orbits of all the matrices
of the first form.
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3. Lecture 3

3-1. Operations of groups.

Definition 3-1.1. A linear action of a group G on a vector space V is
a homomorphism

G→ Gln(V ).

We shall express the action of G on V by G : V .

From the action G : V we obtain an action G : V ∗, where V ∗ is
the dual space of V . Indeed, we have seen 2-1.1 that G acts on all
functions on V , so it acts on linear functions. This action is called the
contragradient action.

Given G : U and G : V . Then we obtain an action G : U ⊕ V by
g(u ⊕ v) = gu ⊕ gv, and an action G : U ⊗ V by g(

∑

i ui ⊗ vi) =
∑

i gui ⊗ gvi.
Finally we have that G : C by the trivial action gv = v.

Definition 3-1.2. A graded algebra R = ⊕∞
k=0Rk, is an algebra R such

that R0 = C and RmRn ⊆ Rm+n. By a graded module over R we mean
an R module M = ⊕k≥0Mk, such that RiMj ⊆Mi+j.

We get an action G : T (V ) = ⊕k≥0T
k(V ). Here T 0(V ) = C and

T k(V ) = V ⊗· · ·⊗V , the tensor product taken k times, for k > 0. Also
we get an action G : S(V ), where S(V ) = T (V )/({(a⊗b−b⊗a) : a, b ∈
V }) is the symmetric algebra of V . Indeed, the ideal generated by the
elements a⊗ b− b⊗ a, for a and b in V , is G invariant. We have that
S(V ) is graded, and we write S(V ) = ⊕∞

k=0S
kV .

Similarly, G acts on the exterior algebra
∧

(V ) = T (V )/({(a ⊗ b +

b⊗ a) : a, b ∈ V }). Again
∧

(V ) is graded and we write ⊗k≥0

∧k V .

Notation 3-1.3. We let C[V] be the algebra of polynomial func-
tions on V . That is C[V] = S(V∗), and we have a grading C[V] =
∑∞

k=0 C[V]k, coming from S(V ∗) = ⊕∞
k=0S

k(V ∗).

Given a linear action G : V . Then G acts on C[V], preserving the
grading. Hence C[V]G is again a graded algebra C[V]G = ⊕∞

k=0C[V]Gk .
The Poicaré series of an action G : V is the formal power series

PG:V (t) =
∑

k≥0

(dimC[V]Gk )tk,

in the variable t. The spectacular thing about the Poincaré series is
that it often can be computed.

Example 3-1.4. Let G = Z2 and let G act on V by −1v = −v.
Moreover, let dimV = n. Then, by Moliens formula in Exercise 3-1.1,
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we have that PG:V (t) = 1
2
( 1

(1−t)n + 1
(1+t)n ) = 1

2
(1+t)n+(1−t)n

(1−t2)n . This is a

symmetric expression in t. When n = 1 we get PG:V (t) = 1
1−t2

. In

this case we have that C[V]G = C[x2], so the ring of invariants is a

polynomial ring. For n = 2 we have PG:V = 1+t2

(1−t2)2
. Hence, by Exercise

3-1.2 we have that the ring of invariants is not polynomial. We have
that C[V]G = C[x2,y2,xy].

Remark 3-1.5. Even when PG:V (t) = 1/
∏

i(1 − tmi), we do not neces-
sarily have that C[V]G is a polynomial ring. Indeed, let

G =<





−1
−1

1



 ,





1
1

i



 > .

We get a group of order 8 generated by 2 elements. It follows from
Exercise 3-1.4 that the ring of invariants is not polynomial.

Theorem 3-1.6. (Hilbert-Samuel-Serre.) Let R = ⊕k≥0Ri be a graded
algebra generated by homogeneous elements r1, . . . , rs of degreesm1, . . . , ms,
all strictly greater than zero. Moreover, let M = ⊕k≥0Mk be a finitely
generated graded module over R. Then we have that

PM(t) =
∑

k≥0

(dimMk)t
k =

f(t)
∏g

i=1(1 − tmi)
, where f(t) ∈ Z[t].

PM(t)In particular PR(t) has the above form.

Proof. We use induction on the number s of generators. If s = 0 we
have that R = C, and consequently that dimM < ∞. Hence we have
that PM(t) ∈ Z[t]. Assume that s > 0 and consider the exact sequence

0 → Kn →Mn
rs−→Mn+ms

→ Ln+ms
→ 0.

Let K = ⊕n≥0Kn and L = ⊕n≥0Ln. Then K and L are graded R/(rs)
modules. We have that L is finitely generated as a quotient of M and
K is finitely generated by the Hilbert basis theorem 6-1.2. We have
that

∑

n≥0

(dimMn)t
n+ms +

∑

n≥0

(dimLn+ms
)tn+ms

=
∑

n≥n

dim(Mn+ms
)tn+ms +

∑

n≥0

(dimKn)t
n+ms.

Consequently we have that

tmsPM(t) + PL(t) = PM(t) + tmsPK(t) +

ms−1
∑

i=0

(dimMi − dimLi)t
i.
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Apply the inductive assumption to L and K. We obtain that

PM(t) =
f1(t)

∏s
i=1(1 − tms)

− f2(t)
∏s

i=1(1 − tms)
+

f3(t)
∏s

i=1(1 − tms)
=
f1(t) − f2(t) + f3(t)

∏s
i=0(1 − tms)

.

�

Remark 3-1.7. A large part of invariant theory consist of (i), to show
that there is a finite number of generators of the ring of invariants, and
(ii), to study the function f(t) appearing in the Theorem.

Problem 3-1.1. Let G be a finite group acting linearly on a vector
space V . Then:

(a) We have that 1
|G|

∑

g∈G g is a projection V → V G, which com-

mutes with the action of G. A projection is a linear map that
maps a space to a subspace in such a way that it is the identity
on the subspace.

Assume that V is finite dimensional.

(b) We have that dim V G = 1
|G|

∑

g∈G tr g.

(c) (Moliens formula) We have that PG:V (t) = 1
|G|

∑

g∈G
1

det(1−tg)
.

Hint:(a) is clear. For (b) we have that 1
|G|

∑

g tr g = 1
|G|

tr
∑

g g =

tr 1
|G|

∑

g g = dimV G, where the last equality follows from (a). To prove

(c) we have that PG:V (t) =
∑

i dim Si(V ∗)ti =
∑

i

∑

g
1
|G|

trSi(V ∗) gt
i =

1
|G|

∑

g

∑

i trSi(V ∗) gt
i. Hence it suffices to show that 1/ det(a − gt) =

∑

i trSi(V ∗) gt
i. We have that gn = 1 for some n since G is finite. Hence

g is diagonalizable. Let g be the diagonal matrix with diagonal entries
(λ1, . . . , λ1, . . . , λr, . . . , λr) in some basis, where det(1−gt) =

∏r
i=1(1−

gλi)
ni, and n1 + · · · + nr = dimV . We use that 1/(1 − tx1) · · · (1 −

txn) =
∑

i

∑

i1+···+in=i x
i1
1 · · ·xinn ti. Then we have that dimSi(V ∗) =

∑

i1+···+in=i x
i1
1 · · ·xinn and when we let x1 = · · · = xn1 = λ1, xn1+1 +

· · ·xn1+n2 = λ2, . . . , we obtain an expression for trSi(V ∗) g, which gives
the formula.

Remark 3-1.8. If G is compact group with invariant measure dµ, then
(a), (b) and (c) hold, with |G| =

∫

G
dµ.

Problem 3-1.2. If C[V]G is equal to the polynomial ring C[P1, . . . ,Pk]
in polynomials Pi, where the polynomials Pi are homogeneous of degree
mi, then PG:V (t) = 1/

∏

i(1 − tmi).

Problem 3-1.3. Let G1 : V1 and G2 : V2. We may form the direct
product action, G1 × G2 : V1 ⊕ V2, by (g1, g2)(v1 + v2) = g1v1 + g2v2.
Show that C[V1 ⊕ V2]

G1×G2 = C[V1]
G1 ⊗ C[V2]

G2. Hence, we have
that PG1×G2:V1⊗V2(t) = PG1:V1(t)G2:V2(t).
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Hint: We clearly have homomorphisms C[Vi] → C[V1⊕V2], for i =
1, 2, and hence we get a homomorphism C[V1]⊗C[V2] → C[V1⊕V2].
Chosing bases for the rings we easily see that this is an isomorphism. It
is clear that the latter map induces a surjection C[V1]

G1⊗C[V1]
G2 →

C[V1⊕V2]
G1×G2. Let f be contained in the right hand side and write

f =
∑

β fβ(x)y
β, for some fβ ∈ C[V1]. Let G1 act. We see that

fβ ∈ C[V1]
G1. Let f1, . . . , fr be a basis for the vector space spanned

by the fβ. We get that f =
∑n

i=1

∑

β aβifi(x)y
β. Let G2 act. We

see that gi(y) =
∑

β aβiy
β ∈ C[V2]

G2, for all i. Thus we have that

f =
∑r

i=1 figi ∈ C[V1]
G1 ⊗ C[V2]

G2. We have proved the first part
of the exercise. For the second part we note that, for graded algebras
A =

∑

i≥0Ai and B =
∑

i≥0Bi, we have that PA⊗B(t) = PA(t)PB(t),
since dim(A⊗ B)l = dim

∑

i+j=lAk ⊗ Bj =
∑

i+j=l dimAi dimBj.

Problem 3-1.4. Let G be the group of Remark 3-1.5

(a) We have that C[V]G is generated by x2, y2, xy, z4. This is not
a polynomial ring.

(b) We have that PG:V (t) = 1
(1−t2)3

.

Hint: The group takes monomials to themselves with changed coef-
ficients. We therefore only have to consider the monomials. If xiyjzk is
invariant we must have that 4|k and 2|i+ j. We have that (b) follows
from the previous Exercise.
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4. Lecture 4

4-1. Finite generation of invariants. Given a group G operating
linearly on a vector space V . The problem of deciding when the algebra
C[V]G is finitely generated is called Hilbert’s 14th problem. We shall
show that the ring is finitely generated when G is a reductive group. In
particular it is true for finite groups, and, more generally, for compact
groups. Nagata gave an example of a group and an action where the
ring of invariants is not finitely generated.

Definition 4-1.1. Let G be a group acting by automorphism on an
algebra R. A linear map

] : R→ RG

] is called a Reynolds operator if

(i) The map ] is a projection onto RG, that is we have ]|RG = IRG .
(ii) We have that (ab)] = ab] if a ∈ RG and b ∈ R.

Remark 4-1.2. Note that condition (i) implies that ] is surjective and
that condition (i) holds, if and only if (]|RG)] = ].

With an operation of a group G on a graded algebra R = ⊕m≥0Ri,
we shall always mean an operation that preserves the grading, that is
gRm ⊆ Rm, for all g and m. Then we clearly have that RG is a graded
subalgebra of R.

Theorem 4-1.3. Let G act by automorphisms on a graded algebra
R = ⊕m≥0Rm. Suppose that R is a finitely generated C = R0 algebra
and that there is a Reynolds operator ] : R → RG on R. Then RG is
finitely generated.

Proof. We have that RG is a graded algebra. Let I be the ideal of R
generated by the elements ⊕m>0R

G
m. By the Hilbert basis theorem we

have that I is generated by a finite subset of a system of generators
for I. We thus have that I can be generated by a finite number of
homogeneous elements P1, . . . , Pn of positive degrees k1, . . . , kn.

We claim that the polynomials P1, . . . , Pn generate RG. To prove
this we let P ∈ RG be a homogeneous invariant of positive degree k.
We shall prove the claim by induction on k. Write P =

∑n
i=1QiPi,

where Qi ∈ R. Apply the Reynolds operator to this expression. We
get that P =

∑n
i=0Q

]
iPi. Replace Q]

i by its homogeneous component

of degree k − ki for all i. Then the equation P =
∑n

i=1Q
]
iPi still

holds. Since all ki are positive we have that k − ki < k. Consequently
degQ]

I < degP = k. By the induction assumption we have that Q]
i ∈

C[P1, . . . ,Pn]. Consequently we have that P ∈ C[P1, . . . ,Pn] and we
have proved the Theorem. �
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Problem 4-1.1. Take a line in the plane through origin and with irra-
tional angle, so that it does not pass through any of the lattice points
Z2. Take R = ⊕(α,β)∈S∩Z2

+
Cxαyβ. Then R is not finitely generated.

Hint: Let the line have the equation y = τx, with τ irrational. The
monomials xαyβ that lie below the line β ≤ γα, for some γ, generate
the algebra of monomials under the line. That is, we have that xδyε is
in the algebra when ε ≤ γδ. If R were finitely generated, we could take
a maximal rational γ. We then must have that γ < τ . Take a rational
γ < b

a
< τ . Then we have that xayb lies in R, but is not under y ≤ γx.

Remark 4-1.4. It is an open problem to decide whether R, in the pre-
vious Exercise, is not the ring of invariants of some group G.

4-2. Construction of Reynolds operators. LetG be a group acting
linearly on a finite dimensional vector space V . We want to construct
a Reynolds operator

] : C[V] → C[V]G.

When G is finite we let ] = 1
|G|

∑

g∈G g, where each element g of G

is considered as a linear map for V to itself, sending v to gv. Then ] is
a Reynolds operator by Exercise 4-2.1. Similarly, when G is compact
we let ] = 1

µ(G)

∫

g∈G
g dµ. For finite groups it was E. Noether who first

proved that C[V]G is finitely generated.

Definition 4-2.1. A linear action, or representation, of a group G in
a vector space V is called completely reducible if it is a direct sum of
irreducible representation.

Remark 4-2.2. We have not assumed that V is a finite dimensional
vector space in the above definition. However, if R = ⊕m≥0Rm is a
graded ring and each Rm is a finite dimensional vector space, we only
need to verifiy that G is completely reducible on finite dimensional
spaces.

Proposition 4-2.3. Let G act by automorphisms on an algebra R,
and suppose that this representation is completely reducible. Then there
exists a Reynolds operator. Moreover, the Reynolds operator has the
property that:

If U ⊆ R is a G invariant subspace, then U ] ⊆ UG.

Proof. Since the action of G is completely reducible we have that there
is a decomposition R = RG ⊕ R′′, where R′′ is the canonical invariant
complement guaranteed by Exercise 4-2.2. Then R′′ is the sum of all
nontrivial irreducible representations of G in R. Let ] : R→ RG be the
projection of R on RG.
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We shall check that ] is a Reynolds operator. Let a ∈ RG and b ∈ R.
We have that b = b′ + b′′, where b′ ∈ RG and b′′ ∈ R′′. Then we have
that b′ = b]. We also have that aR′′ ⊆ R′′, for a ∈ RG, because let
Vα ⊆ R′′. Then the map Vα

a−→ V given by multiplication with a is
either zero, in which case aVα ⊆ R′′, or the image is isomorphic to Vα,
in which case aVα is one of the subspaces of R′′. Hence we have that
ab = ab] + ab′′. However ab] ∈ RG and ab′′ ∈ R′′. Consequently we
have that (ab)] = ab]. Hence ] is a Reynolds operator.

To prove the last part we note that, since U is completely reducible,
we can, by Exercise 4-2.2, write U = UG ⊕U ′′, where U ′′ is the sum of
all non trivial G invariant submodules of U . Hence we have that U ′′ ⊆
R′′, where R′′ is the module of the proof of the previous Proposition.
Moreover we have that UG ⊆ RG. Hence we obtain that U ] ⊆ UG. �

Problem 4-2.1. Let G be finite group. Show that the map ] =
1
|G|

∑

g∈G g is a Reynolds operator.

Hint:It is clear that v] ∈ RG for all v and that v] = v when v ∈ RG.

Problem 4-2.2. Given a completely reducible representation of G in
V . Then we have that:

(i) Every invariant subspace has an invariant complement.
(ii) The space V decomposes uniquely into a direct sum of isotypic

components. By a isotypic component we mean the sum of all
equivalent irreducible representations.

(iii) When V is finitely dimensional, then V is completely reducible
if and only if every G invariant subspace is completely reducible.

Indeed we have that, if every G invariant vector space W ⊆ V
has a G invariant submodule and we have that V = W ⊕W ′ for
some invariant subspace W ′, then V is completely reducible.

Hint: (i)Assume that V is a sum of irreducible G modules {Vα}α∈I .
for every G invariant module W ⊆ V we have that, either Vα ∩X = 0,
or Vα ⊆ W , because Vα∩X ⊆ Vα is invariant. A totally ordered family
{Iβ}β∈J of indices, that has the property that ⊕β∈Iβ ⊕W is a direct
sum, has a maximal element because a relation

∑

β∈Iβ
rβ + w must lie

in one of the subsets. Let I ′ be a maximal element. Then we have that
⊕β∈I′ ⊕W = V because we can use the above observations to a Vα that
is not in the sum.

(ii) Let V =
∑

α∈IWα be the sum of the isotypic components. Such
a decomposition exists by the assumption. From (i) we conclude that
Wα = ⊕β∈IαVβ, where all the spaces Vβ are isomorphic irreducible. Let
⊕α∈JWα be a maximal direct sum decomposition. If it is not the whole
of V there is an Vβ outside and consequently a Wβ that is outside.
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Hence Wβ ∩ ⊕α∈JWα 6= ∅. Then there is a map Vβ ⊆ Wβ ⊆ V → Vα
that is not zero for any α or β. This is impossible.

(iii) Let W be a G invariant subspace. Since V is completely re-
ducible we have that V = W ⊕W ′ where W ′ is G invariant. However,
then W has a G invariant irreducible subspace. Indeed, we have a map
∑

α Vα = V = W ⊕W ′ → V/W = W and all the subspaces Vα of V
can not be mapped to zero by this surjection. We have proved that all
G invariant subspaces have G invariant irreducible subspaces. Let W0

be the sum of all irreducible G invariant subspaces of W . Then, by
assumption, we have that V = W0 ⊕W ′

0 for some G invariant subspace
W ′

0 of V . We get that W = W0⊕(W ′
0∩W ), because, if w ∈ W , we have

that w = w0 +w′
0, with wo ∈ W0 and w′

0 ∈ W ′
0, and w′

0 = w−w0 ∈ W .
However, W ′

0 ∩W contains irreducible G invariant subspaces, which is
impossible by the definition of W0.
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5. Lecture 5

5-1. Reductive actions.

Remark 5-1.1. Proposition 4-2.3 makes it interesting to determine which
groups have reductive action.

We have the following picture of groups:
{groups}⊃ {topological groups}⊃ {real Lie groups} ⊃ {complex Lie

groups} ⊃ {algebraic groups}.
As for group actions G×X → X we have the picture:
{group action} ⊃ {continous action} supset {smooth action} ⊃

{complex analytic action} ⊃ { algebraic action}.
When we have toplogical groups, smooth groups, analytic groups,

. . . , we shall always assume that the action is continous, smooth, an-
alytic, . . . . In particular, when the action of G on a space V is linear,
we always have that it is analytic.

Lemma 5-1.2. Let K be compact group acting linearly on a real finite
dimensional vector space V . Let Ω be a convex K invariant subset of
V . Then there exists a point p in Ω which is fixed by K.

Proof. Take a point x in Ω and take the convex hull [Kx] of the orbit
of x by K. Then [Kx] is compact convex K invariant subset of Ω. Let
p be the center of gravity of [Kx]. Then Kp = p because the center of
gravity is unique. �

Proposition 5-1.3. Let K be a compact group acting linearly on a
real, or complex, finite dimensional vector space V . Then there ex-
ists a positive definite, respectively Hermitian, form on V , which is K
invariant.

Proof. We apply Lemma 5-1.2 to the real vector space of all symmetric,
respectively Hermition, forms on V , with Ω the subset of all positive
definite forms. Then Ω is convex because sums with positive coefficients
of positive definite forms are again positive definite forms. �

Remark 5-1.4. We can obtain an alternative proof of the previous result
by taking an arbitrary positive form F and forming F0 ∈g∈K gF dµ(g).
Then F0 is a positive definit form which is K invariant.

Theorem 5-1.5. Let G be a group acting linearly on a finite dimen-
sional vector space V . Then we have that:

(a) When G is a compact topological group and V is a real, or com-
plex, vector space V . Then the action is completely reducible.

(b) When G be a complex Lie group acting on a complex vector
space V . Assume that
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(i) G has finitely many connected components.
(ii) G contains a compact real Lie subgroup K such that C ⊗R

TeK = TeG.

Then the action of G on V is completely reducible.

Proof. (a) By Proposition 5-1.3 there is a positive definite, or Hermit-
ian, bilinear G invariant form F on V . If U is a G invariant real, respec-
tively complex, subspace of V , we have that U⊥ = {v ∈ V : F (u, U) =
0} is a complementary real, respectively complex, subspace to U , which
is G invariant. Hence we have that V = U ⊕ U⊥. If one of the two
factors are not irreducible we can, by Exercise 4-2.2 decompose that
factor further. Since V is finitely dimensional we get a decomposition
of V into irreducible subspaces after fintely many steps.

(b) It follows from assumption (i) that the unity component has finite
index. Hence it follows from Exercise 5-1.1 that we can assume that G
is connected.

We must show that if U ⊆ V is a complex G invariant subspace, then
there exists a complementary complex G invariant subspace. Clearly
U is K invariant. Hence, it follows from (a), that there is a K in-
variant complement U⊥. We choose the latter notation because we
may construct the complement from a Hermitian form. We must now
show that U⊥ is G invariant. Since K operates linearly on V we
have a map ϕ : K → Gl(V ). We obtain a map of tangent spaces
dϕ : TeK → Te Gl(V ) = Mat(C,V). From dϕ we obtain an action of
TeK on V . Let X ∈ TeK and let γ(t) : R → G be a one parame-
ter group corresponding to X. We get that ϕγ : R → G corresponds

to dϕX. Hence we have that ϕγ(t)−I
t

acts on V as matrices and we

have that limt→0
ϕγ(t)−I

t
v = dϕXv. Since U⊥ is K invariant we have

that γ(t)−I
t

v = ϕγ(t)−I
t

v is in U⊥, for all t and all v ∈ U⊥. Conse-

quently, the limit dϕXv = Xv will be in U⊥, where we consider the
action of TeK via dϕ and the action of G via ϕ. However, since G
is analytic, we have that TeG → Mat(C,V) is C linear, and we have
that TeG acts C linearly on V . However, by assumption, we have
that TeG = TeK ⊗R C, so that U⊥ is invariant under TeG. We have
that, if X ∈ TeG correponds to the one parameter subgroup γ(t),
then γ(t) is the image of X by the exponential map exp : TeG → G.
Consequently we have that Xv = dϕXv. Moreover we have that
ϕ expX = exp dϕX, so that expXv = ϕ expXv = exp dϕXv = eMv,
where M = dϕX ∈ Mat(C,V). However, if Mv ∈ U⊥, we have that
eMv ∈ U⊥, so expXv ∈ U⊥ for all X ∈ TeG. Consequently U⊥ is
invariant under all elements in an open subset S of e in G. It thus
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follows from Exercise 5-1.2 that U⊥ is invariant under G, and part (b)
of the Theorem follows. �

Remark 5-1.6. The proof of part (b) of the Theorem is calles Weyl’s
unitary trick.

We use that the action is analytic because we must have that the
action on the tangent space TeC is C linear.

Definition 5-1.7. A complex Lie group satisfying (i) and (ii) of the
Theorem is called a reductive Lie group, and the compact subgroup is
called its compact form.

Remark 5-1.8. We notice that from the standard linear action of a
group, it is easy to construct an abundance of other linear actions.
Indeed, the contragredient action, which is given by the inverse matri-
ces, the action on the tensor products, symmetric products, exterior
products, as well as all subrepresentations are linear actions. So is the
direct sum of linear actions.

Example 5-1.9. (Examples of reductive groups and their com-
pact form)

1 G = C∗ ⊃ K = S1 = {z : |z| = 1}.
Hint: We have that TeC

∗ = C ∂
∂z

= C ∂
∂x

= C ∂
∂y

, since ∂f
∂z

=
∂f
∂x

= i∂f
∂y

, which is a consequence of the definition of derivation

of analytic functions. Moreover we have that TeS
1 = R ∂

∂y
since

(1 + ε(a + ib))(1 + ε(a− ib)) = 1 gives a = 0.
2 G = Gln(C) ⊃ K = Un = {unitary matrices} = {A ∈ Gln(C) : AtĀ =

I}. It is clear that K is compact. Moreover we have that
(a) G is arcwise connected, hence connected.
(b) Te Gln(C) Matn(C) = C ⊗R TeUn.

Proof. To prove (a) we give g ∈ Gln(C). We will find a curve
that passes e and g. Write g = AJA−1, where J is the Jor-
dan form of A. If we can find a path J(t) from J to e, then
g(t)AJ(t)A−1 is a path joining g to e. But we can find the
curve separately for each block of the Jordan form. Hence we
can assume that the matrix has the form









λ ε
. . .

. . .

ε
λ









,
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with ε = 1. Letting ε go to zero we can connect J to a diagonal
matrix, with λ on the diagonal. Now we can let λ go to 1 and
connect J to e, and we have proved (a).

To prove (b) we use that Te Un is the space of skew Hermitian
matrices









iλ1

. . . aij
−āij

iλn









,

with the λi real numbers. Indeed, we have that Te Un = {X : t(I+
εX)t(I + εX̄) = I} = {X + tX̄ = 0, so each X in Te Un is skew
Hermitian. Then we have that iX is Hermitian, that is of the
form









µ1

. . . bij
b̄ij

iµn









.

However, every matrix A can be written as A = 1
2
(A + tA) +

1
2
(A− tA), where the matrix in the the first parenthesis is Her-

mitian and the one in the second skew Hermitian. Hence we
have proved (b) �

3 G = Sln(C) ⊂ K = SUn. Again we have that G is connected.
The proof is the same is in Example (2).

Hint: We can, like in the previous example connect the el-
ement to a diagonal matrix. In this case the product of the
diagonal elements is 1. We can replace the diagonal elements
λ1, . . . , λn by λ1/

n
√
λ, . . . , λn

n
√
λ, and let λ tend to 1 to get the

unit matrix. Moreover, we have that Te Sln(C) = {X : det(I +
εX) = 1} = {X : 1 + ε trX = 1} = {X : trX = 0}. Hence
we get those of the matrices of the previous example with trace
equal to zero.

4 G = On = {A ∈ Gln(C) : AtA = I} ⊃ K = On(R)) = {A ∈
Gln(R) : AtA = I}. It follows from Exercise 5-1.3 that On(C)
and On(R) have two connected components, and that the con-
ditions of the Theorem are satisfied.

5 G = SOn(C) ⊃ K = SOn(R). It follows from Exercise 5-1.3
that G is connected and satifies the conditions of the Theorem.
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6 Let n be even. G = Spn(C) = {A ∈ Gln(C) : AJtA = J} ⊇
K = Spn(C) ∩ Un, where

J =













0 1
−1 0

. . .
0 1
−1 0













.

It follows from Exercise 5-1.4 that Spn(C) is archwise connected
and K its connected compact form.

Remark 5-1.10. Considering the tremendous efforts made during the
19’th century to prove that the ring of invariants of Sl2(C) on SkC2

was finitely generated, the following result by Hilbert was amazing.

Theorem 5-1.11. (Hilberts theorem.) Let G be a reductive complex
Lie group acting linearly on a finite dimensional complex vector space
V . Then C[V]G is finitely generated.

Proof. We have that C[V] = S(V∗). Since G : V is linear, and thus
analytic, the same is true for G : V ∗, since the contragredient action is
given by the inverse matrices. Hence the same is true for G : Sk(V∗).
It follows from Theorem 5-1.5 that G : Sk(V ∗) is completely reducible.
Hence, it follows from Proposition 4-2.3 that there exists a Reynolds
operator ] for G : C[V]. Hilbert’s theorem now follows from Theorem
4-1.3. �

Remark 5-1.12. We note the in the proof of Hilberts theorem we con-
structed a Reynolds operator ] for G : C[V] such that, for all G invari-
ant subspaces U of C[V], we have that U ] ⊆ U .

Problem 5-1.1. Let G be a group acting linearly on a finite dimen-
sional vector space V over R or C, and let G0 be a subgroup of finite
index in G. Then G is completely recucible if and only if G0 is.

Hint: Assume that V is G reducible. Writing V as a sum of irre-
ducible invariant subspaces, we see that we can assume that V is G
irreducible. Since V is finite dimensional there is a smallest G0 invari-
ant subspace W ⊆ V . Then W must be G0 irrducible. Choose the
one with lowest dimension among the G0 irreducible subspaces. Let
g1, . . . , gr be right representatives for the residual set G/G0. The mod-
ule spanned by g1W, . . . , grW will then be V . We have that giW is G0

invariant, because W is G0 invariant. The space giW is G0 irreducible,
because, if not, it would include a G0 irreducible subspace of lower
dimension. We have thus seen that V is the sum of the G0 invariant
subspaces. Hence V is G0 reducible.
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Assume that V is G0 reducible. Choose a G invariant subspace

W ⊆ V . We have a G0 linear map V
ϕ−→ W which is the identity

on W . Choose g1, . . . , gr to be right representatives for G/G0. Let

V
ψ−→W be the map defined by ψ(v) = 1

|G/G0|

∑

i g
−1
i ϕ(giv). For v ∈ W

we have that giv ∈ W so that ϕ(giv) = giv and ψ(v) = v. Take
g ∈ G and set gig = higji, with hi ∈ G0. Then we have that ψ(gv) =

1
|G/G0|

∑

i g
−1
i ϕ(gigv) = 1

|G/G0|

∑

i g
−1
i hiϕ(gjiv) = 1

|G/G0|

∑

i gg
−1
ji
ϕ(gjiv).

Now we have that gj1, . . . , gjr are all different because, if not, we have
that gjrg

−1
js

= h−1
r grgg

−1g−1
s hs ∈ G0. However, then we have that

gjrg
−1
js ∈ G0.

Problem 5-1.2. Let G be a connected topological group. Then G is
generated by the elements of any neighbourhood of e.

Hint: Let U be a neighbourhood of e and let H be the subgroup
generated by U . Then we have that H is open because if h ∈ H, then
hU ⊆ H. However, H is also closed since the cosets of H, different
from H, are also open. Since G is connected we have that H = G.

Problem 5-1.3. Show that On(C) and On(R) have two connected
components, and that the conditions of Theorem 5-1.5 are satisfied.

Hint: We can find eigenvectors for all matrices A in On(C), and,
since we have that < Ax,Ay >=< x, y >, all the eigenvaules are ±1.
We can take the space W generated by an eigenvector. Then W⊥ is
also invariant. By induction we can find an orthogonal basis such that
A is diagonal, with ±1 on the diagonal. If we have two −1’s on the
diagonal, say in the coordinates i and j, we can multiply by the matrix
that has ones on the diagonal, except in the coordinates i and j and
that looks like

(

− cos θ sin θ
− sin θ cos θ

)

in rows and columns i and j and has zeroes elsewhere. We see that
we can get the matrix into a form where either all the elements on the
diagonal are 1, or they are all 1 except for a 0 in the n the coordinate.
This shows that On(C) has two connected components. Now, give
A ∈ On(R). Write S = A+ tA. Then S is symmetric and consequently
has a real eigenvalue λ, because < Ax, x >=< x, tAx >=< x,Ax >,
so < λx, x >= λ < x, x >=< x, λx >= λ̄ < x, x >. Let v be an
eigenvector. We have that λAv = ASv = AAv + v, so that AAv =
−v + λAv. Consequently the space {v, Av} is stable under A. Choose
an orthogonal basis for {v, Av}. Then we have that A acts like

±
(

cos θ sin θ
− sin θ cos θ

)

.
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We can again transform the matrix to one with 1 on the diagonal,
except possibly one, which is −1. It follows that On(R) has two com-
ponents.

The tangent space to On(C) is {X : t(I + εX)(1 + εX) = I} =
{X : X + tX = 0}, that is the antisymmetric complex matrices. In the
same way we obtain that Te On(R) are the antisymmetric real matrices.
It follows that Te On(C) = Te On(R) ⊗R C.

Problem 5-1.4. Show that that Spn(C) is archwise connected and K
its connected compact form.

Hint: We have a bilinear form <,> on V such that < x.x >= 0
and < x, y >= 0 for all y implies that x = 0. A transvection on V is
a linear map τ : V → V defined by τ(u) = u + λ < x, u > x for all
u ∈ V , where λ ∈ C and x a nonzero vector in V . It is clear that each
transvection is a symplectic transformation.

For every pair x, y of elements of V such that < x, y >6= 0 the
transvection associated to X− y and λ < x, y >= 1 will satisfy τ(x) =
y. Indeed, τ(x) = x+ λ < x− y, x > (x− y) = x− λ < x, y > x+ λ <
x, y > y.

For every pair x, y of nonzero vectors of V there is a product of at
most 2 transvections that send x to y. Indeed, assume that x 6= y. By
what we just saw it suffices to find an element z such that < x, z >6= 0
and < y, z >6= 0. If < x >⊥=< y >⊥ we can take z to be any element
outside < x >⊥ and if < x >⊥ 6=< y >⊥ we take u ∈< x >⊥ \ < y >⊥

and u′ ∈< y >⊥ \ < x >⊥ and z = u+ u′.
Let a, b, a′, b′ be vectors in V such that < a, b >= 1 and < a′, b′ >= 1.

Then there is a product of at most 4 transvections that sends a to a′ and
b to b′. Indeed, we have seen that we can find two transvections, whose
product σ sends a to a′. Let σ(b) = b′′. Then 1 =< a′, b′ >=< a, b >=<
a′, b′′ >. Consequently it suffices to find two more transvections that
send b′′ to b′ and that fix a′. If < b′, b′′ >, we let τ(u) = u + λ < b′′ −
b′, u > (b′′−b′). Then we have that τ(b′′) = b′, by the same calculations
as above, and we have that τ(a′) = a′′ because < b′′−b′, a′ >= 1−1 = 0.
On the other hand, when < b′, b′′ >= 0, we have that 1 =< a′, b′′ >=<
a′, a′ + b′′ >=< a′, b′ > and < b′′, a′ + b′′ >6= 0 6=< b′, a′, a′ + b′′ >, so
we can first tranform (a′, b′′) to (a′, a′ + b′′) and then the latter pair to
(a′, b′).

We can now show that the symplectic group is generated by transvec-
tions. Choose a basis e1, e

′
1, . . . , em, e

′
m of V such that < ei, e

′
i >= 1, for

i = 1, . . . , m, and all other products of basis elements are 0. Let σ be
an element in the symplectic group and write σ(ei) = ēi and σ(e′i) = ē′i.
We have seen above that we can find a product τ of transvections that
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sends the pair (e1, e
′
1) to (ē1, ē

′
1). Then τ−1σ is the identity on the space

generated by (e1, e
′
1). Thus τ−1σ acts on the orthogonal complement

of (e1, e
′
1), which is generated by the remaining basis vectors. Hence

we can use induction on the dimension of V to conclude that σ can be
written as a product of transvections.

Problem 5-1.5. Take C∗ : C3, via the operation

t→





tk

tm

t−n



 ,

where k,m, n are positive integers.

(a) Find a finite system of generators of the algebra of invariants.
(b) Show that the algebra of invariants is a polynomial algebra, if

and only if, n = gcd(n, k) gcd(n,m).

Hint: Note that, if all exponents were positive, there would be no
invariants because the orbit contains 0.

Assume that k,m, n do not have a common divisor. The invariants
are spanned by all xaybzc such that ak + bm − cn = 0. Hence the
generators are given by all points (a, b, c) with integer coefficients in
the plane kx+my− nz. Let d = (n, k) and e = (n,m). Then we have
that (e, d) = 1, and de|n. We get the points (n

d
, 0, k

d
) and (0, n

e
, m
e
). The

ring is polynomial exactly if it is generated by these elements. To see
this we assume that de < n. Solve the congruence k

d
a ≡ −m (mod n

d
)

for a Then we get an a ≥ 0 such that k
d
a+m = cn

d
for some integer c,

and we must have c > 0 since the left hand side of the latter equation
is positive. Then we have that ka +md = cn, so (a, d, c) is a solution.
However, d < n

e
, and consequently it is not in the space spanned by

the other. Hence we do not have a polynomial ring.
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6. Lecture 6

6-1. Fundamental results from algebraic geometry.

Definition 6-1.1. A commutative associative ring R is called Noether-
ian if one of the following three equivalent conditions hold, see Exercise
6-1.1:

(i) Any ideal I of A is finitely generated.
(ii) Any set of generators of an ideal I contains a finite subset of

generators.
(iii) Any increasing sequence of ideals stablizes.

We have the following three fundamental results:

6-1.2. Hilbert’s basis theorem If A is Noetherian, then A[t] is Noe-
therian.

Corollary 6-1.3. The polynomial ring C[t1, . . . , tn] and all its quo-
tient rings are Noetherian.

Definition 6-1.4. The set
√
I = {a ∈ R : ak ∈ I, for some integer k}

is an ideal, which is called the radical of the ideal I.

6-1.5. Radical. We have that
√

0 is the intersection of all prime ideals
of R.

6-1.6. (Extension of maps.) Let B be a domain over C. Let A be a
subalgebra, and t ∈ B such that A and t generate B. Fix a nonzero
element b ∈ B. Then there exists an element a of A such that any
homomorphism ϕ : A → C with ϕ(a) 6= 0 extends to a homomorphism
ϕ̃ : B → C, such that ϕ̃(b) 6= 0.

By induction we get:

Corollary 6-1.7. The assertion of 6-1.5 holds for all finitely generated
algebras B over A.

6-1.8. Hilbert’s Nullstellensatz. Let I be an ideal in C[V], where V
is finitely dimensional, and let M = {x ∈ V : I(x) = 0}. Let F ∈ C[V]
be such that F |M ≡ 0. Then F k ∈ I, for some positive integer k.

Proof. We shall show that Hilbert’s Nullstellensatz, follows from the
assertions 6-1.5 and 6-1.6. Suppose, to the contrary, that F /∈

√
I.

Then, by the assertion 6-1.5 applied to A/I, we have that there is a
prime J ⊇ I such that F /∈ J . Consider its image b in B = [V]/J.
Let A = C and a = 1. By assertion 6-1.6 we have that there exists a
homomorphism ϕ̃ : B → C such that ϕ̃(b) 6= 0. Hence we have a map
ϕ̃ : C[V] → C so that ϕ̃(F ) 6= 0 and ϕ̃(I) = 0. But ϕ̃ defines a point
p of V such that I(p) = 0 and F (p) 6= 0. A contradiction. �
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Corollary 6-1.9. If f1, . . . , fk in C[V] have no common zeroes, then
there exists g1, . . . , gk in C[V] such that 1 = f1g1 + · · · + fkgk.

Proof. We apply the Hilbert Nullstellensatz 6-1.8 to I = (f1, . . . , fk)
and choose F = 1. �

Problem 6-1.1. Show that the three conditions of Definition 6-1.1 are
equivalent.

Problem 6-1.2. Show that the assertion 6-1.5 holds.

Problem 6-1.3. Prove the Corollary to assertion 6-1.6.

6-2. Separation of invariants.

Theorem 6-2.1. (Separation of invariants.) Let G be a complex reduc-
tive group acting linearly on a finite dimensional vector space. Let I1

and I2 be G invariant ideals in C[V], and let Mi = {x ∈ V : Ii(x) = 0},
for i = 1, 2. Assume that M1∩M2 = ∅. Then there exists a polynomial
F in C[V]G, such that F |M1 = 0 and F |M2 = 1.

Proof. Let P1, . . . , Pk be generators of I1 and let Q1, . . . , Qs be gener-
ators of I2. Then P1, . . . , Pk, Q1, . . . , Qs have no common zeroes, by
the assumption that M1 ∩ M2 = ∅. Consequently, by the Corollary
of Hilbert’s Nullstellensatz 6-1.8 we have that there exists polynomi-
als f1, . . . , fk and g1, . . . , gs, such that

∑

i Pifi +
∑

j Qjgj = 1. Let

ϕ1 =
∑

i Pifi and ϕ2 =
∑

j Qjgj. Then we have that ϕi ∈ Ii, for
i = 1, 2 and ϕ1 + ϕ2 = 1. Since G is reductive, it follows from
Theorem 5-1.5 and Proposition 4-2.3 that there is a Reynolds oper-
ator ] : C[V] → C[V]G, such that I ]i ⊆ Ii, for i = 1, 2. Apply the

Reynolds operator to ϕ1 + ϕ2 = 1. We obtain ϕ]1 + ϕ]2 = 1, where

ϕ]i ∈ Ii ∩ C[V]G. Put F = ϕ]1. Then we have that F ∈ C[V]G. More-
over, we have that F |M1 = 0 because F ∈ I1. However, we have that

F |M2 = (1 − ϕ]2)|M2 = 1. �

There is a compact counterpart of the above result.

6-2.2. Let K be a compact group that acts linearly and continously on
a real vector space V . Let F1 and F2 be disjont K invariant compact
subsets of V , with disjoint orbits. Then there exists a polynomial P ∈
R[V]K, such that P |F1 > 0 and P |F2 < 0.

Proof. There exists a continous function P1 on V such that P |F1 > 0
and P |F2 < 0. Indeed, fix a point x ∈ F1 and take P1(x) = ε−d(x1F1).
Here d(x1F1) is zero on F1. Let P2 be a polynomial which approximates
P1 up to δ. Such a polynomial exists by the Stone Weierstrass theo-
rem, that asserts that on a compact set a continous function can be
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approximated by a polynomial. For small δ we have that P2|F1 > 0 and
P2|F2 < 0. Let deg P2 ≤ N , and denote by Ω the set of all polynomial
functions of degree at most equal to N , that are positive on F1 and
negative on F2. Then Ω is nonempty. It is clearly also convex. Hence,
by the fix point theorem, there is a fixed point P ∈ Ω. This polynomial
has the desired properties. �
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7. Lecture 7

7-1. Linear algebraic groups. The Zariski toplogy on V = C is the
topology whose closed subsets are the sets F = {x ∈ Cn : P1(x) =
· · · = Pk(x), for all collections of polynomials P1, . . . , Pk ∈ C[V]}, see
Exercise 7-1.1.

Example 7-1.1. On C1 the closed subsets are the finite subsets to-
gether with the whole space and the empty set.

Remark 7-1.2. We have that V is quasi compact, that is, every de-
creasing sequence of closed sets F1 ⊇ F2 ⊆ · · · stabilizes. Indeed, let
Ik = {f ∈ C[V] : f |Fk = 0}. Then, by the Hilbert basis theorem 6-
1.2, the sequence I1 ⊆ I2 ⊆ · · · stabilizes. Consequently the sequence
F1 ⊇ F2 ⊇ · · · stabilizes, by the Hilbert Nullstellensatz.

Note that the ideals Ik are radical. Moreover, there is a bijec-
tion between closed subsets of Cn and radical ideals of I. Indeed,
we have seen above how a closed set F gives rise to a radical ideal
{f ∈ C[V] : f |F = 0}. Conversely, given an ideal I we get a closed set
{x ∈ Cn : I(x) = 0, for all F ∈ I}. By Hilbert Nullstellensatz these are
inverses.

The topology induced by the Zariske topology of V on subset M , is
called the Zariski topology on M .

Definition 7-1.3. A set is irreducible if it can not be decomposed into
a union of two nonempty closed subset.

Proposition 7-1.4. Let F be a closed subset of V . Then F = ∪Nj=1Fj,
where the Fj are all maximal irreducible subsets of F .

Proof. Exercise 7-1.2 �

Remark 7-1.5. If F is a closed irreducible subset of V , then it is archwise
connected. This is not trivial, see [?].

Definition 7-1.6. A linear algebraic group G in Gl(V ), is a subgroup
which is given as the zeroes of polynomials. That is, there exists poly-
nomials P1, . . . , Pk in C(End(V)), for which G = {g ∈ Gl(V ) : Pi(g) =
0, for i = 1, . . . , n}.
Example 7-1.7. The groups Gln(C), the diagonal matrices (C∗)n,
Sln(C), On(C), SOn(C), Spn(C) are all algebraic groups. The unitary
group Un is not a complex algebraic group, but it is a real algebraic
group.

Remark 7-1.8. The general linear group Gln(C) is not naturally a closed
set in an affine space. However, it can be made a closed subgroup of
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Sln+1(C), by the map

g →
(

g 0
0 (det g)−1

)

.

Remark 7-1.9. Any linear algebraic group is a complex Lie group. This
follows from the implicit function theorem, at every smooth point, but
since we are on a group all points are smooth.

Proposition 7-1.10. Let G be a linear algebraic group. Then the
irreducible components are disjoint, the unity component G0 is a normal
subroup, and all other components are cosets of G0 in G.

Proof. First we have that G0 is a group because the image of G0×Go in
G, by multiplication, contains G0 and is irreducible by Exercise 7-1.3.
Write G = ∪Nj=0Gj, where G0 is the unity component. Suppose that
h ∈ G0 ∩Gj, for some j 6= 0. Then gGj is an irreducible component by
Exercise 7-1.3. Through any other point h1 ∈ G0 we have an irreducible
component h1h

−1Gj, and it is not equal to G0 because h1h
−1Gj = G0

implies Gj = G0, and h and h1 are in G. Hence, each point of G0 is
contained in another irreducible component and consequently we have
thatG0 = ∪j 6=0(G0∩Gj). But this is a decomposition which contradicts
the irreducibility of G0. Consequently G = ∪nj=0Gj, where G0∩Gj = ∅.

We have that G0 is normal since gG0g
−1 contains e and this is an

irreducible component. Hence gG0g
−1 = G0 for all g in G. Finally

gG0 is an irreducible component. Consequently cosets of G0 in G are
irreducible components. �

Corollary 7-1.11. A linear algebraic group is irreducible if and only
if it is connected in the Zariski topology.

Remark 7-1.12. A linear algebraic group is connected in the Zariski
topology, if and only if, it is archwise connected in the metric topology,
see Remark 7-1.5.

Problem 7-1.1. Show that the sets F = {x ∈ Cn : P1(x) = · · · =
Pk(x)}, for all collections of polynomials P1, . . . , Pk ∈ C[V], are the
closed sets of a topology on Cn. Show that the topology is T1, that is,
given points x and y of Cn, then there is an open set containing one,
but not the other.

Problem 7-1.2. Prove Proposition 7-1.4.

Problem 7-1.3. (a) Given an increasing sequence of irreducible
sets M1 ⊂ M2 ⊂ · · · . Then the union ∪iMi is irreducible.

(b) Given M1 ⊆ V1, and M2 ⊆ V2, both irreductible. Then M1×M2

is an irreducible subset of V1 × V2.
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(c) Suppose M ⊂ Cn is irreducible and let ϕ : Cm → Cn be given
by rational functions defined on M . Then ϕ(M) is irreducible.

7-2. The Lie-Kolchin theorem. Given a group G and elements a, b.
We call the element [a, b] = aba−1b−1 the commutator of a and b and we
denote by G(1) the subgroup og G generated by all the commutators.
Moreover, we denote by G(i+1) the subgroups of G(i) generated by all
the commutators of G(i). A group G is solvable if the chain G ⊇ G(1) ⊇
G(2) ⊇ · · · ends in e. This is equivalent to having a chain of groups
G ⊃ G1 ⊃ G2 ⊃ · · · ⊃ e, such that Gi/Gi+1 is abelian for all i. Indeed,
if we have a chain of the latter type, then G(i) ⊆ Gi, for all i.

Lemma 7-2.1. The derived group G(1) is connected if G is connected.

Proof. Let G
(1)
k = {[a1, b1] · · · [ak, bk]} consist of the products of k com-

mutators. Then G
(1)
1 ⊆ G

(1)
2 ⊆ · · · and ∪kG(1)

k = G(1), and each G
(1)
k

is irreducible by Excercise 7-1.3 (c), because G
(1)
k is the image of the

product of G with itself 2k times. It follows from Exercise 7-1.3 (a)
that G(1) is irreducible, and consequently connected. �

Theorem 7-2.2. (The Lie-Kolchin theorem.) Let G be a solvable, but
not necessarily algebraic, subgroup of Gln(C) that acts on V = Cn, via
the inclusion. Then there exists a non zero vector v in V such that
gv = λv, where λ(g) ∈ C∗, for all g in G.

Proof. Since G is solvable, we have a series G ⊇ G(1) ⊇ G(2) ⊇ · · · ⊇
G(k) = e. We prove the Theorem by induction on k. If k = 1, the
Theorem holds since G(1) = e. Thus G is commutative, and, over
the complex numbers, any commutative set has common eigenvectors.
Indeed, if S is a commuting set of matrices, then they have a common
eigenvector. To see this choose an A in S and let Vλ = {v ∈ V : Av =
λv}. This vector space is not empty for some λ. Since the matrices
commute, we have that each matrix of S sends Vλ to itself. Hence we
can continue with the next element of S. Since V has finite dimension
this process will stop and give a common eigenvector for the matrices
in S, see also 13-1.10.

Assume that k > 1 and apply the inductive assumption to G(1).
Then there exists a nonzero vector v in V such that gv = λ(g)v for
all g ∈ G(1). Note that λ : G(1) → C∗ is a character, that is λ(g1g2) =
λ(g1)λ(g2). Given a character λ of G(1), we let Vλ be the space of all
vectors v satisfying gv = λ(g)v, for all g ∈ G(1). We know that Vλ 6= 0
for some character λ. We have that gVλ ⊆ Vλg , for any g ∈ G, where
λg(h) = λ(g−1hg), for h ∈ G(1) is again a character of G(1). Indeed,
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take v ∈ Vλ and h ∈ G(1). Then h(gv) = g(g−1hg)v = λ(g−1hg)gv,
because g−1hg ∈ G(1).

By Exercise 7-2.1 the Vλ for different characters λ of G(1) form a
direct sum. In particular there is only a finite number of characters λ
of G(1), such that Vλ 6= 0.

Let G′ = {g ∈ G : gVλ ⊆ Vλ}. Then G′ is a subgroup of G. We
have that G acts as a permutation on the finite set of nonzero Vλ’s.
Consequently G′ has finite index in G. Moreover, it is closed in G since,
if v1, . . . , vn is a basis for V whose first m elements form a basis for Vλ.
Indeed, the condition that gVλ ⊆ Vλ is expressed as the condition that
the coefficients for the last n − m vectors in the expression for gvi in
the basis is zero, for i = 1, . . . , m. Since G is connected we must have
that G = G′, that is GVλ ⊆ Vλ. But the elements of G(1) considered
as linear maps on Vλ have determinant 1, since they are products of
commutators, and they operate as scalars λ(g) on Vλ. However, there
is only a finite number of scalar matrices with determinant 1. Thus
the image of G(1) in Gl(Vλ) is finite. Since G(1) is connected, the image
must be 1. So G(1) acts trivially on Vλ, and thus the elements of G,
considered as linear maps on Vλ, commute. However, as we saw above,
commuting matrices have a common eigenvector. �

Corollary 7-2.3. Under the assumptions of the Lie-Kolchin theorem,
there exists a basis of V , on which all elements g ∈ G are upper trian-
gular matrices. Hence, elements of G(1) are matrices with units on the
diagonal.

Proof. We prove the Corollary by induction on the dimension of V . Let
V1 be generated by a common eigenvector for the elements of G. Use
the Theorem on V/V1. �

Remark 7-2.4. Every finite sovable group G, with a non trivial 1 dimen-
sional representation, gives an example where the Lie-Kolchin theorem
fails when G is not connected.

Hint: Take for example the subroup of Gl2(C) spanned by

σ =

(

0 1
1 0

)

, and

(

1 0
0 −1

)

.

Then G has order 8 and consists of all the matrices
(

0 ±1
±1 0

)

, and

(

±1 0
0 ±1

)

.

We have the relation (στ)4 = 1. It is clear that σ and τ do not have
common eigenvectors. In fact, we have σv1 = v2, σv2 = v1, τv1 = v1

and τv2 = −v2.
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Problem 7-2.1. Let G be a group. Then the nonzero spaces Vλ, for
different characters λ of G, form a direct sum.
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8. Lecture 8

8-1. Algebraic groups.

Definition 8-1.1. An affine algebraic variety is a Zariski closed subset
of Cn = V. To an affine algebraic variety M there corresponds an ideal
I = {f : f |M = 0} of C[V] = C[x1, . . . ,xn]. We have that I is a radical
ideal. To I we associate the ring C[M] = C[V]/I.

To an affine algebraic set M we have associated an algebra C[M]
which is a finitely generated algebra which has no nilpotent elements,
and with a fixed system of generators. This defines is a bijective corre-
spondence between the algebraic sets of Cn and the finitely generated
algebras with no nilpotent elements, and with a fixed system of n gen-
erators, see Exercise 8-1.1.

Definition 8-1.2. Given closed subsets M1 and M2 of Cn. A regular
map, or morphism, from M1 to M2 is a map ϕ : M1 → M2, which is
the restriction to M1 of a polynomial map ϕ : Cm → Cn. We say that
ϕ is an isomorphism between M1 and M2 if there exists a regular map
ψ : M1 →M2, such that ϕψ and ψϕ are identity maps.

To a regular map ϕ : M1 →M2 there corresponds a homomorphism
ϕ∗ : C[M1] → C[M2]. If follows from Exercise 8-1.2 that every homo-
morphism is obtained in this way. It follows that the correspondence
that sends an affine algebraic set M to the algebra C[M] gives a con-
travariant functor between the category of affine algebraic varieties with
regular maps, and the category of finitely generated algebras without
nilpotent elements, with algebra homomorphisms.

Remark 8-1.3. Let M be an affine algebraic variety, and let P1, . . . , Pk
be a system of generators of C[M]. Consider the map ϕ : M → Ck

defined by ϕ(x) = (P1(x), . . . , Pk(x)). Then ϕ(M) is closed in Ck and
ϕ : M → ϕ(M) is an isomorphism. This follows from Exercise 8-1.1.

Given closed subsets M1 and M2 of Cm respectively Cn. Then M1×
M2 is a closed subset of Cm × Cn.

Proposition 8-1.4. We have that C[M1×M2] is canonically isomor-
phic to C[M1] ⊗ C[M2].

Proof. Define the map ϕ : C[M1] ⊗ C[M2] → C[M1 × M2] by ϕ(f ⊗
g)(x1, x2) = f(x1)g(x2). Any element of C[M1 × M2] comes from a
polynomial in C[Cm×Cn] and thus are sums of products of polynomials
in C[Cm] and C[Cn]. Hence the map is surjective. To show that it is
injective, take an element of C[M1] ⊗ C[M2] of the form

∑

i fi ⊗ gi,
with the fi linearly independent over C. If

∑

i fi⊗gi 6= 0, then at least
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one of the gi must be a nonzero function. Assume that
∑

i fi ⊗ gi is in
the kernel of ϕ. We have that

∑

i fi(x)gi(y) = 0, for all x ∈ M1 and
y ∈M2. Fix a y0 at which one of the gi is not zero. Then we obtain a
nontrivial linear dependence between the fi. �

Definition 8-1.5. An affine algebraic group G is an affine algebraic
variety, together with regular maps µ : G×G→ G and ι : G→ G, and
an element e ∈ G, wuch that the group axioms hold for the product µ
and the inverse ι.

A regular action of an affine algebraic group G on an affine algebraic
variety is a map G×M →M , that satisfies the axioms of an action.

Example 8-1.6. Examples of linear groups

(a) Let G be a closed subset of Matn(C), which is a closed sub-
variety and which is a group with respect to matrix multipli-
cation. Then G is an affine algebraic group. Indeed, we have
that C[Gln(C)] = C[xij,d]/(d det(xij) − 1), where the xij and
d are indeterminates. Hence we have that Gln(C) is an affine
algebraic variety. In the example it is clear that the multipli-
cation is given by polynomials. However, also the inverse is a
polynomial in xij and d. Hence Gln(C), is an affine algebraic
group and thus all the closed subgroups are.

(b) Let M be closed subset in Cn which is G invariant, where G ⊆
Gln(C) is as in (a). Then the restiction of the action of G to
M is a regular action. This action is clearly algebraic.

Remark 8-1.7. We shall show that all algebraic groups are linear and
that all actions are obtained as in (b) above.

Lemma 8-1.8. Let G : M , where G is an affine algebraic group and
M an affine algebraic variety, and let F ∈ C[M]. Then the subspace
of C[M] spanned by the elements {gF : g ∈ G} has finite dimension.

Proof. We have a map α : G ×M → M , with corresponding map of
coordinate rings α∗ : C[M] → C[G]⊗ [M], where α∗F (g,m) = F (gm).

We have that α∗F =
∑N

i=1 ϕi ⊗ ψi. We obtain that, if g ∈ G and m ∈
M , then (α∗F )((g−1, m)) =

∑N
i=1 ϕi(g

−1)ψi(m), by the identification
C[G] ⊗ C[M] ∼= C[G × M]. Moreover, we obtain that F (g−1m) =
∑N

i=1 ϕi(g
−1)ψi(m), for all g ∈ G and m ∈ M . This means that gF =

∑N
i=1 ϕ(g−1)ψi. Consequently the space generated by the elements gF

is contained in the space generated by ψ1, . . . , ψN . �
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Remark 8-1.9. The Lemma is false if we instead of polynomials take
rational functions. For example take G = C∗ acting on C by mul-
tiplication. Then G acts on fuctions by gϕ(R) = ϕ(g−1R). Con-
sequently, an element λ ∈ C∗ sends the polynomial x to λ−1x. If
F = a0 + a1x+ · · ·+ anx

n we get that λF = a0 + a1
1
λ
x+ · · ·+ an

1
λnx

n.
Consequently, we have that {λF : λ ∈ C∗} ⊆ {1,x, . . . ,xn}. On the
other hand we have that λ sends 1

1+x
to 1

1+λ−1x
, which has a pole in

−λ. Consequently the space generated by the elements gF can not be
in a finite dimensional space of rational functions.

Theorem 8-1.10. (Linearization theorem.) Let G : M be a regular
action of an affine algebraic group G on an affine algebraic variety M .
Then there exists a linear regular action G : V , a closed G invari-
ant subset M̃ of V , and an isomorphism ψ : M → M̃ , such that the
following diagram is commutative:

G×M
1×ψ−−−→ G× M̃

α





y





y
α̃

M
ψ−−−→ M̃

,

where α̃ : G× M̃ → M̃ is the action G : M̃ induced by G : V .

Proof. Let Q1, . . . , Qn be a system of generators of C[M]. Morever, let
U be the space generated by {gQi : g ∈ G, i = 1, . . . , n}. We have that
U generates C[M], since it contains the Qi, and it is G invariant. It
follows from Lemma 8-1.8 that U is finite dimensional. Let P1, . . . , PN
be a basis for U . Then P1, . . . , PN is also a system of generators of
C[M].

Let ψ : M → V = CN be defined by ψ(x) = (P1, (x), . . . , PN(x)),
and let M̃ be the image of M . By Remark 8-1.3 we have that M̃ is
a closed subset of V and that ψ : M → M̃ is an isomorphism. The
action of G on V is defined to be induced from that of G on U .
We have that gPi(m) = Pi(g

−1m) = α∗Pi((g
−1, m)) =

∑N
j=1(aij ⊗

PJ)(g
−1, m) =

∑N
j=1 aij(g

−1Pj(m). Consequently, we have that gPi =
∑N

j=1 ϕij(g
−1)Pj, where ϕij ∈ C[G]. We obtain an anticommuta-

tiv linear algebraic action of G on M via the map that sends g to
(ϕij(g

−1)) in MatN(C). This is anticommutative because we have
g(hPi(m)) = g(Pi(h

−1m)) = Pi(g
−1h−1m) = Pi((hg)

−1m). We obtain
an action of G on M by sending g to (ϕij(g)), and we get an action
of G on V by g(a1, . . . , aN) = (aij(g))

t(a1, . . . , aN ). By this action we
have that g(P1(m), . . . , PN)) = (P1(gm), . . . , PN(gm)).
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For (P1(x), . . . , PN(x)) in M̃ , we have that gψ(x) = (P1(g
−1x), . . . , PN(g−1x))

and, since g−1x ∈ M , we have that gψ(x) ∈ M̃ . Consequently M̃ is
invariant under the action of G.

That the diagram is commutative follows from the following equali-
ties, obtained from the above action:

ψα(g, x) = ψ(gx)

= (P1(gx), . . . , PN(gx)) = (g−1P1(x), . . . , g
−1PN(x)) = g(P1(x), . . . , PN(x)),

and
α̃(1 × ψ)(g, x) = α̃(g, P1(x), . . . , PN(x))

= g(P1(x), . . . , PN(x)) = (P1(gx), . . . , PN(gx)).

�

Corollary 8-1.11. Any affine algebraic group is isomorphic to a linear
algebraic group.

Remark 8-1.12. Let N be a closed subset of M and let ϕ be the in-
clusion. The the restriction map ϕ∗ : C[M] → C[N] is surjective. In-
deed, N ⊆ M ⊆ V , where V is a vector space, and consequently
I(M) ⊆ I(N). Hence ϕ∗ : C[M] = C[V]/I(M) → C[N] = C[V]/I(N)
is surjective.

Problem 8-1.1. Show that the correspondence that sends an algebraic
subset M of Cn to the algebra C[M] defines bijective correspondence
between the algebraic sets of Cn and the finitely generated algebras
with no nilpotent elements, and with a fixed system of n generators.

Problem 8-1.2. Show that every homomorphism C[M2] → C[M1] is
obtained from a regular map M1 →M2.

Problem 8-1.3. Prove that an affine algebraic variety is irreducible if
and only if C[M] is a domain.

Problem 8-1.4. Fix a point x in an algebraic variety M . We define
a homomorphism C[M] → C by sending P to P (x). We also define
an ideal Mx = {P ∈ C[M] : P(x) = 0}. Then Mx is a maximal ideal,
which is the kernel of the above homomorphism. Show that this gives
a bijection between points, maximal ideals, and homomorphisms from
C[M] to C.
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9. Lecture 9

9-1. Reductive algebraic groups.

Definition 9-1.1. A reductive algebraic group is an affine algebraic
group which is a reductive a complex Lie group. Any algebraic group
has finitely many components, so the condition of 5-1.7 is that G0

contains a compact real Lie group K, such that TeK ⊗R C = TeG0.

Remark 9-1.2. Let G be a reductive group operating on an affine al-
gebraic subset M of Cn. Then G operates completely reductively on
C[M]. Indeed, by the linearization theorem 8-1.10 we have a linear
action G : V , where M is a closed G invariant subspace of V . We have
seen in Remark 8-1.12 that we have a surjective map C[V] → C[M]
of G modules. It follows from Theorem 5-1.5 that the representation
of G on C[V] is completely reducible. Hence the same is true for the
action of G on C[M] by Excercise 9-1.1.

Lemma 9-1.3. Let G be a reductive algebraic group acting regularly
on an affine algebraic variety M , and let N be a closed G invariant
subvariety of M . Then the restriction map C[M]G → C[N]G is sur-
jective.

Proof. We know, by Remark 8-1.12, that the restriction map C[M] →
C[N] is surjective with kernel I, which consists of all functions on
M that vanish on N . Since G is reductive we have, by Theorem 5-
1.5 and Remark 9-1.2, that the action on all subspaces of C[M] is
completely reducible. Since N is invariant we have that I is invariant.
Consequently we have that C[M] = I⊕A, where A is G invariant, and
the map r : C[M] → C[N] induces an isomorphism A→ r(A) = C[N].
Taking invariants under G we obtain an isomorphism AG → r(A)G =
C[N]G, induced by C[M]G = IG ⊕ AG → C[N]G. Consequently the
map r induces a surjection. �

Problem 9-1.1. Let G be a group and V a vector space on which G
acts completely reducibly. For any G invariant subspace of V we have
that G acts completely reducibly on U and V/U .

Example 9-1.4. The group Ca = {
(

1 a
0 1

)

, a ∈ C} is not reductive,

because it has no compact subroups. We have that Ca acts on V = C2

by

(

1 a
0 1

) (

x
y

)

=

(

x+ ay
y

)

, so C[V]Ca = C[y]. Take M = C2

and N = {(x, 0) : x ∈ C}. Then N is invariant and C[V]Ca = C[y].
However, Ca acts trivially on N . Consequently C[N]Ca = C[x], and
the restriction map is not surjective.
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Remark 9-1.5. It follows from Nagatas conterexample 4-1 to Hilbert’s
14’th problem, that there exists a regular action of Ca on an affine
variety M such that C[M]Ca is not finitely generated. Indeed, Nagata
gave an example of a unitary group U acting on an affine space V , such
that the ring of invariants is not finitely generated. Choose vectors
vr, . . . , vn in V such that gvi = vi, for i = r + 1, . . . , n and gvr =
vr + ar+1(g)vr+1 + · · · + an(g)vn, for all g ∈ U . We have that gg′vr =
g′′(vr + ar+1(g)vr + · · · ) = vr + (ar+1(g) + ar+1(g

′))vr+1 + · · · . Let
U0 = {g ∈ V : an(g) = 0}. Then we have that e ∈ U0, and U0 is a
subgroup, by the above equations. We obtain an injetion U/U0 → Ca,
which sends g to an(g), and this must be a surjection, so U/U0

∼= Ca.
We have that Ca : C[V]U0.

Assume that C[V]U is not finitely generated. If C[V]U0, is finitely
generated, we have that Ca acts on M = SpecC[V]U0 and C[M]Ca =
C[V]U is not finitely generated. Hence, we have finished the con-
struction. On the other hand, if C[V]U0 is not finitely generated, we
continue, like above, with U0, and, by induction, we end up with an
Ui such that C[V]Ui is finitely generated. Problem: Find an explicit
simple construction of such an action.

We now state the main result on actions of reductive groups on affine
varieties. The result has been proved earlier in Theorems 5-1.11 and
6-2.1 in the linear case, and we use the linearization theorem 8-1.10 to
obtain the general case.

Theorem 9-1.6. (Main theorem on actions of reductive groups on
affine varieties.) Let G be a reductive algebraic group acting on an
affine variety M . Then we have that:

(a) C[M]G is a finitely generated C algebra.
(b) Given two disjoint G invariant subspaces F1 and F2. Then there

is a P ∈ C[M]G such that P |F1 = 1 and P |F2 = 0.

Proof. By the linearization theorem we can find a G equivariant inclu-
sion α : M → V of affine varieties. By Lemma 9-1.3 we have that the
map α∗ : C[V]G → C[M]G is surjective. That is, any G invariant poly-
nomial on M extends to a G invariant polynomial on V . But C[V]G is
finitely generated by Hilbert’s theorem 5-1.11. Consequently we have
that C[M]G is finitely generated. Moreover, by Lemma 6-2.1, there is
a polynomial P1 ∈ C[V]G such that P1|F1 = 1 and P1|F2 = 0. We can
now take P = P1|M , to obtain an element of C[M]G that separates F1

and F2. �

Let G be an affine group acting regularly on an affine algebraic va-
riety M . Then we have an inclusion C[M]G → C[M] of C algebras.
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Assume that C[M]G is a finitely generated algebra. Then we shall de-
note by M//G the space SpecC[M]G , that is, the variety which has
C[M]G as its ring of functions. The map C[M]G → C[M] gives us
a map of the corresponding varieties M → M//G, which is called the
quotient map. In the following we shall study the fibers of this map.

Remark 9-1.7. Let ϕ : N → M be a regular map of affine algebraic
varieties. We have that ϕ∗ : C[M] → C[N] is injective if and only if ϕ

is dominant, that is ϕ(N) = M , where ϕ(N) is the Zariski closure of
ϕ(N).

It follows from the above remark that the quotient map M → M//G
is dominant.

Definition 9-1.8. Let G be an algebraic group acting on a variety
M , and let α : C[M]G → C be a homomorphism of algebras. The set
Mα = {x ∈ M : P (x) = α(P ), for all P ∈ C[M]G is called the level
variety associated to α.

The level varieties are G invariant, because if x ∈Mα, then α(P ) =
P (x) = P (gx), for all g ∈ G and P ∈ C[M]G. We shall show that the
fibers of M → M//G are exactly the level varieties.

Remark 9-1.9. We have seen in Exercise 8-1.4 that there is a one to
one correspondence between homomorphisms α : C[M]G → C, maxi-
mal ideals in C[M]G, and points on M//G. Let ϕ : M → N be a regular
map of affine algebraic varieties. Take a ∈ N , and let Ma ⊆ C[N] be
the corresponding maximal ideal. Then the fiber ϕ−1(a) consists of
the points of M , which correspond to the maximal ideals of C[M] con-
taining Ma. Equivalently, the fiber consists of all the homomorphisms
C[M] → C, whose kernels contain Ma.

9-1.10. Assume that C[M]G is finitely generated. Then we have a
quotient map M → M//G of algebraic varieties. The fibers of this
map are exactly the level varieties corresponding to homomorphisms
α : C[M]G → C. Indeed, to α there corresponds a point a of M//G. We
have that Mα = π−1(a). Indeed, the points of π−1(a) correspond to the
homomorphism β : C[M] → C, that extend α, so that α(P ) = βx(P ) =
P (x), for all P ∈ C[M]G. Conversely, if x ∈Mα, that is α(P ) = P (x),
for all P ∈ C[M]G, we have that the map βx : C[M] → C defined by
βx(P ) = P (x), will extend α.

We have that a function on M is G invariant, if and only if it is
constant on all level varieties. Indeed, we have seen that an invariant
function P on M take the same value α(P ) on all the points of Mα.
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Conversely, we have that a function in C[M] that take the same value
on all level varieties is G in variant, because the level varieties are G
invariant and cover M .

Example 9-1.11. (Example when the quotient map is not surjective.)

Let G = {
(

1 a
0 1

)

: a ∈ C}, and let G act on V = Mat2(C) by

left multiplication

(

1 a
0 1

) (

x y
u v

)

=

(

x+ au y + av
u v

)

. Clearly, we

have that C[V] = C[x,y,u,v]. The map π : V → V//Ca = C3 is not
surjective. Indeed, it follows from Excercise 9-1.2 that {(0, 0, d 6= 0)} 6∈
π(V ).

Problem 9-1.2. Show that C[V]Ca = C[u,v,d] = C[det

(

x y
u v

)

],

where Ca and V are as in Example 9-1.11. Moreover, show that π(V ) =
V//Ca \ {0, 0, d 6= 0}.

Hint: We have that C[u,v,d] ⊆ C[V]Ca. Every polynomial in
C[V]Ca can, after possible multiplication by a high power of v, be
written

∑

1≤i,j aijy
iujvd−i−j, modulo an element in C[u,v,d], beacuse

xv = yu+ d. However, this sum is not invariant since

(

1 a
0 1

)

applied

to the polynomial gives
∑

ij aij(y + av)iujvd−i−j, which contains a to
the same power as y.

Problem 9-1.3. Let G = Gln(C), or G = Sln(C) act on V = Matn(C)
by conjugation. Show that the map X → det(λI − X) is a quotient
map.

Hint: Let a1(x), . . . , an(x) be the coefficients of the characteristic
polynomial. We saw in Exercise 1-1 that the inclusion C[y1, . . . ,yn] →
C[V], from the polynomial ring that sends yi to ai(x) gives an iso-
morphism onto C[V]G. We get a map V → Cn, which sends x to
(a1(x), . . . , an(x)).

Problem 9-1.4. Let G = Gln(C), or G = Sln(C) and let V = Cn +
(Cn)∗. Show that the map V → C which sends (v, f) to f(v) is a
quotient map. Find the orbits of G on V .

Hint: We first describe the orbits. Given (v, f) and (v′, f ′), such
that f(v) = f ′(v′). Choose bases v2, . . . , vn and v′2, . . . , v

′
n for ker f ,

respectively ker g, and choose g ∈ Gln(C) such that gv = v′ and gviv
′
i,

for i = 2, . . . , n. Then g is uniquely determined by the choise of bases.
We have that (gf)(v′i) = f(g−1v′i) = f(vi) = 0. Consequently, we
have that gf = βf ′, for some β ∈ C. However, we have that f(v) =
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gf(gv) = βf ′(v′) = βf ′(gv) = βf ′(v′), so we must have β = 1. It
follows that g(v, g) = (gv, gf) = (v′, f ′). If f(v) = f ′(v′) = 0 and
v, v′, f, f ′ are not all zero, we choose g ∈ Gln(C) such that gviv

′
i, for

all i, and choose v2 and v′2 by v = v2 and v′ = v′2. Choose w and w′

such that f(w) = f ′(w′) 6= 0, and proceed as above, with w,w′ instead
of v, v′. We obtain that g(v, f) = (gv, gf) = (v′, f ′). Hence we have
that {(v, f) : f(v) = 0, f 6= 0, v 6= 0} is an orbit. We have also an orbit
{(v, 0) : v ∈ V } and {(0, f) : f ∈ V ∗}.

As for invariants, we fix (v, f) such that f(v) = 1. Let U ⊆ V be the
vector space generated by the elements {v, f}. Moreover, let H ⊆ G
be the set {g ∈ G : gv = λ−1v and gf = λf, for some λ}. We have
that H is a subgroup which leaves U invariant, and we have seen that
GU is dense in V . Moreover, the functions (v, f)|U generate the ring
of invariants because we have C[U] = C[x,y], with action hx = λ−1x,
hy = λy, and the only invariant function is (v, f) = xy.
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10. Lecture 10

10-1. Quotients.

Definition 10-1.1. Let G be an affine algebraic group acting on an
affine varitey M . The categorical quotient of the action is a pair
(X, π : M → X), where X is an affine variety, such that:

(∗) The map π maps orbits of G to points in X.
(∗∗) The map π is universal with respect to the above property.

That is, if (X ′, π′ : M → X ′) is another pair satisfying property
(∗), then there exists a unique regular map ϕ : X → X ′, such
that ϕπ = π′.

Property (∗∗) implies that a categorical quotient is unique. The
following result proves the existence of a categorical quotient when the
ring of invariants is finitely generated.

Proposition 10-1.2. (Existence of categorical quotients.) Assume
that C[M]G is finitely generated. Then the pair (M//G, π), where π is
the canonical quotient map, is a categorical quotient.

Proof. Let π′ : M → X ′ be a map such that the orbits of G maps
to points. We want so show there exists a unique map ϕ : X →
X ′ such that ϕπ = π′. Since π′ maps orbits to points we have that
(π′)∗ : C[X′] → C[M], has image contained in C[M]G. Indeed, the
pullback of a function on X ′ by π′ is invariant under G. The resulting
inclusion C[X′] → C[M]G defines a map ϕ : M//G, such that ϕ∗ is
the inclusion. It follows from the functorial properties of the map
between algebras without nilpotent elements and algebraic varieties,
see Problem 8-1.1, that the map ϕ has the desired properties. �

The opposite of the above Proposition also holds, see Exercise 10-1.1.

Definition 10-1.3. A geometrical quotient ofG : M is a pair (M/G, π : M →
M/G), such that all fibers of π are orbits.

Example 10-1.4. Let G = {
(

t 0
0 t

)

: t ∈ C∗} : C2 = V. Then there

are no invariants. That is V //G is a point. Indeed, we have that
C[v]G = C, so the quotient M//G is a point. The orbits consist of the
lines through the origin, with the origin removed, that are not closed,
and the origin, which is closed. If y 6= 0 we have that C[x,y, 1

y
]G =

C[x
y
], and every line ( b

a
) corresponds to a point of C[x

y
]. Hence if we

remove the x axis, the geometric quotient exists.

Theorem 10-1.5. Let G be an affine reductive group acting on an
affine variety M . Then the quotient map π : M → N//G is surjective.
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Proof. Since G is reductive we have that C[M]G is finitely generated by
Theorem 9-1.6, and there is a Reynolds operator ] on C[M] by Theorem
5-1.5 and Proposition 4-2.3. We have an injection π∗ : C[M]G → C[M].
A point a in M//G corresponds to a maximal ideal Ma ∈ C[M]G.
The points of the fiber π−1(a) correspond to the maximal ideals of
C[M] that contain Ma. The fiber is therefore empty exactly when
MaC[M] = C[M], or equivalently, when 1 =

∑

i fiPi, where fi ∈ C[M]
and Pi ∈ Ma ⊆ C[M]G. Apply the Reynolds operator to both sides

of the last equation. We obtain that 1 =
∑

i f
]
i Pi ∈ Ma, which is a

contradiction since 1 does not vanish at a. �

Corollary 10-1.6. Let G be a reductive algebraic group acting on an
affine variety M , and let N be a G invariant closed subset of M . Let
πN : N → π(N), be the map induced by the map π : M → M//G. Then

π(N) = π(N) in M//G and πN : N → π(N) is a quotient map for the
action of G on N .

Proof. We have a surjective map C[M] → C[N], by Remark 8-1.12,
which iduces a surjection C[M]G → C[N]G, by 9-1.3. We obtain a
commutative diagram

N −−−→ M

πN





y





y

π

N//G −−−→ M//G,

where the horizontal maps define N and N//G as closed subvarieties
of M respectively M//G. The vertical maps are surjective by the The-

orem. Hence we have that N//G = π(N), and that π(N) = π(N). �

Problem 10-1.1. Show that, if the categorical quotient exists, then
C[M]G is finitely generated, and hence is the categorical quotient
(M//G, π).

Hint: If π : M → M//G exists, we have that π must be dominating.

Otherwise we would have that π(M) would give a categorical quotient.
Hence we have an injection π∗ : C[M//G] → C[M], and since the func-
tions on M//G give invariant functions on M , via π, we have that the
image of π∗ lies in C[M]G. Conversely, let f ∈ C[M]G. We get a map
f : M → C which sends orbits to points. Consequently the map f fac-
tors via M → M//G. In other words we have that C[f ] ⊆ C[M//G].
Consequently we have that C[M//G] = C[M]G.

Problem 10-1.2. If G is a finite group, then the categorical quotient
is automatically the geometric quotient.
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Hint: We have that π : M → M//G has finite fibers. Indeed, the
coefficients of the points are roots of a finite number of polynomials
in one variable. However, if we had two orbits in the same fiber, they
would both be closed, and hence there would be an invariant function
on M which takes 0 on one of the orbits and 1 on the other. On the
other hand, all invariant fuctions take the fibers to the same point. We
obtain a contradiction.

Problem 10-1.3. Given a linear action G : V . If the categorical
quotient is geometric, then G is finite.
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11. Lecture 11

11-1. Closed orbits.

Proposition 11-1.1. Let ϕ : M → N be a regular map of affine alge-
braic varieties. Then ϕ(M) contains a dense open subset of ϕ(M).

Proof. We may assume that M is irreducible, since it suffices to prove
the Proposition for each irreducible component of M . When M is
irreducible we have that ϕ(M) is an irreducible subset of N . Conse-

quently we may assume that N = ϕ(M). When the latter equality
holds we have an injection ϕ∗ : C[N] → C[M], of one finitely gener-
ated domain into another. Hence, by the result 6-1.6, there exists an
element f ∈ C[M] such that any homomorphism ψ : C[N] → C, with

ψ(f) 6= 0, can be extended to a homomorphism ψ̃ : C[M] → C. This
means that the fibers of ϕ over the subset U = {x ∈ N : f(x) 6= 0} of
N are all nonempty. Consequently U ⊆ ϕ(M). It is clear that U is
open in N and it follows from Excercise 11-1.1 that it is nonempty. �

Theorem 11-1.2. Let G be an affine algebraic group acting on an
affine algebraic variety. Then each orbit Gx is open in Gx.

Proof. Consider the map ϕ : G→M given by ϕ(g) = gx. By Proposi-
tion 11-1.1 we have that ϕ(G) = Gx contains a set U which is open in
Gx. Choose an element y0 = g0x in U . For any y ∈ Gx we have that
y = g1x and thus y = g1g0

−1y0. Consequently, y is contained in the
open subset g1g0

−1U of Gx. �

Lemma 11-1.3. Let G be an affine algebraic group acting on an alge-
braic variety M , and let N be a nonempty closed G invariant subset of
M . Then N contains a closed G orbit.

Proof. If N contains a closed orbit we are done. So assume that N
contains properly a non closed orbit Gx. Then N1 = Gx\Gx 6= ∅. The
set N1 is G invariant, and, by Theorem 11-1.2 we have that Gx is open
in Gx. Hence N1 is closed. If N1 does not contain a closed orbit, we can
repeat the argument for N1 and get a sequence N 6⊇ N1 6⊇ N2 6⊇ · · ·
of closed G invariant subsets. Since M is quasi compact, by Remark
11-1.2, we have that the sequence stops, and the interesection must
contain a closed orbit. �

Theorem 11-1.4. Let G be a reductive affine algebraic group acting on
an affine variety M , and let π : M → M//G be the categorical quotient.
Then the correspondence between orbits of G and points in M//G, wich,
to an orbit F associates the point π(F ), is bijective.
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Proof. Since all fibers of π are closed and G invariant, it follows from
Lemma 11-1.3 that, in every fiber of π, there is a closed orbit. Moreover,
all fibers are nonempty by Theorem 10-1.5. Hence, for any point of
M//G there exists a closed orbit mapping to the point.

It remains to prove that we have exactly one closed orbit in each
fiber. Assume, that we had two closed G invariant subsets F1 and F2

in the same orbit. It follows from Theorem 6-2.1, that there is a G
invariant function that takes the value 0 on F1 and the value 1 on F2.
However, an invariant function takes the same value on all point of a
fiber by 9-1.10. Hence there is only one G invariant closed set in each
fiber. �

Example 11-1.5. Let Ca = {
(

1 a
0 1

)

: a ∈ C} : C2. We have that

C[V]Ca = C[y] and V//Ca = C1.
Hint: The orbits are horizontal lines with nonzero first coordinate,

together with all the points on the x axis. We have that

(

1 a
0 1

)(

α
β

)

=
(

α + aβ
β

)

. The fiber of V → V//Ca = C1 over α 6= 0 is the line with

heigh α. The fiber over 0 is the x axis with each point as an orbit.

Example 11-1.6. Let C∗ = {
(

a 0
0 a

)

: a ∈ C} : C2. We have that

V//C∗ is a point. In this case the Theorem holds.
Hint: We saw in Example 10-1.4 that the fiber has infinitely many

orbits, but only (0, 0) is closed.

Example 11-1.7. Let C∗ = {
(

a 0
0 a−1

)

} : C2. We have that C[V]C
∗

=

C[x,y] and V//C∗ = C1. Indeed, the orbits consist of hyperbolas
(aα, a−1β), where αβ 6= 0. When αβ = 0 we have orbits X \ 0,
Y \ 0 and 0. Moreover, we have that C[V]C

∗

= C[x,y]. Conse-
quently, over a point where αβ 6= 0, we get the entire hyperbola, and
π−1(0) = {X \ 0, Y \ 0, 0}.
Remark 11-1.8. In all the above Examples we may remove a closed set,
in fact the x axis, in such a way that in the remaining variety all the
fibers are orbits.

Hint: If we remove y = 0 in the first of the examples we have that
C[x,y, 1

y
]G = C[y, 1

y
] and we get all the orbits with y = β 6= 0, that

correspond to the nonzero points on the quotient V //G. Take y 6= 0
in the second Example and we get C[x,y, 1

y
]G = C[x

y
] and all the

directions α
β
, with β 6= 0 correspond to the nonzero points on V//G.
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Finally, take y 6= 0 in the third Example. We have that C[x,y, 1
y
]G =

C[x,y] and all the orbits (α, β), with αβ 6= 0 correspond to αβ on
V//G, and the orbit with α = 0 and β 6= 0 correspond to Y \ 0.

Problem 11-1.1. If M is an irreducible affine variety and f ∈ C[M].
Then U = {x ∈M : f(x) 6= 0} is dense in M .

Hint: Use Excercise 6-1.6.

Problem 11-1.2. (a) Let G ⊆ Gl(V ) be an arbitrary subroup.
Then the Zariski closure G is an affine algebraic group, and

C[V]G = C[V]G.
(b) If G contains a subset U which is open and dense in G, then

G = G.
(c) The image by a a regular map of an affine algebraic group G to

another affine algebraic group is closed.
(d) We have that the commutator group G(1) is an affine algebraic

subgroup of G.
Hint: (a) The restriction, G → G, of the inverse map on Gl(V ) is

continous, so it sends G to G. Hence the inverse of elements in G are
in G. For every g0 in G, we have that the map G → G which sends
g to g0g is continous, so goG ⊆ G. Let g ∈ G. By what we just saw
we have that Gg ⊆ G. Consequently Gg ⊆ G, so G is closed under
products.

(b) Translating the open subset we see that G is open in G. However,
then every coset is open, so G is also closed. Thus G = G.

(c) It follows from Proposition 11-1.1 that imG contains a set which
is open in imG. It thus follows from (b) that imG = imG.

(d) Let G
(1)
k be the set of elements in G(1) that can be written as

a product of k commutators. This set is the image of the product
of G with itself 2k times and is therefore irredusible. We have that
the commuator group is the union of these sets. Moreover, we have

that G
(1)
1 ⊆ G

(1)
2 ⊆ · · · ⊆ G(1), and all the sets in the sequence are

irreducible. Hence the sequence stabilizes. However, it is clear that

G(1) is the union of the sets in the sequence. Hence G
(1)
n = G(1), for

big n. We have, in particular that G
(1)
n is a group. However, we have

that the product of G by itself 2n times maps surjectively onto G
(1)
n

Consequently this set contains an open subset of its closure. As we just
saw, the closure is irreducible, hence the open set is dense. We thus

obtain that G
(1)
n = G

(1)
n by part (b), and thus G(1) = G(1).

11-2. Unipotent groups.
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Definition 11-2.1. A closed subgroup of the group Un = {









1 ∗
1

. . .

0 1









}

is called a unipotent algebraic group. A unipotent element u of an al-
gebraic group G is an element with all eigenvalues equal to 1 in some
representation of G on a finite dimensional vector space, or equiva-

lently, an element that can be written in the form









1 ∗
1

. . .
0 1









, in

some representation.

Theorem 11-2.2. As an algebraic variety, a unipotent group is iso-
morphic to Ck, for some integer k.

Proof. Let U be a unipotent group. The map ϕt : U → Gl(C) which
send u to exp(t log u), is regular. Indeed, we have that u = 1 + v,
where vn = 0, for some n which is independent of u. We also have that
(log u)n = v − ve

2
+ · · · )n = 0, for all u in Un.

When t is an integer it follows from the properties of exp and log that
ϕt(u) = ut. Moreover, for fixed u, we obtain a map ψ : C → Gln(C),
given by ψ(t) = ϕt(u). We have seen that ψ send Z to U . Since
U is closed in Un it follows that that ψ sends the closure Z to U .
However, Z = C, since Z is infinite. Consequently we have a regular
map ϕt : U → U .

We have that log is defined on all of U . Consequently we have
that log induces a map U → logU ⊆ TeU . Since we have a map
exp : Matn(C) → Gln(C), we get that logU = Te(U), and log and exp
are inverses on U and logU . Thus U and TeU are isomorphic. �

Corollary 11-2.3. All nonconstant regular functions on a unipotent
group U have a zero. In particular, there is no regular homomorphism,
that is, there is no character, U → C∗.

Proof. It follows from the Theorem that U is isomorphic to an affine
space. However, on an affine space all polynomials have a zero. �

Corollary 11-2.4. The image of a unipotent group U under a regular
map is a unipotent group. In particular, in any finite dimensional
representation, there is a nonzero vector which is fixed by U .

Proof. By Theorem 8-1.10, we can consider U as a subvariety of Gln(C)
via a map ϕ : U → Gln(C). The image of ϕ is a connected solvable
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group, since the image of any solvable group is solvable. It follows
from the Lie-Kolchin theorem 7-2.2, that ϕ(U) has an eigenvector v.
Consequently uv = λ(u)v, for some character λ : U → C∗. However, it
follows from the above Corollary that λ = 1. �

Corollary 11-2.5. Let u be a unipotent element of an affine algebraic
group G, and let ψ : G → G be a regular homorphism. Then ϕ(u) is a
unipotent element.

Proof. Take U = {uk}k∈Z. Then U is unipotent because, if u is trian-
gular with 1’s on the diagonal, then the same is true for all powers,
and for the closure of the set of all powers. The Corollary consequently
follows from the above Corollary. �

Theorem 11-2.6. The orbits for a regular action of a unipotent group
U on an affine variety M are closed.

Proof. Let Ω be an orbit under the action of U on M . If Ω is not closed,
then F = Ω \ Ω is a nonempty subset of M , which is invariant under
U . It follows from Theorem 11-1.2 that F is closed. Since F is closed
and Ω is open in F there is a nonzero function h ∈ C[Ω], such that
h|Ω 6= 0. Let V =< gh >g∈U be the linear span in [Ω] of the elements
gh. It follows from Lemma 8-1.8 that V is finite dimensional, and it
is invariant under U . By Corollary 11-2.4 we have that there exists
a nonzero function h1 in V , such that Uh1 = h1. For all h ∈ V we
have that h1|F = 0, since h|F = 0 and F is U invariant. Consequently
h1|F = 0. However, h1 6= 0 so h1(p) = c 6= 0 for some p ∈ Ω. Since h1

is U invariant, we have that h1|Up = c 6= 0, and thus h1|Ω = c 6= 0,
which contradicts that h1|F = 0. �

Problem 11-2.1. Let U be a unipotent group acting on an affine
algebraic space. If any two closed disjont orbits can be separated by
invariants, then U acts trivially.

Hint: Since U can be represented by upper triangular matrices with
1’s on the diagonal, there is an r such that Uvi = vi for i = r+1, . . . , n
and uvr = vr+ar+1+· · · , for some u ∈ U and some ar+1, . . . , an, not all
zero. It suffices to consider U : {vr+, . . . , vn}. Let h = (xr, . . . , xn) be
invariant. We get that uh(xr, . . . , xn)h(xr+ar+1xr+1+· · ·anxn, xr+1, . . . , xn).
Consider the highest and next highest powers of xr in h(xr, . . . , xn).
We see that h can not depend on xr. However, then vr+1, . . . , vn are
different orbits in the same fiber.

Problem 11-2.2. Show that on Sln(C) any regular function vanishes
at some point. In particular, it has no characters, that is, there are no
homomorphisms Sln(C) → C∗.
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Hint: Let V be the open subset of Sln consisting of matrices whose
1 × 1, 2 × 2, . . . , minors in the upper left corner are nonzero. Then,
for every m in V there are elements u and v in Un such that umtv is
diagonal. It follows from Corollary 11-2.3 that a polynomial h either
has a zero on Sln or is constant on all sets UmtU . Hence, the values of
h are the same vaues it takes on the diagonal of Sln(C). However, the
diagonal is isomorphic to the open subset of Cn, where the product of
the coordinaes is zero. On this set any nonconstant polynomial has a
zero.
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12. Lecture 13

12-1. Classical invariant theory. More information on the material
covered in this section can be found in Weyl’s book [?].

12-1.1. We shall consider a closed subgroup G of Gln(C). The group
G operates V = Cn via the action of Gln(C) on V . Let Vm = Cn ⊕
· · · ⊕ Cn, where the sum is taken m times. An element in Vm we shall
write (v1 ⊕ · · · ⊕ vm), and we shall consider the vi as column vectors.
Hence, we shall consider the element (v1⊕· · ·⊕vm) of Vm as the n×m
matrix:





v11 . . . v1m
...

...
vn1 . . . vnm



 . (12-1.1.1)

The determinant of the matrix taken from rows j1, . . . , jn, where n ≤
m, we shall denote by dj1,...,jn(v1 ⊕ · · · ⊕ vm).

Remark 12-1.2. It is clear that the functions dj1,...,jn are invariant under
the action of Gln(C).

We let G operate on Vm from the left, and Glm(C) from the right.
Hence the group G× Glm(C) operates on Vm by:





b11 . . . b1n
...

...
bn1 . . . bnn









v11 . . . v1m
...

...
vn1 . . . vnm









c11 . . . c1m
...

...
cm1 . . . cmm





−1

.

The action of the two groups commute. Given a polynomial P in C[Vn]
and an m× n matrix A = (aij), we let

PA(v1 ⊕ · · · ⊕ vm) = P (

m
∑

i=1

ai1vi ⊕ · · · ⊕
m

∑

i=1

ainvi).

In other words, PA is a polynomial in C[Vm] and its value at the
element 12-1.1.1 is the value of P at the n× n matrix





v11 . . . v1m
...

...
vn1 . . . vnm









a11 . . . a1n
...

...
am1 . . . amn





(12-1.2.1)

of Vn.

The following is the main tool of classical invariant theory, for finding
invariants. We shall give a reinterpretation of the result below and also
show how the result is the basis of the symbolic method.
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Theorem 12-1.3. (Basic theorem of classical invariant theory.) Let
m ≥ n. We have that C[Vm]G is generated by the polynomials

{PA : P ∈ C[Vn]G,A ∈ Matm,n(C)}.

Proof. Since multiplication with the m×n matrix (aij) in equation 12-
1.2.1 commutes with the action of G, it is clear that, if P ∈ C[Vn]G,
then PA ∈ C[Vm]G.

Conversely, since the actions of G and Glm(C) on Vm commute, we
have that C[Vm]G is Glm(C) invariant. Moreover, since Glm(C) is
reductive, it follows from Theorem 5-1.5 applied to each of the ho-
mogeneous components of C[Vm]G, that C[Vm]G decomposes into a
direct sum of finite dimensional irreducible Glm(C) invariant subspaces
C[Vm]G = ⊕iUα.

Consider the subgroupNm = {





1 ∗
. . .

1



} of Glm(C) consisting of

upper diagonal matrices wiht 1’s on the diagonal. It follows from Corol-
lary 11-2.4 that there is a nonzero element Pα in Uα for each α, which
is fixed under the action of Nm. We have that < Glm(C)Pα >= Uα,
since < Glm(C)Pα > is invariant under Glm(C) and Uα is irreducible
under Glm(C). Consequently we have that C[Vm]G is generated by
the elements of the set S = {gP : g ∈ Glm(C),P ∈ C[Vm]G×Nm}.

The subset Ω of Vm consisting of the elements (v1⊕· · ·⊕vm), such that
v1, . . . vn are linearly independent, is dense in Vm. Take v ∈ Ω. Then
there is an A ∈ Nm such that (v1⊕· · ·⊕vm)A = (v1⊕· · ·⊕vn⊕0⊕· · ·⊕0).
(In fact we can choose A to have the unit (m− n)× (m− n) matrix in
the lower right corner.) For every polynomial P in C[Vm]G×Nm we get
that P (v1⊕· · ·⊕vm) = A−1P (v1⊕· · ·⊕vm) = P (v1⊕· · ·⊕vn⊕0⊕· · ·⊕0).
Consequently the latter equality holds for all (v1⊕· · ·⊕vm) in Vm. That
is, we have that P (v1⊕· · ·⊕vm) = P |Vn(v1⊕· · ·⊕vn). Let a = (aij) be
an element in Glm(C), and let A be them×nmatrix taken from the first
n columns of a. We obtain that (aP )(v1 ⊕ · · · ⊕ vm) = P (

∑m
i=1 ai1vi ⊕

· · · ⊕ ∑m
i=1 ainvi) = P (

∑m
i=1 ai1vi ⊕ · · · ⊕ ∑m

i=1 ainvi ⊕ 0 ⊕ · · · ⊕ 0) =
(P |Vn)(

∑m
i=1 ai1vi⊕ · · ·⊕∑m

i=1 ainvi) = (P |Vn)A(v1 ⊕ · · ·⊕ vm). Hence
every element gP in S is of the form (P |Vn)A for some m×n matrix A.
However, when P ∈ C[Vm]G we have that (P |Vn) ∈ C[Vn], so we have
proved that every element of S is of the form PA for some P ∈ C[Vn]
and some m× n matrix A. �

Remark 12-1.4. We may reformulate the basic theorem of classical in-
variant theory as follows:
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We have that G acts homogeneously on every column v1, . . . , vn
of v1 ⊕ · · · ⊕ vn. Hence, every polynomial P ∈ C[Vn]G is homoge-
neous in each of the coordinates v1, . . . , vn, say of degrees k1, . . . , kn.
Then we can consider P as a ki multilinear function in vi, for i =
1, . . . , n. Consequently we can write P in the form P (v1 ⊕ · · · ⊕ vn) =

P̃ (v1, . . . , v1, v2, . . . , v2, . . . ), where vi appears ki times on the right
hand side, and P̃ is a multilinear function in each of the variables
v1, . . . , vn. We have that

PA(v1 ⊕ · · · ⊕ vm) = P (

m
∑

i=1

ai1vi ⊕ · · · ⊕
m

∑

i=1

ainvi)

= P̃ (
m

∑

i−1

ai1vi, . . . ,
m

∑

i=1

ai1vi,
m

∑

i−1

ai2vi, . . . ,
m

∑

i=1

ai2vi, . . . ).

Consequently we have that PA(v1 ⊕ · · · ⊕ vm) is a linear combination
of P̃ (vj1 , . . . , vjk) for 1 ≤ j1, . . . , jk ≤ m. Let

P̃j1,...,jk(v1 ⊕ · · · ⊕ vm) = P̃ (vj1 , . . . , vjk).

Then we have that the algebra C[Vm]G is generated by the invariants

P̃j1,...,jk for 1 ≤ j1, . . . , jk ≤ m.

Proposition 12-1.5. Let G = Sln(C). Then the following two asser-
tions hold:

(a) If m < n, we have that G has an open orbit. In particular
C[Vm]G = C and 0 is the only closed orbit.

(b) If m ≥ n, we have that C[Vm]G is generated by the polynomials
dj1,...,jn(v1⊕· · ·⊕vm), for all 1 ≤ j1 < · · · < jn ≤ m. Moreover,
all the fibers of the quotient map π : Vm → Vm //G are closed
orbits, except for the fiber over π(0). In other words, the orbit of
a nonzero point v in Vm is closed if and only if d(j1, . . . , jn)(v) 6=
0, for at least one set j1 < · · · < jn.

Proof. Assertion (a) is obvious since, if m < n, then Sln(C) operates
transitively on the sets v = v1 ⊕ · · · ⊕ vm of linearly independent ele-
ments.

To prove (b) , it follows from 12-1.3 that it is advantageous to
consider first the case m = n. Then, choose linearly independent
vectors v1, . . . , vn such that the matrix v1 ⊕ · · · ⊕ vn has determi-
nant 1. Then Sln(C){v1 ⊕ · · · ⊕ vn−1 ⊕ cvn : c ∈ C}, consists of
all elements w1 ⊕ · · · ⊕ wn, such that w1, . . . , wn are linearly inde-
pendent. In particular, this set is dense in Vn. Moreover we have
that d1,...,n|{v1 ⊕ · · · ⊕ vn−1 ⊕ cvn} is the coordinate function c, that is
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d1,...,n(v1 ⊕ · · · ⊕ vn−1 ⊕ cvn) = c, and consequently C[x]{e} = C[x] =
C[d1,...,n|{v1 ⊕ · · · ⊕ cvn}]. We now apply Lemma 1-1.7 to G ⊇ {e}
and Vn ⊇ {v1 ⊕ · · · ⊕ vn−1 ⊕ cvn}, and conclude that C[Vn]G = C[x].

For m > n, it follows from Theorem 12-1.3, that the invariants are
given by the expression d1,...,n(

∑m
i=1 ai1vi, . . . ,

∑m
i=1 ainvi). These ex-

pressions are linear combination of the invariants dj1,...kjn.
For the last statement of the Proposition, we may assume that

d1,...,n(v1 ⊕ · · · ⊕ vm) = c 6= 0. We want to show that the set of
all such v1 ⊕ · · · ⊕ vm is closed. The condition that c 6= 0 implies
that the vectors v1, . . . vn are linearly independent. Consequently, for
j > n, we have that vj =

∑n
i=1 cjivi. The set {w = w1 ⊕ · · · ⊕ wm ∈

Vm : d1,...,n(w) = c, and wj =
∑n

i=1 cjiwi} is a closed subset of Vm con-
taining v. There exists a, unique, gw ∈ Sln(C), such that gwv = w.
Hence the orbit Sln(C)v is closed, and, as an algebraic variety, it is
isomophic to Sln(C).

We have seen that the fibers of the quotient map π : Vm → Vm //G
over points different from π(0) consists of closed orbits. However, every
fiber of π contains a unique closed orbit by Theorem 11-1.4. Hence
every fiber over a point different from π(0) cosists of a closed orbit. �

Problem 12-1.1. Consider the quotient map π : Vm → Vm // Sln(C)
with m ≥ n. Show that the dimension of π−1(0) is (n − 1)(m + 1).
Consequently dim π−1(0) > dim Sln(C) if m > n.

Hint: The kernel consists of n × m matrices of the form 12-1.1.1
of rank n − 1. To find those with the first n − 1 columns linearly
independent we choose the n(n − 1) entries in the first n− 1 columns
general. Then we choose an arbitrary (m− n+ 1)(n− 1) matrix (aij)

and let vi =
∑n−1

j=1 aijvj, for i = n, . . . , m. In this way we determine the

remaining rows. This gives dimension n(n− 1) + (m− n+ 1)(n− 1) =
(n− 1)(m+ 1).

Problem 12-1.2. Describe all the orbits of the zero fiber for the case
m = n of Proposition 12-1.5.

Hint: The kernel of d1,...,n consists of n× n matrices of rank at most
n−1, and the action of Sln(C) is multiplication on the left. The orbits
consists of matrices of the same rank. Let v = v1 ⊕ · · · ⊕ vn be in
kernel of d1,...,n and have rank r, and such that v1, . . . , vr are linearly
independent. Let vi =

∑r
j=1 aijvj, for i = r + 1, . . . , n. Then the orbit

consists of w = w1⊕· · ·⊕wn, where w1, . . . , wr are linearly independent
and wi =

∑r
j=1 aijvj for i = r + 1, . . . , n. Consequently the orbit is of

dimension r − n, and there is an r(n − r) dimensional family of such
orbits. We get similar orbits when vi1 , . . . , vir are linearly independent.
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Problem 12-1.3. Consider Z2 = {±1} acting on C2. Describe the
invariants and quotient map for Z2 : Vm, when m ≥ 2.

Hint: We do not need the above results. It is clear that C[Vm] =
C[xij]i=1,...,n,j=1,...,m and C[Vm]Z2 = C[xijxkl]i,k=1,...,n,j,l=1,...,m. The
fiber consist of (xij) and (−xij), if some coordinate is nonzero, and
the fiber over zero is zero.
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13. Lecture 14

13-1. First fundamental theorem for the general and special
linear group.

13-1.1. We shall use the same setup as in 12-1.1. Let Vm,k denote the
space Cn ⊕ · · · ⊕ Cn ⊕ Cn∗ ⊕ · · · ⊕ Cn∗, where the sum of V = Cn is
taken m times and that of V ∗ = Cn∗ is taken k times.

Given a polynomial P in C[Vn,n] and an m × n matrix A = (aij),
and an n× k matrix B = (bij). We define PA,B in C[Vm,k] by

PA,B(v1 ⊕ · · · ⊕ vm ⊕ α1 ⊕ · · · ⊕ αk)

= P (

m
∑

i=1

ai1vi ⊕ · · · ⊕
m

∑

i=1

ainvi ⊕
k

∑

j=1

b1jαj ⊕ · · · ⊕
k

∑

j=1

bnjαj).

We denote by bij the polynomial coordinate function on Vm,k which
is defined by bij(v1 ⊕ · · · ⊕ vm ⊕ α1 ⊕ · · · ⊕ αk) = αj(vi).

Remark 13-1.2. It is clear that the functions bij are invariant under the
action of Gln(C).

Theorem 13-1.3. (Generalization of the basic theorem of classical
invariant theory.) Let m, k ≥ n. We have that C[Vm,k]

G is generated
by the polynomials

{PA,B : P ∈ C[Vn,n]G,A ∈ Matm,n(C) and B ∈ Matn,k(C).}
Proof. The proof is similar to that in the special case Theorem 12-1.3,
see Exercise 13-1.1 �

Remark 13-1.4. When G is a reductive group acting on an affine alge-
braic set and N is an invariant closed subset we have that the resulting
map C[M] → C[N] induces a surjection C[M]G → C[N]G, by Lemma
9-1.3. Since the inclusion Vn ⊆ Vm, and the similar surjection V ∗

k → V ∗
n ,

are both G invariant, we may assume that m, k ≥ n, when we study
the classical invariant theory of reductive groups G.

Theorem 13-1.5. (First fundamental theorem of classical invariant
theory for the special linear group. First version.) Let Sln(C) : Vm.
Then the algebra C[Vm]Sln(C) is generated by the polynomials dj1,...,jn,
where 1 ≤ j1 < · · · < jn ≤ m.

Proof. The assertion is part of Proposition 12-1.5. �

Theorem 13-1.6. (First fundamental theorem of classical invariant
theory for the general linear group.) Let Gln(C) : Vm,k. Then the
algebra C[Vm,k]

Gln(C) is generated by bij, for i = 1, . . . , m and j =
1, . . . , k.
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Proof. It follows from Remark 13-1.4 and the main theorem 13-1.3,
that it suffices to prove the Theorem when m = k = n.

We apply the basic Lemma 1-1.7 to the groups Gln(C) and {e} and
the action of the first on Vn,n and the second on the closed setN = {e1⊕
· · · ⊕ en ⊕ α1 ⊕ · · · ⊕ αn : α1, . . . , αn, arbitary linear functions}, where
e1, . . . , en is the standard basis for V . Moreover, we let the polynomials
of C[Vn,n]Gln(C) used in the basic Lemma consist of all the bij. We
have that bkj|N = αj(ei), so they give all the coordinate functions
α1, . . . , αn of C[N]. Moreover, we have that Gln(C)N consists of all
v1 ⊕ · · ·⊕ vn⊕α1 ⊕ · · ·⊕αn, where v1, . . . , v1 are linearly independent.
Consequently Gln(C)N is dense in Vn,n. The conditions of Lemma 1-
1.7 are thus satisfied, and the conclusion of the Lemma, in this case, is
the assertion of the Theorem. �

Remark 13-1.7. For a geometric interpretation of the above result see
Exercise 13-1.2. We note that if we use that Mn

k,m has the structure of
a normal variety, one can prove that the map ϕ of that Exercise is, in
fact, bijective.

Theorem 13-1.8. (First fundamental theorem for the special linear
group.) Let Sln(C) : Vm,k. Then the algebra C[Vm,k]

Sln(C) is generated
by the polynomials bij, di1,...,in and d∗j1,...,jn, for i = 1, . . . , m and j =
1, . . . , k, for 1 ≤ i1 < · · · < in ≤ m, and for 1 ≤ j1 < · · · < jn ≤ k.

Proof. To compute C[Vm,k]
Sln(C) we note that Gln(C) =< Sln(C),





λ . . . 0
. . .

0 λ



 >,

and the scalar matrices commute with Sln(C). Hence Gln(C) acts on
C[Vm,k] leaving A = C[Vm,k]

Sln(C) invariant. Since Sln(C) acts triv-
ially on A, it follows from the exact sequence

0 → Sln(C) → Gln(C) → C∗ det−→ 0,

that C∗ acts on A. It follows from Exercise 13-1.3 that A = ⊕k∈ZAk,
where Ak = {P ∈ A : gP = (det g)kP}. Take P ∈ Ak, with k ≥ 0. We
must show that P can be expressed in terms of the invariants given
in the Theorem. The rational function P/dk1,...,n is a Gln(C) invariant

rational function because gdk1,...,n = (det g)kd1,...,n. The restriction of
this rational function to the closed setN = {(e1 ⊕ · · · ⊕ en ⊕ α1 ⊕
· · ·⊕αn) : α1, . . . , αn are linear forms}, where e1, . . . , en is the standard
basis for V , is a polynomial in the coordinates of the αi’s, which is the
restriction to N of a polynomial of the form P1(bkj), because bij|N is
the j’th coordinate of αi.
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The rational function P/dk1,...,n − P1(bij) is Gln(C) invariant, and it
is zero on N . Moreover we have that Gln(C)N consists of all v1⊕· · ·⊕
vn⊕α1⊕· · ·⊕αn, where v1, . . . , v1 are linearly independent, and hence
is dense in Vn,n. Consequently, we have that P/dk1,...,n − P1(bij) ≡ 0.

Similarly we show that P = (d∗1,...,n)
−kP1(bkj). �

Remark 13-1.9. Note that we did not use the fundamental Lemma 1-1.7
in the previous proof because we had rational functions, rather than
polynomials. However, one can easily generalize the fundamental result
to the case of rational functions.

Remark 13-1.10. In order to assert that A = ⊕kAk we use the following
two results:

The elements of a commutative group, whose elements all have
finite order, that acts on a vectore space of finite dimensions,
can be simultaneously diagonalized.
Let C∗ : V, where V has finite dimension. Then we have that
V = ⊕kVk, where each Vk is C∗ invariant and irreducible, that
is Vk = C∗vk, for some vector vk.

To prove the first assertion, we note that each element has a mini-
mal polynomial with distinct roots, and therefore can be diagonalized.
We start by diagonalizing one element. Since the group is commu-
tative the eigenspaces of this element are invariant under the group.
Hence we can consider the restriction of a second element to each of
the eigenspaces, and diagonalize it on each space. Then we continue
with the next element. Since the space is finitely dimensional we arrive
at a simultaneous diagonalization for all the elements.

To prove the second assertion we use the first assertion to the sub-
group H of C∗ consisting of roots of unity. We can thus write V =
⊕kCvk where Hvk = Cvk. The map C∗ → V which sends g to gvk
is continous and sends H to Vk. However, H is dense in C∗. Conse-
quently the image Cvk of C is also in Vk. Thus the spaces Cvk are C∗

invariant.

Problem 13-1.1. Prove Theorem 13-1.3 by looking at Vm,k as a pair
(A,B), where A ∈ Matn,m(C) and B ∈ Matk,n(C), and the action is
g(A,B) = (gA,Bg−1). Now introduce the action of Glm(C) × Glk(C)
by (g1, g2)(A,B) = Ag−1

1 , g2B). This action commutes with the action
of G. Now continue the argument og the proof of Theorem 12-1.3.

Problem 13-1.2. Let m, k ≥ n. Show that the map ψ : Vm,k =
Matn,m×Matk,n → Matk,m which send (A,B) to BA has image equal
to the set Mn

k,m of all matrices of rank at most n. Moreover show that
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there is a map ϕ : Vm,k //Gln(C) → Mn
k,m such that ψ = ϕπ, and that

this map is bijective regular.
Hint: It is clear that the image is Mn

k,m since the map gives a com-

position. V m → V n → V k. Moreover, it is clear that every element in

Mn
k,m can be obtained by using the matrix





1 . . . 0
. . .

...
1 . . . 0



 to

the left. We have that g(A,B) = (gA,Bg−1) is mapped to BA, so the
orbits are contained in the same fiber. Hence the map ϕ exists. The
fiber over C is {(A,B) : BA = C}. It follows that we have equalities

bijπ(A,B) = bijπ(





v11 . . . v1m
...

...
vn1 . . . vnm



 ,





α11 . . . α1n
...

...
αk1 . . . αkn



)

= bij(w1, . . . , wm)t(α1, . . . , αk) = αj(wi) =
n

∑

k=1

αjk(vki),

which is the (i, j)’th coordinate ofBA. Thus we obtain that (bijπ(A,B)) =
C holds, if and only if π(B,A) = C, that is, if and only if (A,B) is in
the fiber. Thus ϕ is bijective.

Problem 13-1.3. Show that the only characters of C∗ are those that
send z to zk for some integer k.

Hint: A character is the same as a map C[x, 1
x
] → C[s, t, 1

s
, 1

t
], that is

having polynomials g(s, t) = f(s, t)smtn such that f(x, t)−1s−mt−n is of
the same form. But then f(s, t)smtn = sm

′

tn
′

. However, g(s, t) = g(t, s)
so that m′ = n′.
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14. Lecture 15

14-1. First fundamental theorem for the orthogonal group.

14-1.1. Let V = Cn. On V we have a bilinear form defined by (u, v) =
∑

i u
ivi, for all vector u = t(u1, . . . , un) and v = t(v1, . . . , vn) of V .

Recall that On(C) = {g ∈ Gln(C) : (gu, gv) = (u,v)} We define
polynomials bij on Vm = Cn ⊕ · · · ⊕ Cn, where the sum is taken m
times, by

bij(v1 ⊕ · · · ⊕ vm) = (vi, vj), for i, j = 1, . . . , m.

Theorem 14-1.2. (First fundamental theorem for the orthogonal group.)
The algebra C[Vm]Om(C), is generated by the polynomials bij for i, j =
1, . . . , m.

Proof. We shall use the fundamental Lemma 1-1.7 for rational invari-
ants, see Remark 13-1.9. First, by the basic theorem 12-1.3, we may
take m = n, see 13-1.4, and, when m < n we have that all invariants
come from C[Vn]G by the map C[Vn]G → C[Vm]G.

Consider Vn as Matn(C), on which On(C) acts by left multiplication.
Let Bm be the subset of Matn(C) consisting of all upper triangular ma-
trices. Then On(C)Bn is dense in Matn(C). Indeed, consider the map
ϕ : On(C)×Bn → Matn(C), given by multiplication. Then ϕ(1, 0) = 0.
Let a = (1, 0). Then the map dϕa is given by the sum of tangent vec-
tors. But Te On(C) consists of all skew symmetric matrices, and TeBn

consists of all upper triangular matrices. However, every matrix is the
sum of an upper triangular and a skew symmetric matrix. That is,
Te(On(C)) + TeBn = Te Matn(C). Hence the map dϕa is surjective.
By the implicit function theorem we have that the set ϕ(On(C)×Bn)
contains an open neighbourhood of a. However, the Zariski closure of a
ball in an affine space is the whole space, since a function that vanishes
on a ball vanishes everywhere.

We now apply the fundamental Lemma 1-1.7, for rational func-
tions, see Remark 13-1.9, to the subgroup H of On(C) consisting
of diagonal matrices with ±1 on the diagonal, where H acts on Bn

and On(C) on Matn(C), and with the polynomials bij of C[Matn(C)].
We have already seen that On(C)Bn is dense in Matn(C). We check
that the bij’s generate the field C(Bn)H. Since Bn consists of the
upper diagonal matrices, we have that C(Bn) conists of the ratio-
nal functions in the indeterminates aij, for 1 ≤ i ≤ j ≤ n. We
have that b11|Bn = (t(a11, 0, . . . , 0), t(a11, 0 . . . , 0)) = a2

11, b12|Bn =
(t(a11, 0, . . . , 0), t(a11, a12, 0 . . . , 0)) = a11a12, b22|Bn = a2

12 + a2
22, . . . .

All of these elements are in C[Bn]H. However, the action of H on
Bn changes the signs of the rows of the matrices. Hence the ring
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C(Bn)H consists of the rational functions generated by the products
of any two elements in the same row, that is, by the elements aijail
for i, j, l = 1, . . . , n. From Exercise 14-1.1 it follows that this ring is
generated by the bij|Bn. It now follows from the fundamental Lemma
for rational functions that C(Matn(C))On(C) = C(bij).

We must deduce that C[Matn(C)]On(C) = C[bij]. To this end,

we consider C
n(n+1)

2 as the space of upper symmetric matrices. Let

π′ : Vn → C
n(n+1)

2 be the map defined by π′(v1 ⊕ · · · ⊕ vn) = ((vi, vj)).
Since the orthogonal group On(C) preserves the form (, ) we have that
the orbits of Vn under On(C) are mapped to points by π′. Conse-

quently there is a unique map ψ : Vn //On(C) → C
n(n+1)

2 , such that
π′ = ψπ, where π is the quotient map Vn → Vn //On(C). It follows
from Excercise 14-1.2 that π′ is surjective.

We have an inclusion C[bij] ⊆ C[Vn]On(C). To prove the opposite
inclusion we choose a polynomial P ∈ C[Vn]On(C). We have, by the
first part of the proof, that P = Q1(bij)/Q2(bij), where Q1 and Q2

are in C[bij]. We can assume that Q1 and Q2 do not have a common

divisor. IfQ2 is not a constant we can find a point p ∈ C
n(n+1)

2 such that
q2(p) = 0, but Q1(p) 6= 0, as is seen by using the Hilbert Nullstellensatz
6-1.6. However, the equation P = Q1(bkj)/Q2(bij) means that P =
ψ∗Q1/ψ

∗Q2. Since π′ is surjective we can choose v1, . . . , vn such that
π′(v1 ⊕ · · · ⊕ vn) = p. Then we have that ψ∗(Q1)(π(v1 ⊕ · · · ⊕ vn)) =
Q1(ψπ(v1 ⊕ · · · ⊕ vn)) = Q1(π

′(v1 ⊕ · · · ⊕ vn)) = Q1(p) 6= 0 and that
(Pψ∗(Q2))(π(v1 ⊕ · · · ⊕ vn)) = P (π)(v1 ⊕ · · · ⊕ vn)Q2ψπ(v1 ⊕ · · · ⊕
vn)P (π(v1 ⊕ · · · ⊕ vn))Q2(p) = 0, and we have a contradiction. Thus
Q2 must be a constant, and P must be a polynomial. �

Remark 14-1.3. In the proof of the Theorem we could have used Grahm-
Schmidt orthogonalization instead of reasoning on tangen spaces. In-
deed, we had to show that there, for every set v1, . . . , vn of linearly
independent vectors of V there is an A in On(C), such that Av1b11i1,
Av2 = b21e1 + b22e2, Av3 = b31e1 + b32e2 + b33e3, . . . . To find such
an element A we get equations < v1, v1 >=< Av1, Av1 >= b211, <
v1, v2 >=< Av1, Av2 > −b11b21, < v2, v2 >= b221 + b222, < v1, v3 >=
b11b31, < v2, v3 >= b21b31 + b22b32, < v3, v3 >= b231 + b232 + b233, . . . . We
see that these equations can be solved when b11, b22, . . . all are nonzero.
However, they are zero on a closed set, and for v1 = e1, v2 = e2, . . . ,
they are nonzero. Hence the complement is an open dense subset where
we can solve the equations.

Problem 14-1.1. Show that the ring C(Bn)H of rational functions in
the expressions aijail for i, j, l = 1, . . . , n is generated by the elements
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bij|Bn for i, j = 1, . . . , n. Here aij and Bn are as in the proof of Theorem
14-1.2.

Hint: We have that b11|Bn = a2
11, b12|Bn = a11a12, b13|Bn = a11a13, . . . , b1n|Bn =

a11a1n. We multiply two such equation and use that a2
11 is expressed in

terms of the bij. Consequently all a1ja1l can be expressed in this way.
Then we use the equation b22|Bn = a2

12 + a2
22, b23|Bn = a12a13 + a22a23,

. . . , b2n|Bn = a12a1n + a22a2n. We consequently get that a2
22, a22a23,

. . . , a22a2n are rational in the bij. By multiplication of the equa-
tions and using what we have proved, we get that the expressions
a2ja2l are rational. Then we use that b33 = a2

13 + a2
23 + a2

33, b34|Bn =
a13a14 + a23a24 + a33a34, . . . , b3n|Bn = a13a1n + a23a24 + a33a34, and
obtain a2

23, a23a24, . . . , a23a2n are rational. Multiplication gives that all
a3ja3l are rational, and we can continue.

Problem 14-1.2. The map π′ : Vn → C
n(n+1)

2 of the proof of Theorem
14-1.2, is surjective.

Hint: Try to solve the problem with matrices v1⊕· · ·⊕vn =













v11 v12 . . . v1n

0 v22

0 0
...

...
0 . . . vnn













.

We obtain equations aij =
∑j

l=1 vlivlj, for 1 ≤ i ≤ j ≤ n. That
is equations a1j = f11f1j , for j = 1, . . . , n, a2j = v12v1j + v22v2j , for
j = 2, . . . , n, a3j = v13v1j + v23v2j + v33v3j , and for j = 3, . . . , n, . . . .
We obtain v11 =

√
a11. From the second set of equations we obtain

that a2j − r(a1j) = v23v2j , where r is a rational function. We can solve
if a2j − r(a1j) is not zero. From the third set of equations we obtain
that a3j − s(a1ja2j) = v33v3j , where s is a rational function. We can
solve the equations if a3j − s(a1ja2j) is not zero. We continue and see
that, for all aij in an open set, we have solutions.

Problem 14-1.3. (First fundamental theorem for the special orthogo-
nal group.) Show that the first fundamental theorem holds for SOn(C).

Hint: We proceed as we did for On(C), however we choose H to
be the set of diagonal matrices with ±1 on the diagonal, but with an
even number of −1’s. We then get the invariants aijail and the invari-
ants a1i1a2i2 · · ·anin , that is, we also get the products of the elements
where each factor is taken from a different row. In the expansion of
a1i1a2i2 · · ·anin det(aij) we have that every term is in C(bij). Indeed,
it follows from Theorem 14-1.2 that aijail ∈ (bij). It follows that
a1i1a2i2 · · ·anin is in C(bij, det(aij)). We now proceed as in the proof of
14-1.2.
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Problem 14-1.4. (First fundamental theorem for the symplectic group.)
Show that the first fundamental theorem holds for Spn(C).

Hint: Let B = {













a 0 ∗ ∗ · · ·
0 a ∗ ∗

b 0
0 b

...













}. If v1, . . . , vn are such that

(v1, v2) 6= 0, we can find an A in Spn(C), such that Avi = ai1e1 + · · ·+
a(i−1)iei−1 + aiei and Avi+1 = a1(i+1)e1 + · · · + a(i−1)(i+1)ei−1 + aiei+1,
for i odd. Indeed, this follows by induction. Consequently we have
that the set Spn(C)Bn is dense in Matn(C). Let H be the subgroup
of B where row i and i + 1 have the same sign, for all odd i. We
then have that b11 = 0, b12 = a1a22, b13 = a1a23, . . . , b1n = a1a2n,
b22 = 0, b23 = −a1a13, b24 = −a23a14, . . . , bn4 = −a1a12, b33 = 0,
b34 = a24a13 − a14a23 + a3a44, . . . , b3n = a13a2n − a23a1n, b44 = 0,
b45 = (a14a25 = a24a15)−a33−a3, b4n = (a14a2n = a24a2n)−a3na3. From
the first set of equations we get that a1a2j ∈ C[bij]. From the second
set we get a1a1j ∈ C[bij] since multiplication by a2

1 ∈ C[bij] gives
a1ja2l ∈ C(bij). From the third set we now get that a3a4j ∈ C(bij), and
the forth a3a3j ∈ C(bij). Again we get a2

3 ∈ C(bij), so multiplication
gives a3ja4l ∈ C(bij). It is clear how to continue.

Problem 14-1.5. Find the expression of d1,...,n ∈ C[Vn]Spn(C) in terms
of the functions bij.

Hint: We have that det(aij) = Pf(bij). The latter formula fol-
lows from the formula Pf(AJ tA) = detAPf J , which holds for all
A. The latter equation we obtain by taking the square, which gives
Pf(AJ tA)2 = det(AJ tA) = detA2 det J = detA2 Pf J2, which shows
that the formula holds up to sign. To verify that the sign is +1, we
choose A = 1. However we have that AJ tA = ((vi, vj)) = bij, and we
have finished.

14-2. The second fundamental theorem of classical invariant
theory.

Theorem 14-2.1. (The second fundamental theorem of classical in-
variant theory.) The ideal of relations between the generating invari-
ants of the groups considered in Subsections 14-1 and 13-1 are:
Gln(C) : Vm,k. Form (bij)i∈{i1,...,in+1},j∈{j1,...,jn+1}, where 1 ≤ i1, . . . , in+1 ≤
m and 1 ≤ j1, . . . , jn+1 ≤ k, and m, k ≥ n. The relations are det(bij) =
0.

Notice that the determinant is zero because we have n + 1 vectors
from Cn.
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Sln(C) : Vm,k. The relations are
∑

cyclic permutation of {i1,...,in+1}

±di1,...,indin+1j1,...,jn−1 = 0,

and the same for d∗i1,...,in .
Moreover, we have the relation di1,...,ind

∗
j1,...,jn

= det(bij)i∈{i1,...,in},j∈{j1,...,jn}.
On(C) : Vm,k and Spn(C) : Vm,k. The relations are the same as for
Gln(C) together with the relations det(bij)i,j∈{k1,...,in+1} = 0.
SOn(C) : Vm,k. The relations are the same as for On(C) and the first
relation for Sln(C).

Proof. (Sketch of proof.) If m or k are at most equal to n there are
clearly no relations. We have a map π′ : Vm,k → Matm,k given by
multiplication Matm,n×Matn,k → Matm,k. Denote the image by M.
In Excercise 13-1.2 we proved that M consists of matrices of rank
at most equal to n. In the same Exercise we saw there is a map
ϕ : Vm,k //Gln(C) → Matm,k, such that π′ = ϕπ and which, as men-
tioned in Remark 13-1.7, induces an isomorphism from Vm,k //Gln(C)
to M. Consequently, it suffices to prove the second main theorem for
the subvariety M of Matm,k. However, a matrix has rank at most n if
all the submatrices of rank n+ 1 have determinant zero. This gives all
the relations. �
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15. Lecture 16

15-1. Symbolic method of invariant theory.

15-1.1. The first theorem of invariant theory gives us a tool to compute
a vector space basis for the invariants, and the second fundamental the-
orem to find a finite set of generators. By classical invariant teory we
can calculate all the invariants of the classical groups Gln(C), Sln(C),
On(C), SOn(C), Spn(C), acting linearly on a subspace V of the vector
space (⊗kCn) ⊗ (⊗sCn∗), that is for tensor representations. For the
group Gln(C), Sln(C), Spn(C), we get all the irreducible representa-
tions this way, and for the groups On(C), SOn(C), we get half of them,
see Humphreys [?]. In the following we shall only look at tensor rep-
resentation. It follows, as in Remark 13-1.4, that it suffices to consider
the whole space V = (⊗kCn)⊗(⊗sCn∗) of (k, s) tensors, for the linear,
and special linear group, and ⊗kCn, for the other groups.

Given a polynomial F in C[V]G of degree p. We can consider F as an
element in Sp((⊗kCn∗) ⊗ (⊗sCn))G ⊆ ⊗p((⊗kCn∗ ⊗ (⊗sCn))G. Thus
we can consider F as a G invariant tensor in ((⊗kpCn∗) ⊗ (⊗spCn))G,
or, equivalently, as a G invariant multilinear function on (⊗kpCn) ⊗
(⊗spCn∗). We associate to F , considered as a multilinear function, a
G invariant polynomial F̃ on Vkp,sp, defined by

F̃ (v1 ⊕ · · · ⊕ vkp⊕ α1 ⊕ · · · ⊕ αsp) = F (v1 ⊗ · · · ⊗ vkp⊗ α1 ⊗ · · · ⊗ αsp).

In order to obtain a description of F̃ by classical invariant theory,
we introduce the two following G invariant operations:
Alternation: For 1 ≤ i1, . . . , in ≤ kp we define operations:

Ai1,...,in : (⊗kpCn) ⊗ (⊗spCn∗) → (⊗kp−nCn) ⊗ (⊗spCn∗),

by

Ai1,...,in(v1 ⊗ · · · ⊗ vsp ⊗ α1 ⊗ · · · ⊗ αsp)

= det(vi1 , . . . , vin)v1 ⊗ · · · ⊗ v̂i1 ⊗ · · · ⊗ v̂in ⊗ · · · ⊗ vkp ⊗ α1 ⊗ · · · ⊗ αps.

Similarly, we define:

A∗
i1,...,in

: (⊗kpCn) ⊗ (⊗kpCn∗) → (⊗kpCn) ⊗ (⊗kp−nCn∗),

by

A∗
i1,...,in(v1 ⊗ · · · ⊗ vkp ⊗ α1 ⊗ · · · ⊗ αsp)

= det(αi1 , . . . , αin)α1 ⊗ · · · ⊗ α̂i1 ⊗ · · · ⊗ α̂in ⊗ · · · ⊗ αkp.

Contraction: For 1 ≤ i ≤ k and 1 ≤ j ≤ s, we define operations:

Cij : (⊗kCn) ⊗ (⊗sCn∗) → (⊗k−1Cn) ⊗ (⊗s−1Cn∗)



70 VICTOR KAČ

by

Cij(v1⊗· · · vk⊗α1⊗· · ·⊗αs) = αj(vi)v1⊗· · ·⊗v̂i⊗· · ·⊗vk⊗α1⊗· · ·⊗α̂j⊗· · ·⊗αs.
Definition 15-1.2. We define the product of alternations and con-
tractions Ai1,...,in, . . . , A∗

j1,...,jn, . . . , and Cij, . . . , with disjoint sets of
indices, by taking the value at v1 ⊗ · · · ⊗ vkp ⊗ α1 ⊗ · · · ⊗ αsp to be
the product of the corresponding di1,...,in , . . . , d∗j1,...,jn, . . . , and αj(vi),
. . . , with the element obtained from v1 ⊗ · · · ⊗ vkp⊗ α1 ⊗ · · ·⊗ αsp, by
deleting all the vi’s and αj’s that have coordinates in any of the sets
{i1, . . . , in}, . . . , {j1, . . . , jn}, . . . , and {i, j}, . . . . A complete alter-
nation and contraction is a sequence of consecutive alternations and
contractions which maps to C.

Note that any contraction and alternation reduces the number of
tensor products.

Example 15-1.3. We have that C13C24 : (⊗2C2) ⊗ (⊗2C2∗) → C.

Theorem 15-1.4. Let G be a classical group acting on a subspace V
of (⊗kCn) ⊗ (⊗sCn∗). Any invariant F of degree p in C[V]G can be
written as a linear combination of invariants otained from a complete
alternation and contraction on V ⊗p.

Proof. As remarked in 15-1.1 we can assume that V = (⊗kCn) ⊗
(⊗sCn∗), and we associated to F a G invariant multilinear function
F̃ on Vkp,sp. It follows from the first fundamental theorems of classical
invariant theory, 13-1.6, 13-1.8, 14-1.2, 14-1.3, 14-1.4, that we can write
F̃ (v1,⊕ · · ·⊕vkp⊕α1⊕· · ·⊕αsp) = P (di1,...,in, d

∗
j1,...,jn

, bij), where P is a

homogeneous polynomial. However, F̃ is linear in each of the variables
vi and αj. It follows that each of the monomials in the di1,...,in, d∗j1,...,jn
and bij that appear in P (di1,...,in, d

∗
j1,...,jn

, bij) must be linear in the vi
and αj. Consequently the indices i1, . . . , in, . . . , j1, . . . , jn, . . . , and ij,
. . . , must be disjoint. Thus, P (di1,...,in, d

∗
j1,...,jn, bij) can be expressed as

a sum of complete alternations and contractions. �

Corollary 15-1.5. (a) Let G = Gln(C) operate on (⊕kCn)⊗(⊗sCn∗).
If there exists nonconstant invariant functions, we have that
k = s.

(b) Let Sln(C) act on V = ⊗kCn. If there exists invariants of
degree p, we have that n|kp.

Proof. In case (a), it follows from Theorem 13-1.6 that we have C[Vm,k]
G =

C[bij]. Consequently we only have to use contractions. However, it
is impossible to find a complete product of contractions (⊗kCn) ⊗
(⊗sCn∗) → C unless s = k. Thus we have proved assertion (a).
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In case (b) we have that there are no contractions since V = ⊗kCn.
Hence V does not involve any of the dual spaces Cn∗. In order to
have have a complete product of alternations ⊗kpCn → C, we must
therefore have that n|kp. �

Theorem 15-1.6. Let G = Gln(C) act by conjugation on V = Matn(C)⊕
· · · ⊕ Matn(C), where the sum is taken m times. Then C[V]G is gen-
erated by the following polynomials:

Pj1,...,jk, where 1 ≤ j1, . . . , jk ≤ m,

and
Pj1,...,jk(A1 ⊕ · · · ⊕ Am) = Tr(Aj1, . . . , Ajk)

Proof. We have that Matn(C) = Cn ⊗ Cn∗, and consequently, that V
is contained in (⊗mCn)(⊗mCn)∗ = (Cn × Cn∗)⊗m.

In case (a), it follows from Theorem 13-1.6 and Theorem 15-1.4
that we have C[Vm,k]

G = C[bij]. Hence we only have to use con-
tractions. Let F be an element in C[V]G. We associate to F the G

invariant multilinear form F̃ of 15-1.1. Then, by the first main theo-
rems of the classical groups, 13-1.6, 13-1.8, 14-1.2, 14-1.3, 14-1.4, we
have that F̃ can be expressed as P (v), where P is a homogeneous
polynomial. Let k be the degree of P . Write v = (

∑

i1j1
aj1i1e

i1 ⊗
e∗j1) ⊗ · · · ⊗ (

∑

imjm
ajmim e

im ⊗ e∗jm), where e1, . . . , en is a standard ba-
sis for Cn and e∗1, . . . , e

∗
n is the dual basis for Cn∗. We have that

vk = (
∑

i1j1
aj1i1e

i1⊗e∗j1)⊗· · ·⊗(
∑

ij aj
i
ei⊗e∗j)⊗· · ·⊗(

∑

imjm
ajmime

im⊗e∗jm),

with mk factors. The invariant P (v) is obtained by taking sums of com-
plete contraction of this element. Since the contractions commute, so
we can take them in any order. Thus we can write the product of con-
tractions in the form C1σ(1) · · ·Cmk,σ(mk), where σ is a permutation of
1, . . . , mk. We use that every permutation can be written as a product
of cycles. Consequently, the contraction can be written as a product of
contractions of the form Ci1i2Ci2i3 · · ·Cisi1, corresponding to the cycle
(i1, i2, . . . , is). The action of a contraction of the latter form produces
a sum

∑

i1i2...is
ai2i1a

i3
i2
· · ·ai1is , multiplied by a product of ei’s and e∗j ’s,

where the factors ei1 , e∗i1 , . . . , eis , e∗is are removed. However, we have

that TrAi1 · · ·Ais =
∑

i1...is
ai2i1a

i3
i2
· · ·ai1is . Consequently, any invariant

is a linear combination of products of elements of the form Pi1...,is. �

Remark 15-1.7. Note that g(A1⊕· · ·⊕An) = (gA1g
−1⊕· · ·⊕gAng

−1),
so we have Tr(Aj1 · · ·Ajk) is invariant. Moreover, we note that k in the
Theorem is arbitrary so that there are infinitely many invariants.

Theorem 15-1.8. (Procesi.) It suffices to take k ≤ 2n−1 in Theorem
15-1.6.
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Example 15-1.9. In the case n = 2 of the Procesi theorem we use
Cayley-Hamilton, and get A2 − tr(A)A = 1

2
(tr(A)2 − tr(A2)) = 0.

Multiplying to the right by BC . . .D and taking the trace, we get
tr(A2BC . . .D) = tr(A) tr(ABC . . .D) = 1

2
((tr(A))2−trA2) tr(BC . . .D).

Hence, if a matrix appear more than twice, we can reduce the number of
times it appear. It follows from Theorem 15-1.6, for n = 2, that C[V]G

is generated by Fj1...jk and P11, when j1, . . . , jk are distinct. The last
assertion holds because tr(A2) can not be expressed by a lower number
of matrices. Using Cayley-Hamilton again one can contine and reduce
the number of matrices k to 3, or less.

Problem 15-1.1. Show that for G = Sl2(C) : Mat2(C) ⊕ Mat2(C),
we have that the invariants P1, P2, P11, P22 and P12 generate C[V]G.

Hint: It follows from Theorem 13-1.8 and Theorem 15-1.4, that the
invariants are generated by Ai1...in , A∗

j1...jn
and Cij. We saw, in the proof

of Theorem 15-1.6, that the product of contractions give TrAi1 · · ·Aik .
Moreover, the use of a Ai1...in must be compensated by the use of an
A∗
j1...jn

, in order to end up with a map to C. Use A12 and A∗
12 to the

element (a1
1e

1 ⊗ e∗1 +a2
1e

1 ⊗ e∗2 +a1
2e

2 ⊗ e∗1 +a2
2e

2 ⊗ e∗2)(b
1
1e

1 ⊗ e∗1 + b21e
1 ⊗

e∗2 + b12e
2 ⊗ e∗1 + b22e

2 ⊗ e∗2), and we get that a1
1b

2
2 + a2

2b
1
1 = a2

1b
1
2 − a1

2b
2
1 =

(a1
1 + a2

2)(b
1
1 + b22)− (a1

1b
1
1 + a2

1b
1
2 + a2

2b
2
2) = TrATrB −TrAB. We now

use the formula TrAB = TrATrB − A12A
∗
12(a⊗ b), to the reduce the

number of factors in Tr(Ai1 · · ·Aik) to 2.

Problem 15-1.2. Let G = Sln(C) act on V = Cn ⊕ · · · ⊕ Cn, where
the sum is taken m times. Show that C[V]G is a polynomial ring, if
and only if m ≤ n− 1. Find the generating invariants.

Hint: It follows from 13-1.8 that C[VG] is generated by ai1a1j+ · · ·+
ainanj, for i, j = 1, . . . , n, and, when m ≥ n, also by det(aij). The first
n2 elements clearly are transcendentally independent. Consequently
C[V]G is polynomial when m ≤ n − 1. When m ≥ n the element
det(aij) is algebraically dependent on the n2 first. However, it does not
lie in the ring genrated by these beacause, choose aij = 0 for i 6= j. If
det(aij) was in the ring we then see that the element a11 · · ·ann would
lie in the ring generated by a2

11, . . . , a
2
nn, which is impossible.

Problem 15-1.3. Let Sln(C) : V = S2Cn ⊕ S2Cn, that is the spe-
cial linear group operating on pairs of quadratic forms. Show that
C[V]Sln(C) is a polynomial ring generated by n + 1 polynomials of de-
gree n.

Hint: Two of them are discriminants of degree n, but there are n−1
more.
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