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1. Introduction
Behavioral public policy (BPP) is often treated as a single type, as witnessed, for example, in the 
popular use of the “nudge” label to encompass all BPP and also in the academic discussion of the 
pros and cons of BPP generally. This has led, first, to an unwarranted polarization in the debate; 
second, to a neglect of the context sensitivity of these pro and con arguments; and third, to a dis-
regard of multiple stable kinds of policies within the BPP category that could capture these context 
sensitivities.

Against this uniformity assumption, we have argued that the BPP category contains multiple types 
of policies, distinguished by mechanisms (Grüne-Yano! and Hertwig 2016; Hertwig and Grüne-
Yano! 2017). Our main argument for this distinction is that there are systematic di!erences in the 
context sensitivity of both the e!ectiveness and the ethical evaluation of these mechanism-based 
types. Specifically, we claim that there are at least two kinds of behavioral policies, nudges and boosts, 
operating through di!erent kinds of mechanisms. We do not claim, however, that these are the only 
kinds of BPP.

The main purpose of distinguishing the types of BPP by mechanism is to provide a sys-
tematic base for the context-sensitive evaluations of their e!ectiveness and ethical acceptabil-
ity, thus overcoming the current polarization. The argument therefore is not directed against 
nudge-type interventions. Instead, it criticizes those who treat BPPs as of one kind, either to 
universally praise or to universally condemn them. Instead, it is argued that nudge and boost 
mechanisms have di!erent moderators, thus explaining why the respective policy types exhibit 
di!erent degrees of e!ectiveness in di!erent contexts and di!erent populations and that they 
have di!erent potential side e!ects, thus explaining why the respective policy types exhibit di!er-
ent degrees of ethical permissibility in di!erent contexts and di!erent populations. To overcome 
the polarization and to provide a more powerful tool to analyze which policy type might fare 
better (either e!ectively or morally) in which environment is what motivates our categorization 
proposal.

I start this chapter by sketching the diversity of BPPs (Section 2) and arguing why this diversity 
matters (Section 3). Section 4 outlines the notion of mechanism used in the analysis. Section 5 
develops the distinction between nudges and boosts on the basis of mechanisms and illustrates some 
of the uses of this categorization. Section 6 concludes.
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2. !e Diversity of BPPs
In both economics and psychology, investigations of nonincentivizing and noncoercive determi-
nants of individual human behavior have enjoyed increasing popularity in recent decades. Research 
of this kind has often been summarized under the label “behavioral” (Heukelom 2014). When 
these academically driven e!orts turned their attention to devising policy recommendations (Jolls 
et al. 1998; Camerer et al. 2003; Sunstein and Thaler 2003), and policymakers began paying atten-
tion (Lunn 2014; Chetty 2015; Geiger 2016), the moniker followed, and “behavioral policy” or 
“behavioral public policy” became the widely adopted collective term for these recommendations 
and their implementation. At the same time, due to the popularity of Thaler and Sunstein’s (2008) 
book, “nudges” became a near-synonym for “behavioral policy,” and various policy institutions, 
most prominently the British Behavioural Insights Team (BIT), became known uno#cially as 
“Nudge Units.”

Unsurprisingly, perhaps, such attempts at shaping policy have attracted a fair amount of criti-
cism, both from an ethical perspective (for reviews, see Barton and Grüne-Yano! 2015; Schmidt 
and Engelen 2020) and from those worried about the e!ectiveness of the proposed intervention 
(e.g. House of Lords 2011). At least in the early days, that literature often treated BPP (or the syn-
onymously used nudges) as a single kind, to be either uniformly praised or uniformly condemned. 
This implicit uniformity assumption quite strongly polarized the debate into those rejecting nudges 
and those endorsing them.

Upon closer inspection, however, one finds a lot of diversity contained within the terms BPP 
or nudge. Here, I want to emphasize this variety in terms of three dimensions: theory background, 
various definition attempts, and heterogeneous mechanisms.

First, the theoretical background of behavioral policy recommendations has been quite diverse. 
For example, although Thaler and Sunstein, in their book Nudge, stress their commitment to the 
heuristics and biases (H&B) tradition initiated by the research of Tversky and Kahneman, many of 
the policy interventions they describe in fact do not fit well with that tradition. To name but just two 
examples presented in Nudge: one, the famous Amsterdam airport fly in the urinal was developed 
long before behavioral scientists turned to policy (Kulich 2009), and it is unclear what H&B model 
would explain its success. The other, the arrangement of stovetop knobs in such a way that they 
more obviously relate to the burners they control, arose from ergonomics experiments in the 1950s 
(Chapanis and Lindenbaum 1959). Again, the relation to any H&B model is unclear.

Second, attempts to define nudges broadly as encompassing all behavioral policies have run into 
various di#culties. Thaler and Sunstein (2008: 6) defined nudges as

any aspect of the choice architecture that alters people’s behavior in a predictable way with-
out forbidding any options or significantly changing their economic incentives. To count 
as a mere nudge, the intervention must be easy and cheap to avoid.

This definition largely characterizes nudges by what they are not: not coercive and not incentivizing. 
It probably gave rise to the idea that all BPPs are of one kind, contrasted with only coercive and 
incentivizing interventions. However, some of the interventions discussed in Nudge do not fit well 
even within this very broad definition. For example, the placement of mandatory fuel consumption 
stickers on the back of cars “for other drivers to see” (Thaler and Sunstein 2008: 194), which pro-
duce public shaming e!ects, although probably an e!ective intervention, does not square well with 
incentive neutrality and noncoerciveness. Furthermore, Thaler and Sunstein proceed to qualify this 
definition by arguing that nudges a!ect only the behavior of those who are not fully rational, while 
leaving fully rational agents una!ected (Thaler and Sunstein 2008: 8), implying that nudges operate 
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by harnessing these irrationalities somehow. This is a considerably narrower characterization than 
the one cited earlier, leaving room for other, nonnudge interventions in the BPP category. Many 
authors have struggled to draft more specific definitions of nudges (Bovens 2009; Hausman and 
Welch 2010; Rebonato 2012; Heilmann 2014; Hansen 2016; Mongin and Cozic 2018), but there is 
currently no agreement between them.

Third, where authors have investigated the causal pathways through which BPPs operate, this 
yielded quite diverse results. Some policies operate by removing environmental factors that alleg-
edly influence people to make bad decisions, for example, by banning the sale of supersized soft 
drink portions or by avoiding the presentation of saving decisions as between “now” and “much 
later.” Other policies operate by encouraging people to rely on their intuitive rules of thumb (“gut 
instincts”) in appropriate circumstances (Gigerenzer 2015). Yet others operate by training people in 
new heuristics more suitable for the relevant tasks than the ones they are currently using, for exam-
ple, by representing uncertainty as natural frequencies instead of probabilities when dealing with 
base-rate-sensitive problems (Ho!rage et al. 2000).

To conclude, BPPs are diverse in a number of dimensions. This is a prima facie reason against 
treating them as one kind. However, useful kinds often contain a fair amount of diversity as long as it 
does not defeat the purpose for which the kind is used. In the next section, I will argue that treating 
BPPs as one kind has such defeating consequences.

3. Consequences of BPP Diversity: Context Dependence
In the previous section, I showed that BPPs are diverse. In this section, I argue that this diversity is 
problematic because it makes BPPs’ e!ectiveness and ethical evaluation context sensitive. That is, 
the same intervention is e!ective and ethically acceptable in one context, but not in another. Such 
context sensitivity is undesirable, as long as it is not systematically analyzed, because it makes it dif-
ficult to anticipate the performance of a policy in a new context.

Consider this example. A municipality might o!er consumers a choice of energy providers, set-
ting a slightly more expensive but more sustainable provider as the default. For many consumers, 
comparing the alternative providers and determining which one is best is an e!ortful undertaking: 
they are likely to stick to the default, because they sense that the e!ort of performing the comparison 
is higher than the potential gains. In such environments, the municipality’s intervention might well 
be e!ective in getting these people to choose the green provider. Now imagine instead that, at an 
earlier point in time, a nongovernmental organization (NGO) had developed a web-based tool that 
allows a simple but trustworthy comparison of the providers suited for individual consumers’ needs. 
The comparison might become so much less e!ortful that more consumers will actually perform the 
comparison and choose accordingly. In such an environment, it is less likely that the municipality’s 
default-setting intervention is e!ective: people who want green energy at the given price are likely 
to choose the green provider, and those who do not are likely to choose an alternative, irrespective 
of how the default was set.

A lot of evidence for such context sensitivities can be found in experimental studies of BPP. Most 
experiments investigate the e!ect size of an intervention on subjects’ behavior, either in a labora-
tory or in some specific field context. Recorded e!ect sizes for many behavioral interventions vary 
widely. Take, for example, information interventions aiming to reduce household energy consump-
tion. The most recent meta-analysis in this domain, covering 156 studies, found a weighted average 
treatment e!ect of −7.40%, that is, on average, information interventions produced more than 7% 
in potential savings (Delmas et al. 2013). However, the range of individual e!ect sizes varied from 
−55% to +18.5%! Possible explanations for this wide range of results include study quality (high-
quality studies, according to the meta-analysis, found lower e!ect sizes than low-quality studies) 
and di!erences in what information the intervention provided (e.g. consequences of high energy 
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consumption, suggestions for how to lower consumption, the consumer’s own past consumption, 
others’ consumption), as well as contextual variations: who the subjects were and in what context 
they received the information. For example, in a highly politicized context, information about the 
consequences of behavior is often discounted along partisan lines (Tannenbaum et al. 2017); pro-
cedural information about energy savings will have little impact if a subject does not have access to 
the necessary technology; and information about others’ consumption tends to have a higher impact 
if they are part of the subject’s peer network (Gächter et al. 2013). Context sensitivity means that 
the e!ect size of the intervention depends on the presence or absence of such contextual factors as 
politicization, access to technology, and peer networks.

Information policies are not equally sensitive to all of these factors, though. Information about 
consequences is not likely to be sensitive to technological access, nor is procedural information 
to peer network. This is because the information provided by these interventions a!ects behavior 
through di!erent causal pathways: one a!ects evaluations, another instrumental beliefs, and a third 
social norm conformity. All of these policies employ the same intervention lever: they provide relevant 
information to subjects. Nevertheless, these policies need to be further di!erentiated by the mecha-
nism through which they operate. Only by distinguishing them by mechanism does it become clear 
why di!erent information policies are sensitive to some contextual factors but not to others. To 
make unambiguous claims about a policy’s e!ectiveness in certain contexts, one needs to determine 
whether the contextual factors impact the intervention’s e!ect size. This requires the identification 
of the mechanism through which it operates (see also Clarke, Chapter 21).

Knowledge about a policy’s mechanism is also important for assessing its ethical acceptability 
(Smith et al. 2013; Grüne-Yano! 2016). For example, it might be important to know, for such 
an assessment, whether an intervention like the preceding green default setting is transparent to 
the subject. This requires insight into how it operates on subjects, for example, subconsciously or 
by signaling some relevant information. But this again requires knowledge about the intervention 
mechanism, which is not available from the mere categorization by intervention lever.

Thus, BPPs’ e!ectiveness and ethical acceptability often depend on the context in which they are 
implemented. Simply accepting such context sensitivity is not a viable option. Policymakers need to 
make ex ante judgments about the e!ectiveness and ethical acceptability of intervention alternatives 
in target environments and for target audiences. If the specific policy has already been tested in that 
environment, judgment can be passed with some confidence. But most policies have not been tested 
in their target environment, and the performance of a serious test would be prohibitively expensive 
or cause significant delay (also note the di#culty of selecting what to test). The policymaker thus 
faces the problem of extrapolation (Steel 2008; Cartwright 2012): an intervention I is found to be 
e!ective and ethically acceptable in context C, but it is unclear whether it will be in context D. If 
one cannot examine I in D directly, then one must link I to D in other ways, which requires some 
form of generalization and categorization (e.g. “Interventions of type T tend to perform like this 
in D. I is a T. Therefore, expect I to perform like this in D“). For this reason, ex ante judgments 
require categorization. A naive plea for policy assessment on a “case-by-case” basis (e.g. Sims and 
Müller 2019) founders on this observation.

But not just any categorization works. Current practices seem to sometimes use intervention 
levers as relevant subcategories for di!erent BPPs.1 This is an entirely plausible strategy in the early 
stages of a research field. However, for the purposes of evaluating interventions, such a categoriza-
tion is not su#ciently stable, for at least two reasons. First, as I already indicated, interventions with 
the same lever might operate through di!erent mechanisms. Second, one often cannot even properly 
determine the intervention lever without knowing through which mechanism the policy operates. 
The answers to questions like, “Does the intervention provide information or set a frame?” or “Does 
it o!er incentives or change the choice architecture?” require reference to at least some features of 
the causal pathways through which the intervention operates.
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Categorization by levers does not help with context sensitivity. Because the same lever might 
trigger di!erent mechanisms, each of these mechanisms might be a!ected di!erently by contextual 
variables, both in terms of preventing or amplifying the intervention’s e!ect and also in terms of 
preventing or producing various side e!ects. Thus, attempts to categorize policies characterized 
merely by their intervention levers as more or less ethically acceptable (Oliver 2013; Baldwin 2014) 
are hopeless, as it is the population and the environment that at least partially determine ethical 
evaluation, which thus undermines such simple classification attempts.

Instead, we have suggested the categorization of BPPs according to the mechanisms through 
which they operate and then, on the basis of this categorization, infer the transferability of an inter-
vention’s e!ectiveness and ethical acceptability from one context to another (Hertwig and Grüne-
Yano! 2017; Grüne-Yano! et al. 2018). The examples we discussed in this section make this an 
intuitive solution: the context sensitivities exemplified here depend on the causal pathways through 
which the default-setting interventions operate. In order to give a more general analysis that justifies 
our proposal, I need to discuss the notion of mechanism in more detail.

4. Systematizing Diversity: A Mechanistic Account
The current philosophy of science characterizes mechanisms broadly as systems of causally interacting 
parts and processes, which under certain conditions predictably produce one or more e!ects (e.g. 
Craver and Tabery 2019; Glennan 2017). For BPPs, the relevant mechanisms link intervention levers 
to agents’ behavior. The link between these components is mediated by the agents’ decisions and the 
environment in which these decisions are taken.

Many authors understand talk of mechanisms as talk about elements of the real world. A grand-
father clock’s mechanism consists of the actual pendulum, spring, and gears. But models that repre-
sent such components either fully or partially (e.g. di!erent number of teeth, but same ratio in the 
gear train) are not considered mechanisms in this ontic sense. In contrast, I consider mechanisms to 
comprise abstracting models, for three reasons. First, in the behavioral sciences, there is little agree-
ment about the correct level of description. Decision mechanisms can often be described on both 
the social and the individual-mental levels, and sometimes the neurological level. While these levels 
typically supervene each other, multiple realizabilities complicate attempts at reduction and thus 
leave open the question of whether any level is ontologically prior to the others. Second, even if 
one fixes the level of description, there is uncertainty how fine grained the individuation of media-
tors should be. For example, should one describe the cognitive-cost-based default intervention as 
operating though one mediator (“cost-benefit-assessing module”), or should this be unpacked into 
a sequence of observations, belief formations, comparisons, and evaluations? Because the behavioral 
sciences lack an atomistic framework for their ontology (contrast this, for example, with the molecu-
lar level that biochemists can refer to), any “more fine grained is better” strategy runs into the issue 
of dividing ad infinitum without any clear benefit. Finally, besides these ontological worries, there 
also are epistemic considerations that speak against relying on an ontic conception of mechanism for 
the purpose of categorizing BPP. It is di#cult to obtain evidence for behavioral mechanisms, and 
the more fine grained the description of the mechanism, the more pressing the problem of under-
determination by the evidence. Therefore, also for epistemic reasons, it is often advisable to rely on 
abstract mechanistic models instead of an ontic conception of mechanisms.

But what is the right level of abstraction, then? This depends on the model user’s epistemic and 
pragmatic interests. For behavioral policymaking, mechanisms are chiefly of interest because they 
hold important information about what factors further or inhibit the policy’s e!ectiveness and what 
side e!ects a policy might have in certain environments (Grüne-Yano! 2016; Marchionni and Rei-
jula 2019).
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Figure 35.1 describes the schematic form of such mechanisms, using the following terminol-
ogy. A behavioral policy consists of an intervention lever (IL) that the policymaker cranks with the 
intention of e!ecting some change in individual behavior (B). The causal chain from intervention 
level to behavior can be represented as consisting of a sequence of mediators (Mei). A mediator 
can either pass on a causal signal or block it. This depends on modulators (Mo): factors that a!ect 
mediators. Besides passing on causal signals to their successor in the causal chain, mediators also 
might have side e!ects (SE).

To illustrate, the provision of procedural information is an IL that might change an instrumental 
belief about thermostat settings, leading to the intention to set the thermostat 2 degrees lower when 
absent (Me1). But if there is no thermostat in the apartment (Mo), this intention cannot be imple-
mented. The modulator Mo thus prevents the e!ect of the intervention on consumption behavior B.

To give another illustration, the default setting of a green energy provider is an IL that might 
make the subject feel that a comparison is too costly given the potential gains (Mei) and thus lead her 
to stick to the default option (B). The provision of a simple and trustworthy comparison tool might 
reduce costs to such an extent that the e!ect of IL on B is blocked. If it is not blocked (Mo absent), 
the elicitation of such a feeling might contribute to a general sense that bureaucratic communica-
tions are not worth serious consideration (SE), and such a side e!ect might be important when 
assessing the e!ectiveness and ethical dimensions of such interventions.

This mechanistic account helps to make precise the analysis of context sensitivity from the previ-
ous section. To evaluate the e!ectiveness of an IL, in a given context C, the mechanism through 
which IL a!ects B determines which modulators Moi must be either present or absent. By checking 
whether C contains these Moi we will be able to draw justified conclusions about the e!ectiveness 
of IL in C. To assess the ethical acceptability of an IL, knowledge of the mechanism allows us to 
check whether its operation, through specific Mei or having particular SE, is ethically problematic.

Admittedly, policymakers often do not know the exact mechanisms through which their BPP 
options might operate. But if full knowledge is not attainable, a second-best option of knowing 
through which mechanism kind a BPP operates still serves the same purpose of assessing e!ective-
ness and ethical acceptability. But how could one meaningfully distinguish between di!erent kinds 
of BPP mechanisms? To this question I now turn.

I will start with an abstract and highly simplified mechanism scheme of decision-making, depicted 
in Figure 35.2. Individual decision-makers distinguish a number of alternatives, identify their relevant 
properties (e.g. their possible consequences and the uncertainty with which they come about), and 
choose one of the alternatives according to some selection rule. This rule might involve the evaluation 
of consequences and their uncertainty, but it might also be a rule as simple as “choose the alternative 
highest up on the list.”

Mo

IL      Me1 ....  Mei ... Men B

SE
Figure 35.1  Mechanisms in behavioral policy making
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Figure 35.2 A simplified mechanism scheme of decision making 

But how do individuals arrive at a list of alternatives and their relevant properties? They search 
the environment according to some search rules that tell them what information to focus on, how 
to mark distinctions, and when to stop searching. This also means that individuals consider only 
some features of the environment as relevant, while ignoring others. The search rule therefore 
divides the decision environment into relevant information and irrelevant context. What behavioral 
research has shown, however, is that context considered irrelevant by individuals might nevertheless 
have causal impact on their decision. Some such contextual factors as, for example, “anchors” or 
“frames,” purportedly influence the representation of alternatives and their properties; other factors 
like “default e"ects” or “reference points purportedly influence the evaluation and selection of alter-
natives, although the individual considers them irrelevant.

This scheme describes ways in which individuals make decisions (albeit, as mentioned, in a sim-
plified way). Now we can identify various points at which a BPP intervention might attack.

The large dark gray arrows in Figure 35.2 indicate di"erent possible interventions on these deci-
sion mechanisms.2 Intervention A  intervenes in the contextual factors, removing, rearranging, or 
adding some, with the intention of exerting influence through them on the individuation and char-
acterization of alternatives and on the search rule and the underlying evaluation. For example, the 
“Save More Tomorrow” intervention o"ers deliberators the choice between more consumption in 
a year’s time and higher pension payouts later, thus avoiding the “present bias” impact of a choice of 
more consumption now on the evaluation of the alternatives (Thaler and Benartzi 2004).

Interventions B and C, in contrast, intervene in the search and selection rules directly, by teaching 
people new skills or training existing ones. For example, Finkel et al.’s (2013) intervention to reduce 
marital strife trains people a new selection rule (“assume the perspective of a third-party spectator”). 
Drexler et al.’s (2014) physical accounting intervention, in contrast, teaches people with little formal 
education a better search rule for their business purposes (“physically separate private and business 
receipts”). The first di"erence between these policy mechanisms thus consists of the location of the 
entry point for the intervention lever.

The second di"erence consists of the di"erent mediators that connect the intervention lever with 
the behavior. “Save More Tomorrow,” for example, operates through the mechanism that underlies 
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the present bias, while Drexler et al.’s physical accounting intervention operates through changing 
the search rule. Sometimes the same intervention lever can operate though di!erent mechanisms. 
Default-setting policy interventions, for example, have been speculated to operate though either 
cognition-cost avoidance, status-quo bias, or receiving recommendation signals (Grüne-Yano! 
2016; Jachimowicz et al. 2019). But in those cases, in order to determine where the intervention 
lever comes in, one must refer to the mechanism: a loss-aversion-driven, default-setting policy, for 
example, comes in through an intervention on context factors, while a recommendation-driven, 
default-setting policy operates through enlarging the searchable information set and, thus, comes in 
through an intervention on relevant information.

Third, policies also di!er in the moderators that might inhibit their operation. Default setting 
driven by cognition costs, as I argued in Section 2, is sensitive to changes in cognition costs, while 
default setting driven by status-quo bias is not. “Save More Tomorrow” operates through the mecha-
nism that shapes the intertemporal discounting curve hyperbolically and thus produces present bias. 
If that curve were to change under the intervention, then the policy would not be e!ective. Finkel 
et al.’s marital strife intervention would be blocked if people did not want to end an altercation, 
even though the policy had now taught them how to do it. And Drexler et al.’s physical account-
ing intervention likely would not be e!ective if the lacking business discipline was not caused by 
the inability to extract relevant information but by, for example, rampant corruption. All of these 
factors are examples of modulators that reduce the e!ectiveness of those behavioral policies, whose 
mediators they block. Policies that operate through other kinds of mediators, in contrast, will not 
be a!ected by those factors.

Fourth, policies that di!er in mediators also might di!er in their side e!ects. For example, a 
default-setting intervention operating through a cognitive-cost mechanism might leave the people 
thus a!ected with the general impression that bureaucracy communications are hard to comprehend 
and not worth the e!ort (after all, the intervention must elicit this impression for its specific com-
munication to be e!ective). In contrast, default-setting interventions operating through recommen-
dation or loss-aversion mechanisms are less likely to have such a side e!ect. Similarly, a normative 
feedback intervention operating through a social pressure mechanism might induce people thus 
a!ected to hide their behavior from public view (and thus from potential sanctions), while a norma-
tive feedback intervention operating through a reference point mechanism is unlikely to cause such 
side e!ects.

BPP mechanisms thus can be systematically distinguished with respect to at least these four crite-
ria. With this, I now turn to the proposed distinction between boosts and nudges.

5. Boost vs. Nudge
Nudges and boosts have been characterized in multiple dimensions, some of which explicitly dis-
tinguish the causal pathways through which these two types of interventions operate (Hertwig and 
Grüne-Yano! 2017: 974). Nudges “harness cognitive and motivational deficiencies in tandem with 
changes in the external choice architecture”(Ibid.). Boosts, in contrast, “foster competences through 
changes in skills, knowledge, decision tools, or external environment” (Ibid.). The distinction thus 
rests on two criteria. First, where the intervention lever is applied: nudges intervene in the choice 
architecture, while boosts intervene in skills, knowledge, decision tools, or external environment. 
Nudge intervention entry points thus largely correspond to intervention A in Figure 35.2, while 
boosts largely correspond to intervention entry points B and C, but they sometimes also attack 
through A.

The second criterion is how the intervention a!ects behavior: nudges harness cognitive and 
motivational deficiencies, while boosts foster competences. Nudge interventions typically operate 
by harnessing factors that the decision-maker herself regards as irrelevant but that have been shown 
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to have an influence nevertheless, This corresponds to the pathways in the lower part of Figure 35.2. 
Boost interventions, in contrast, typically operate by a!ecting competences that the decision-maker 
considers relevant, for example, by providing new competences or by better matching existing com-
petences with the task at hand, This corresponds to the pathways in the upper part of Figure 35.2. 
This also helps to distinguish those boosts that intervene on the external environment and thus have 
A as their entry point. In contrast to nudges, which attack at A in order to harness factors that are 
e!ective but disregarded by the decision-maker, boosts intervening at A seek to turn a disregarded 
factor into one that the decision-maker takes into account and thus increases her competence. For 
example, an intervention that translates statistical information from a relative probability format into 
a natural frequency format helps decision-makers become aware of the framing e!ects these formats 
have on their decisions and, through that, improve their competences. A nudge, in contrast, would 
choose to present the information in that format which is expected to yield the desired framing 
e!ect, without necessarily teaching the decision-maker any competence.

The mechanisms supporting this categorization are highly abstract models. Why this level of 
abstraction? The preceding epistemic considerations give at least a partial answer: to distinguish 
mechanisms (and hence BPP categories) only to the degree to which such distinction is supported 
by evidence, either directly from experiments or other empirical studies or indirectly through 
empirically supported background theory. But this is only a partial answer. The BPP categorization 
is determined not only by available evidence but also by the purposes that such a categorization may 
have. The recent literature gives clear indications of what pragmatic considerations make research-
ers and policymakers turn to mechanisms (Hertwig 2017; Grüne-Yano! et  al. 2018; Strassheim 
2019; Löfgren and Nordblom 2020): to provide resources for ex ante evaluations of interventions’ 
e!ectiveness and ethical acceptability. Reference to mechanisms facilitates such ex ante evaluations 
because it helps to identify which factors in the intended context of implementation make a dif-
ference to the e!ectiveness and the side e!ects of the intervention. What matters, therefore, is that 
the mechanisms by which BPPs are categorized are su#ciently fine grained to flag such di!erence-
making contextual factors.

Di!erent BPP interventions are sensitive to some contextual factors but not to others. Catego-
rization of BPPs into nudges and boosts collects BPPs sensitive to some factors in one category and 
all those not sensitive to those factors in another. This is because the mechanisms on which these 
categories are built either have that factor as a modulator or they do not. Such a categorization is 
helpful for the policymaker in at least two ways. First, she only needs to worry about the contextual 
factors to which her policy category of interest is sensitive. Second, she now knows to which factors 
her policy category of interest is sensitive, so she can go and check whether these factors are active 
in the target environment. Let us consider a few such factors now (Table 35.1).3

Nudges operate by harnessing cognitive and motivational heuristics. The cognitive-cost version 
of default setting, for example, relies on the subject’s feeling that the choice alternatives are not 
worth looking at, thus making her stick to the default. This reliance makes the intervention sensitive 
to any factor that destabilizes such a feeling, be it a simple app that allows a cheap and reliable com-
parison or a prod from a trusted friend. Such modulators undermine the heuristic stability of nudge 

Table 35.1 Context conditions of Nudges and Boosts

Context conditions Nudges Boosts

Heuristic stability ; −
Agent motivation − ;
Teachability of heuristics − ;
Homogeneity of heuristic repertoire ; −
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mechanisms, thus rendering them less e!ective. Boosts, in contrast, because they do not harness 
deficiencies in this way, are not sensitive to this kind of modulator. Thus, policymakers intending to 
implement a nudge in a specific context are well advised to check whether it contains such modula-
tors; policymakers intending to implement a boost do not need to worry.

Boosts operate by fostering competences, which might, for example, consist of search or decision 
rules more suitable for a given task. But such interventions will only have an e!ect on behavior if 
the subject, when addressing the task, is actually motivated to choose these newly acquired or newly 
identified rules. Factors that reduce or eliminate agent motivation thus are modulators of boost mecha-
nisms. A boost, even if it succeeds in teaching a new competence, will not be e!ective if the agent 
is not motivated to use what the boost taught her. Nudges, in contrast, because they do not operate 
through the motivation of agents, are not sensitive to this kind of modulator. Thus, policymakers 
intending to implement a boost in a specific context are well advised to check whether it contains 
such modulators; policymakers intending to implement a nudge do not need to worry.

The way boosts foster competences is by teaching skills, knowledge, decision tools, etc. But 
what if these cannot be taught? Some modes of human cognition or perception are not very malle-
able. One cannot teach humans to “see” that the two lines in the Müller-Lyer illusion are of equal 
length (Fodor 1983); even if people have convinced themselves otherwise, they will still see them as 
unequal in length. Furthermore, the policymaker might fail to teach people even about malleable 
features, if contextual factors causing distraction, inattention, or inability are present. Such factors 
undermine the teachability of heuristics and, thus, constitute modulators of any boost mechanism that 
seeks to teach them. Nudges, in contrast, because they do not operate through teaching agents, are 
not sensitive to this kind of modulator. Thus, policymakers intending to implement a boost in a spe-
cific context are well advised to check whether it contains such modulators; policymakers intending 
to implement a nudge do not need to worry.

Nudges and boosts are interventions that target individuals. But realistically, both are most often 
applied to large populations where, for example, individual therapeutic approaches are not feasi-
ble. Thus, nudges intervene in the choice architecture of all agents in the population, and boosts 
intervene in the skills, knowledge, decision tools, etc. of all of them. This poses more of a problem 
for nudges than for boosts. Imagine a nudger “reframing” the description of an unhealthy product, 
expecting that the new frame would signal its riskiness and thus deter those susceptible to this signal. 
The nudger thus implicitly assumes that individuals either pick up the signal and react in the desired 
way (i.e. consume less of the product) or are not susceptible to the signal. Yet, what if some in the 
population are susceptible to the signal but react to it by consuming more? In such a heterogeneous 
population, it becomes unclear what e!ect the nudge has; it might have no e!ect, or the e!ect might 
be the opposite of what was expected. Factors that undermine the homogeneity of the heuristic repertoire 
are modulators of nudge mechanisms. Boosts, in contrast, do not require this homogeneity of the 
population. To the extent that agents already know what the boost intervention teaches them, they 
can safely ignore it. To the extent that it teaches something new, it is the agents’ choice to make use 
of it, and thus little homogeneity (beyond basic learning abilities) is required. Thus, boosts are not 
sensitive to this kind of factor. Policymakers intending to implement a nudge in a specific context are 
well advised to check whether it contains such modulators; policymakers intending to implement a 
boost do not need to worry.

My discussion so far has focused on how mechanism-based categorization can help to deal sys-
tematically with the context sensitivity of BPP interventions’ e!ectiveness. Now, I briefly discuss 
some ways in which mechanism-based categorization can also help to deal systematically with the 
context sensitivity of BPP interventions’ ethical acceptability.

I will start with transparency, which is widely regarded as an ethically relevant feature of behav-
ioral policy (Bovens 2009). Policy is transparent only if people a!ected by the intervention can eas-
ily learn about the factors influencing them. Boosts guarantee such transparency. A boost seeks to 
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impart a competence by teaching skills, knowledge, decision tools, etc. But such teaching requires 
the cooperation of the subject to be influenced: she must pay attention when taught, she must grasp 
the content she is taught, she must be aware of what these skills and tools can be used for, and she 
must elect to use them at some point for the boost to have had any e!ect on her behavior. This 
might sound more involved than it is. To teach the simple third-party perspective of the marital strife 
intervention (Finkel et al. 2013), for example, will not require more than a few minutes of attention, 
comprehension, and awareness, nor does it require huge cognitive e!ort from the subjects. But it is 
hard to imagine how an individual could cooperate in these ways without learning about the factors 
influencing them. Transparency is, in this sense, built into the boost such that people a!ected by it 
are aware of it its inevitable side e!ect. That is not the case with nudges. Although nontransparency 
might not be necessary for a nudge to be e!ective (Loewenstein et al. 2015), transparency certainly 
is not necessary for its e!ectiveness and is not its inevitable side e!ect. A change in the choice archi-
tecture is often e!ective even if the influenced agents are not aware of it. Thus, nudges require more 
ethical scrutiny than boosts because they can circumvent transparency, while boosts cannot.

A second ethical issue is to what extent BPPs a!ect the autonomy of decision-making (Haus-
man and Welch 2010). The philosophical debate about what constitutes autonomous decisions 
is, of course, enormous, so I will simply pick one prominent account, coherentism, to illustrate 
how mechanism-based categorization facilitates a systematic discussion. According to coherentist 
views, an individual has control over her own action, if and only if she is motivated to act in this 
way because this motivation coheres with some mental state that represents her point of view on 
the action (Buss and Westlund 2018). There is little agreement on what these relevant mental states 
are. However, even without specifying that, a consideration of BPP mechanisms can help clarify 
the debate. The agent’s motivation is what causes her to act. She can endorse these causes (in that 
case the mental states representing her point of view cohere with them) or she can repudiate them. 
To have reasonable grounds for repudiation, the agent must experience some disconnect between 
her motives and her point of view. Someone or something might force her to act in this way, for 
example, or she must consider some of her own motivations are “not really her own.” It would not 
be reasonable for her to repudiate motivations that she formed without external pressure and absent 
any internal conflict (see also Lecouteux, Chapter 4).

Boosts operate through imparting skills, knowledge, decision tools, etc. These interventions are 
not e!ective without the individual’s cooperation. She must elect to make use of the thus imparted 
competences; the fact that she learned a new skill, for example, has no e!ect on her behavior unless 
she is capable and motivated to apply it. Unless the agent repudiates this motivation, the application 
of the boost constitutes an autonomous decision. Such repudiation is not likely, for at least two rea-
sons. First, genuine boosts do not impose pressure on agents to use the competences they impart, so 
the individual has little reason to repudiate her motivation for that reason. Second, motivations for 
applying a boosted competence arise from reflections of what might be best for the agent in this situ-
ation, and typically they are neither impulsive or subtly seductive. Therefore, the individual has little 
reason to repudiate her motivation for those reasons either. Consequently, due to the boost mechanisms, 
it is very unlikely that the application of boosted competences would constitute heteronomous deci-
sions (Grüne-Yano! 2018).

This stands in marked contrast to nudge mechanisms. Nudges operate through causal pathways 
that might circumvent agential reflection or that might overrule existing motivation. They often 
proceed through mechanisms parallel to and independent of the deliberative processes that facilitate 
reflection about one’s motivations. For these reasons, it is likely (but of course not necessary) that 
that nudges produce motivation that the agent repudiates as not her own and that therefore consti-
tute heteronomous decisions. Nudges thus require more ethical scrutiny than boosts, because their 
mechanisms are more likely to produce heteronomous decisions (according to coherentist views) 
than boosts.
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6. Conclusion
Although BPP interventions are often treated as if they form one category, members of this cat-
egory are actually rather diverse. A consequence of this diversity is not only that BPPs di!er in their 
e!ectiveness and ethical evaluations but that their e!ectiveness and ethical evaluations are context 
dependent. For a systematic treatment of their context-dependent performance, BPPs should be 
categorized according to the mechanisms through which they operate. In particular, BPPs should 
be distinguished into two categories, nudges and boosts. Relevant conclusions about e!ectiveness 
and ethical acceptability of a BPP in novel contexts can be derived from this mechanistic distinction 
between nudges and boosts, thus o!ering the policymaker a strategy to deal with the problem of 
extrapolation.
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Notes
 1 That the literature categorizes BPPs according to such levers is not surprising. A lot of e!ort in behavioral 

research has gone into establishing standardized experimental designs, through which stable phenomena or 
stable intervention e!ects can be established (Guala 2005). Consequently, the di!erent intervention propos-
als have often been categorized according to these standardized experimental manipulations (e.g. “default-
setting,” “framing,” or “feedback” designs).

 2 There are other possible interventions not illustrated here, for example, information campaigns enlarge 
searchable information and coercion eliminates some alternatives, while incentives change some of the alter-
natives’ properties.

 3 For a more comprehensive treatment of such factors, see Hertwig and Grüne-Yano! (2017), Hertwig (2017), 
Grüne-Yano! et al. (2018), Grüne-Yano! (2018).
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