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Abstract

We introduce marked relative Pandharipande-Thomas (PT) invariants for a pair
(X,D) of a smooth projective threefold and a smooth divisor. These invariants are
defined by integration over the moduli space of r-marked stable pairs on (X,D), and
appear naturally when degenerating diagonal insertions via the Li-Wu degeneration
formula. We propose a Gromov-Witten (GW) / PT correspondence for marked relative
invariants. We show compatibility of the conjecture with the degeneration formula
and a splitting formula for relative diagonals. The results provide new tools to prove
GW/PT correspondences for varieties with vanishing cohomology.

As an application we prove the GW/PT correspondence for:

(i) all Fano complete intersections, and

(ii) the reduced theories of (S×C, S×{z1, . . . , zN}) where S is a K3 surface and C is
a curve, for all curve classes which have divisibility at most 2 over the K3 surface.

In the appendix we introduce a notion of higher-descendent invariants which can be
seen as an analogue of the nodal Gromov-Witten invariants defined by Argüz, Bousseau,
Pandharipande and Zvonkine in [2]. We show that the higher-descendent invariants
reduce to marked relative invariants with diagonal insertions.
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1 Introduction

1.1 Overview

There are two basic curve counting invariants associated to a smooth projective threefold:

(i) Pandharipande-Thomas theory, defined via the moduli space of stable pairs,

(ii) Gromov-Witten theory, defined via the moduli space of stable maps.

A correspondence between these two theories was proposed in [29, 30, 53] and proven in many
instances in [33, 54]. In particular, it is known for all toric threefolds, Calabi-Yau complete
intersections in projective space, and all Fano complete intersections when the cohomology
insertions are even. The goal of this paper is to prove the GW/PT correspondence in two
new instances: For Fano complete intersections with arbitary cohomology insertions, and for
the relative reduced theory of a product of a K3 surface and a curve (with some primitivity
assumption on the curve class). For the proof we introduce marked relative Pandharipande-
Thomas invariants which allow us to control the vanishing cohomology of the threefolds.

1.2 Pandharipande-Thomas theory

Let X be a smooth projective 3-fold. The moduli space of stable pairs Pn,β(X) parametrizes
pairs (F, σ) of a pure 1-dimensional coherent sheaf on X and a section σ ∈ H0(X,F ) with
zero-dimensional cokernel, satisfying the numerical conditions:

χ(F) = n ∈ Z and ch2(F ) = β ∈ H2(X,Z) .

The moduli space Pn,β(X) is fine, projective, and admits a virtual fundamental class [18]

[Pn,β(X)]vir ∈ Avd(Pn,β(X)), vd =

∫
β

c1(TX).

Consider the k-th descendent of a class γ ∈ H∗(X) on the moduli space:

τk(γ) := π∗ (π∗X(γ)ch2+k(F)) ∈ H∗(Pn,β(X))

where π, πX are the projections of Pn,β(X) × X to the factors, and (F, σ) is the universal
stable pair. The Pandharipande-Thomas invariants of X were defined in [55] by

〈 τk1(γ1) · · · τkr (γr)〉
X,PT
n,β =

∫
[Pn,β(X)]vir

∏
i

τki(γi)

for all γi ∈ H∗(X) and ki ≥ 0.

1.3 Gromov-Witten theory

Let M
•
g,r,β(X) be the moduli space of r-marked genus g degree β stable maps f : C → X,

where the map f is required to have positive degree on each connected component of the
(possibly disconnected) domain C. Consider the cotangent line classes at the markings:

ψi ∈ H2(M
•
g,r,β(X)), i = 1, . . . , r.

Gromov-Witten invariants are defined by integration over the virtual fundamental class of
the moduli space:

〈 τk1
(γ1) · · · τkr (γr)〉

X,GW,•
g,β =

∫
[M
•
g,r,β(X)]vir

∏
i

ψkii ev∗i (γi)
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1.4 GW/PT correspondence

A universal correspondence matrix between the descendent insertions τki(γi) in Pandharipande-
Thomas (PT) theory and Gromov-Witten (GW) theory was constructed in [53]. The matrix1

Kα,α̃ ∈ Q[i, c1, c2, c3]((z))

is indexed by partitions α and α̃ of positive size, and depends on i =
√
−1 and the formal

variables ci which below will be specialized to the Chern classes ci(TX). The basic vanishing

K̃α,α̃ = 0 for all |α| < |α̃|.

ensures that in the sums below all except finitely many terms are zero.
Let α = (α1, α2, . . . , αr) be a partition, and write

τ[α] = τα1−1 · · · ταr−1.

Let P be a set partition of the index set {1, . . . , r}. For any part T ∈ P given by a subset
T ⊂ {1, . . . , r} we let αT := (αi)i∈T be the partition formed from the T -indices of α.

Definition 1.1 ([53], Section 0.5). For any classes γ1, . . . , γr ∈ H∗(X) define:

τα1−1(γ1) · · · τα`−1(γ`) =
∑

P set partitions
of {1,...,r}

∏
T∈P

[∑
α̃

τ[α̃]

(
∆1,...,`(α̃) · π∗1

(
KαT ,α̃ ·

∏
i∈T

γi
))]

.

where α̃ runs over all partitions, π1 : X`(α̃) → X is the projection to the first factor, and
∆1,...,`(α̃) is the class of the small diagonal in X`(α̃).

Using dβ =
∫
β
c1(TX), we define the partition functions of GW and PT invariants:

ZXPT,β (τk1(γ1) · · · τkr (γr)) =
∑
m∈ 1

2Z

i2mpm
〈
τk1

(γ1) · · · τkr (γr)
〉X,PT
m+ 1

2dβ ,β
,

ZXGW,β (τk1(γ1) · · · τkr (γr)) = (−iz)dβ
∑
g∈Z

(−1)g−1z2g−2 〈 τk1(γ1) · · · τkr (γr)〉
X,GW,•
g,β .

Conjecture 1.2 ([53, Conjecture 2]). We have that

ZXPT,β
(
τα1−1(γ1) · · · ταr−1(γr)

)
is the Fourier expansion of a rational function in p, and that

ZXPT,β
(
τα1−1(γ1) · · · ταr−1(γr)

)
= ZXGW,β

(
τα1−1(γ1) · · · ταr−1(γr)

)
(1)

under the variable change p = ez.

Remark 1.3. (i) The matrix Kα,α̃ was constructed geometrically in [53]. A more explicit
description for essential descendents (where all deg(γi) > 0) was obtained in [47, 38]. How-
ever, an explicit formula for the matrix is still missing and would be very interesting.
(ii) The correspondence of Conjecture 1.2 is invertible, that is, it also determines arbitrary
GW invariants in terms of PT invariants, see Remark 5.8 below.

1The universal GW/PT correspondence matrix is denoted by K̃α,α̂ in [53, 54], and related to our matrix
Kα,α̃ by the variable change:

Kα,α̃ = K̃α,α̃

∣∣∣
u=−iz

.
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1.5 Fano complete intersection

Our first main result is the following:

Theorem 1.1. The GW/PT correspondence of Conjecture 1.2 holds for any complete in-
tersection X ⊂ Pn which is Fano.

The case of Theorem 1.1 where all the cohomology insertions γi are of even degree was
proven in [54]. Since Fano complete intersections can have odd cohomology (e.g. the cubic
threefold has 10-dimensional middle cohomology), this extension is non-trivial.

1.6 K3× Curve

We come to our second main result, concerning the geometry of K3 surfaces.
Let S be a smooth projective K3 surface, let C be a smooth curve and let z = (z1, . . . , zN )

be a tuple of distinct points zi ∈ C. We consider the relative geometry

(S × C, Sz), Sz =
⊔
S × {zi}. (2)

Let β ∈ H2(S,Z) be a non-zero (i.e. effective) curve class and consider

(β, n) = ι∗β + n[C] ∈ H2(S × C,Z) ∼= H2(S,Z)⊕ Z[C].

where ι : S × {x} → S × C is the inclusion of a fiber and β 6= 0.
Consider a H∗(S)-weighted partition

λ =
(
(λ1, δ1), . . . , (λ`(λ), δ`(λ))

)
, δi ∈ H∗(S)

of size |λ| =
∑
i λi = d. We write λ = (λ1, λ2, . . . , λ`(λ)) for the underlying partition. Let

λ =
1∏
i λi

∏
i

qi(δi)1 ∈ H∗(S[n])

be the class on the Hilbert scheme of d points on S associated to λ, where

qi(α) : H∗(S[k])→ H∗(S[k+i])

is the i-th Nakajima creation operator [39] with cohomology weight α ∈ H∗(S), see Exam-
ple 2.18 for the convention on Nakajima operators that we follow.

The relative Pandharipande-Thomas invariants of (2) with insertions given by H∗(S)-
weighted partitions λ1, . . . , λN are defined by the integration over the reduced2 virtual fun-
damental class of the moduli space of relative stable pairs:〈

λ1, . . . , λN
〉(S×C,Sz),PT

n,(β,d)
=

∫
[Pn,(β,d)(S×C,Sz)]red

ev∗z1(λ1) · · · ev∗zN (λN ).

Similarly, relative Gromov-Witten invariants are defined by

〈
λ1, . . . , λN

〉(S×C,Sz),GW,•
g,(β,d)

=

∫
[M
•
g,(β,d)((S×C,Sz),~λ)]red

N∏
i=1

`(λi)∏
j=1

evrel
i,j(δi,j) ,

where the supscript ’•’ stands for allowing disconnected domain curves as long as the stable
map has non-zero degree on each component. We refer to Sections 3.3 and 4.3 for the precise
notation. We form the partition functions of the Pandharipande-Thomas invariants,

Z
(S×C,Sz)
PT,(β,d) (λ1, . . . , λN ) =

∑
m∈Z

(−p)m
〈
λ1, . . . , λN

〉(S×C,Sz),PT

m+d,(β,d)
,

2The (standard) perfect obstruction theory of the moduli space admits a everywhere surjective cosection
to a trivial bundle, hence the standard virtual class vanish. The theory has to be defined with respect to a
reduced virtual class, see [35, 36].
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and of the Gromov-Witten invariants:

Z
(S×C,Sz)
GW,(β.d) (λ1, . . . , λN ) = (−z)

∑
i(`(λi)−|λi|)

∑
g∈Z

(−1)g−1+dz2g−2+2d 〈λ1, . . . , λN 〉(S×C,Sz),•
g,β .

Our second main result is the following.

Theorem 1.2. Let β ∈ H2(S,Z) be a primitive effective curve class. The series

Z
(S×C,Sz)
PT,(β,d) (λ1, . . . , λN )

is the Laurent expansion of a rational function in p, and we have the equality

Z
(S×C,Sz)
PT,(β,d) (λ1, . . . , λN ) = Z

(S×C,Sz)
GW,(β.d) (λ1, . . . , λN )

under the variable change p = ez.

On the PT side the invariants of (S × C, Sz) are known to satisfy a multiple cover
formula, which expresses the invariants for imprimitive curve classes β as an explicit linear
combination of invariants where β is primitive, see [46, Thm.5.1]. A similar multiple cover
formula for the Gromov-Witten invariants of the K3 surface S has been conjectured in [44,
Conj.C2], and is reviewed in Section 10.2. We prove that the GW/PT correspondence is
compatible with these multiple cover formulas.

Proposition 1.4. Let β ∈ H2(S,Z) be any effective curve class. The series

Z
(S×C,Sz),red
PT,(β,n) (λ1, . . . , λN )

is the expansion of a rational function in p. Moreover, if the multiple cover formula for K3
surfaces (as in [44, Conj.C2], recalled in Conjecture 10.2) holds for the class β, then

Z
(S×C,Sz),red
PT,(β,d) (λ1, . . . , λN ) = Z

(S×C,Sz),red
GW,(β,d) (λ1, . . . , λN )

under the variable change p = ez.

The multiple cover formula for K3 surfaces is proven in [3] for all curve classes β ∈
H2(S,Z) which are of divisibility 2. We obtain the following.

Corollary 1.5. Theorem 1.2 holds also for effective curve classes β of divisibility 2.

1.7 A triangle of correspondences

Assume that 2g(C)− 2 +N > 0 so that (C, z1, . . . , zN ) is a marked stable curve,

[(C, z1, . . . , zN )] ∈Mg,N .

Recall (e.g. from [43, Sec.1]) that there is a canonical decomposition

H2(S[d],Z) ∼= H2(S,Z)⊕ ZA

where A is the class of the exceptional curve of the Hilbert-Chow morphism S[d] → S(d).
Define the generating series of Gromov-Witten invariants of the Hilbert scheme with

complex structure of the stabilization of the domain curve fixed to be (C, z):

Z
S[d],(C,z)
GW,β (λ1, . . . , λN ) =

∑
m∈Z

(−p)m
∫

[Mg(C),N (S[d],β+mA)]vir
τ∗([(C, z)])

N∏
i=1

ev∗i (λi).

Here τ is the forgetful morphism to the moduli space of stable curves Mg,N .
By work of Denis Nesterov we have the following Hilb/PT correspondence:
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Gromov-Witten theory of
(K3× C,K3× z)

(C, z)-domain Gromov-Witten theory
of Hilbn(K3)

Pandharipande-Thomas theory of
(K3× C,K3× z)

Figure 1: Triangle of correspondences for K3 surfaces

Theorem 1.3 (Nesterov, [40, 41]). For all effective curve class β ∈ H2(S,Z) we have:

Z
S[d],(C,z)
GW,β (λ1, . . . , λN ) = Z

(S×C,Sz)
PT,(β,d) (λ1, . . . , λN )

Taken Theorem 1.2 and Theorem 1.3 together we hence have established a correspon-
dencess for all primitive effective curve classes β ∈ H2(S,Z) between the following theories
(taken all in the reduced sense):

(i) relative Gromov-Witten theory of (S × C, Sz),
(ii) relative Pandharipande-Thomas theory of (S × C, Sz), and

(iii) Gromov-Witten theory of Hilbn(S) with domain curve fixed to be (C, z)

This set of correspondences can be geometrically represented by the triangle shown in Fig-
ure 1. This triangle was conjectured first in [44]. While the original conjecture only applied
to primitive β, by Proposition 1.4 we expect it to hold for imprimitive curve classes as well.

A parallel triangle of correspondences has been established for other surfaces as well, in
particular for C2 in [6, 48, 49] and for the resolution Ãn of the An-singularity An = C2/Zn+1

in [28, 31, 32, 26] (these cases are crucially used in the proof of the GW/PT correspondence
[33]). For arbitrary surfaces we expect a similar triangle but with non-trivial wall-crossing.
The Hilb/PT edge has been recently obtained by Nesterov [40] (the wallcrossing correction is
known for del Pezzo surfaces but open in general). The GW/PT correspondence is known in
special cases (e.g. for toric surfaces), see [54]. We have established here the correspondence
for a non-toric case.

A more general version of the triangle, where the source curve (C, z) is allowed to vary in
the moduli space of stable curves, was established in [56] for C2. It would be very interesting
to prove such a generalization also for K3 surfaces since it allows access to the full higher
genus Gromov-Witten theory of S[n].

The triangle of Figure 1 will be crucial for establishing the holomorphic anomaly equation
for the genus 0 Gromov-Witten theory of Hilbn(K3) in the forthcoming work [42], which
was the main motivation for the current paper.

1.8 Contents

In Section 2 we recall the stack of target expansions for a relative pair (X,D), the moduli
spaces (X,D)r of r-marked points on (X,D), and the relative Hilbert schemes of points
(X,D)[r]. Section 3 contains the main definition of the paper, the marked relative invariants.
For that we introduce the stack

Pn,β,r(X,D)

which parametrizes stable pairs (F, s, p1, . . . , pr) together with r marked points on expan-
sions X[k], where the points pi ∈ X[k] are not allowed to lie on the relative divisor D[k] or
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the singular locus. Similar to the moduli space of stable maps to a relative target, the stack
admits natural relative and interior evaluation maps

evrel : Pn,β,r(X,D)→ D[β·D], ev : Pn,β,r(X,D)→ (X,D)r.

Relative-descendents are defined by pullback of cohomology classes via the evaluation maps,
weighted by Chern classes of the universal stable pair pulled back along the universal section.
We show that whenever the cohomology insertion from (X,D)r is a class pulled back via the
canonical projection (X,D)r → Xr, these marked relative invariants specialize to the usual
descendent PT invariants. We further discuss a degeneration formula, rubber invariants,
rigidification, and a splitting formula for relative big diagonals (parallel to the GW side in
[2]) for the marked relative invariants. All take the expected form.

In Section 4 we introduce the details we need on the Gromov-Witten side. The marked
relative invariants here are defined by integration over the usual moduli space of relative
stable maps, Mg,r(X,D,~λ), and have been used already in [52] for the statement of the
GW/PT correspondence in the relative setting.

In Section 5 we extend the conjectural GW/PT correspondence of [54] to marked rel-
ative invariants. This is most naturally done by viewing the correspondence matrix as a
cycle in the product (X,D)r+`(α̂). We prove compatibility of the correspondence with the
degeneration formula and the splitting of relative big diagonals. We also remark on possible
Chow-theoretic lifts of the GW/PT correspondence.

After having finished introducing our technical tools, we turn to application. First in
Section 6 we consider Fano complete intersections X. By using the monodromy and an
argument of [2], the PT and GW invariants of X are determined by the invariants where
all cohomological insertions are even or products of big diagonals. Using marked relative
invariants these invariants can be determined by a degeneration to complete intersections of
lower degree. The compatibility of the splitting formula and degeneration formula with the
GW/PT correspondence then shows that it suffices to check the claim for the end points of
the degeneration, which are known by induction and the results of [54].

As a preparation for the K3 case, in Section 7 we consider a rational elliptic surface R
with a smooth elliptic fiber E ⊂ R. Following [54] we study the birelative capped residue
theories of (R × P1, R∞ ∪ E × P1). Relying on [54] we prove the GW/PT correspondence
for these invariants for curve classes on R of degree 1 over the base. This will be used later
in the degeneration formula.

From Section 8 onwards we turn to the particular case K3 × Curve. We first discuss
partitions functions, degeneration formulas, etc, in the framework of the reduced virtual
class. It is most natural here to introduce a formal parameter ε ∈ Q[ε]/ε2 for the statement
of results. The GW/PT correspondence in the primitive case is stated in Section 8.3, and
then proven in Section 9. For that the vanishing cohomology for the degeneration of a K3
surface into two rational elliptic surfaces is controlled by the monodromy of the K3 surface.
The discussion in the imprimitive case is done in Section 10.

In the appendix we introduce higher-descendents, which are an analogues of the nodal
Gromov-Witten invariants of [2].

The content of this work follows many of the existing ideas in the field, in particular the
work of Pandharipande and Pixton [54, 53, 52] on the GW/PT correspondence, the work of
Li and Li-Wu [23, 24, 22] on the degeneration formula (as well as [36] for the reduced virtual
class), the ideas of Argüz, Bousseau, Pandharipande and Zvonkine [2] on how to deal with
vanishing cohomology, and various standard constructions such as rigidification [34, 50, 49],
Instead of writig a very short paper assuming all of these notions, we tried to lay out the
main ideas of these theories and give examples and intuition along the way. Since skipping
sections is easy to do, we hope this to be also in the best interest of the reader.
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1.9 Convention

Given a function Z : H∗(X)→ Q. We will often write

Z(∆1) · Z(∆2)

and say that ∆1,∆2 stands for summing over the Künneth decomposition of the class of the
diagonal ∆ ⊂ X ×X. This is defined by

Z(∆1) · Z(∆2) :=
∑
i

Z(φi)Z(φ∨i )

where [∆] =
∑
i φi ⊗ φ∨i ∈ H∗(X ×X) is the Künneth decomposition.

To avoid cumbersome sign notation we will assume in Sections 2-5 that all our varieties
have even cohomology. It is straightforward to introduce signs in all cases: Whenever we
switch in an expression the order of two odd cohomology classes, we need to multiply the
resulting expression with a sign.

1.10 Acknowledgements

I thank Denis Nesterov and Rahul Pandharipande for discussions related to this work. The
author is funded by the Deutsche Forschungsgemeinschaft (DFG) - OB 512/1-1.

2 Relative geometries and target expansions

Let X be a smooth projective variety and let D ⊂ X be a smooth divisor, which we assume
here for simplicity to be connected. The general case of disconnected D is parallel. It only
requires us to keep track of number of expansions at each connected component of D, see
for example [22, 2.3].

2.1 Stack of expansions

Let ND/X be the normal bundle of D ⊂ X, and consider the projective bundle

P = P(ND/X ⊕OD)→ D.

The projection has two canonical sections

D0, D∞ ⊂ P

called the zero and infinite section specified by the condition that the zero section has normal
bundle NE/P ∼= N∨E/X and the infinite section has normal bundle NE/X . (In other words,
if we consider the degeneration of X to the normal cone of D, we find the central fiber
X ∪D∼=D0 P.) For every k ≥ 1 let

Pk = P ∪ . . . ∪ P

be the chain formed by k copies of P where the infinity section of the i-th copy is glued to
the zero section of the (i+ 1)-th copy for i = 1, . . . , k− 1. A (k-step) expanded degeneration
of (X,D) is the pair (X[k], D[k]) defined for k ≥ 1 by

X[k] = X ∪D∼=D1,0 Pk

where D1,0 ⊂ Pk is the zero section in the first copy of P, and

D[k] := Dk,∞
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is the infinite section in the k-th copy of P in Pk. In the case k = 0 we set (X[0], D[0]) :=
(X,D) and also say the pair is unexpanded. We call X[k] an expansion of X, and D[k] ⊂
X[k] the relative divisor of the expansion, and Pk ⊂ X[k] the bubble of the expansion.

The 1-step expanded degeneration of (X,D) arises naturally as the special fiber of the
degeneration of X to the normal cone of D. More generally, a k-step expanded degeneration
arises naturally by iterated degeneration to the normal cone. A universal family of expanded
degeneration over a stack T of expanded degenerations was constructed in [23, 24]. The
universal family is denoted by

(X ,D)→ T .

We shortly recall the definition of (X ,D) → T following [25]: Let (X0,D0) := (X,D).
Let X1 be the blow-up of X×A1 along D×0, and let D1 be the proper transform of D×A1.
Inductively, let Xn be the blow-up Xn−1 ×A1 along Dn−1 × 0, and set Dn to be the proper
transform of Dn−1 × A1. For every n ≥ 0 we have a natural morphism

pn : Xn → An

given by the composition X → Xn−1 × A1 pn−1×id−−−−−→ An. The fibers of pn are expanded
degenerations of X, and families of expanded degenerations are defined by pullback of this
family. More precisely, one has the following definition, see [23, Sec.4, p.567]:

Definition 2.1. A family of expanded degeneration of (X,D) over a scheme S is a pair
(XS ,DS) where

• XS is a scheme over S with an S-projection XS → X × S, and

• DS is a Cartier divisor of XS,

such that there exists an étale open cover Sα → S of S such that (XS ×S Sα,DS ×S Sα)
is isomorphic to (f∗αXn, f∗αDn) for some n ≥ 0 and morphism fα : Sα → An, and the
isomorphism is compatible with the projections to X × Sα.

An isomorphism between (XS ,DS) and (X ′S ,D′S) is an isomorphism XS
∼=−→ XS′ which

sends DS to D′S and is compatible with the projection to X × S.

We let T be the stack whose objects are family of expanded degenerations (see [23] why
it is a stack). By construction, there exists a universal expanded degeneration (X ,D)→ T
consisting of a universal family of expansions

X → T

given by a flat3, proper and representable morphism and a universal relative divisor D ⊂ X .
For any scheme S and morphism S → T we let denote the pullback of the universal expanded
degeneration by (XS ,DS)→ S, that is we have the fiber diagram:

DS D

XS X

S T .

By construction, every geometric fiber of (XS ,DS) → S is isomorphic to some k-step ex-
panded degeneration (X[k], D[k]).

3The morphism Xn → An is flat (e.g. use miracle flatness).
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Remark 2.2. The stack T can be also directly constructed from the pairs (Xn,Dn) as a limit
as follows. Consider the standard action of Gnm on An given by

σ · (x1, . . . , xn) = (σ1x1, . . . , σnxn), σ = (σ1, . . . , σn) ∈ Gnm.

The action lifts to an action of Gnm on Xn. Scaling by Gnm-certainly yields isomorphic
expanded degenerations, so we certainly need to quotient by this group. However, the
stack Xn → An also comes with a choice of ordering in which the degenerations are taken,
i.e. the restrictions of Xn to {tj 6= 0|j ∈ J} and {tj 6= 0|j ∈ J ′} for any two subsets
J, J ′ ⊂ {1, . . . , n} of the same size are Gnm-equivariantly isomorphic, so we need to quotient
out by this equivalence relation as well. Here t1, . . . , tn are the coordiantes on An. The
stack T is then constructed by taking the limit over n of the the quotients of An by the joint
equivalence relation given by translating by Gnm and reordering of non-zero coordinates. The
universal family X is likewise constructed as limits of the quotients of Xn.

When working over schemes of finite type, the naive picture of viewing T as a quotient
of An and the universal family as a quotient of Xn hence suffices.

2.2 Cotangent line classes on stack of expansions

Let ι : T × D ∼= D → X be the inclusion of the universal relative divisor. Following [34,
Sec.1.5.2] we define the cotangent line bundle on T corresponding to D by

LD = pT ∗(N
∨
D/X ⊗ p

∗
DND/X)

where pT and pD are the projections of T × D to its factors. Note that in P we have
ND0/P

∼= N∨D∞/P, so so that N∨D/X ⊗ p
∗
DND/X restricted to a fixed expansion X[k] is simply

the product of two normal bundles ND/X ⊗ND0/P′ (where P′ ⊂ Pk is the first component).
Since the zero section has normal bundle N∨D/X we see that ND/X ⊗ND/P′ is trivial, so LD
is in fact a line bundle. We define the cotangent line class of the divisor D to be

ψD = c1(LD).

The line bundle LD on T admits a natural section with vanishing locus parametrizing
non-trivial expansion. Consider the universal contraction:

πX : X → X × T

Taking the differential along D yields a morphism of line bundles on D = T × D,

s : ND/X → ND/X .

On a fiber X[k] the morphism s′ is an isomorphism if k = 0, and zero if k > 0. Hence the
dual morphism

s : OD → N∨D/X ⊗ND/X
vanishes precisely on the locus of non-trivial expansion. Pushing fordward by pT , we obtain
the section

sD = pD∗(s) : O → LD
vanishing non-trivial expansions.

Example 2.3. Consider the family of expanded degenerations:

p : XP1 = BlD×0(X × P1)→ P1.

We have the fiber p−1(0) = X ∪D∼=D0
P(ND/X ⊗ O). The relative divisor DP1 ∼= D × P1

is the proper transform of D × P1 ⊂ X × P1. In the total space XP1 we have the rational
equivalence

[DP1 ] = π∗([D])− [P(ND/X ⊗O)].
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where π : XP1 → X × P1 is the blow-down map (or equivalently, the canonical projection).
Hence we find that

NDP1/XP1
= O(DP1)|DP1

= O(π∗D)⊗O(P(ND/X ⊗O))∨|DP1
= pr∗D(ND/X)⊗ pr∗P1(OP1(1)),

where we used that

O(P(ND/X ⊗O))|D = π∗(OP1(0))|DP1
= pr∗P1(OP1(1)).

We see that for the classifying morphism f : P1 → T of the family we have

f∗LD = prP1,∗

(
N∨DP1/XP1

⊗ND/X
)

= OP1(1)

and f∗sD is the section of OP1(1) vanishign at the origin.

Example 2.4. Consider pn : Xn → An. Then one has a Gnm-equivariant isomorphism

LD ∼= OAn(D1 + . . .+Dn)

where Di = {ti = 0} is the i-th coordinate hyperplane. We have sD = t1 · · · tn.

2.3 Moduli of ordered points

2.3.1 Definition

Let (X,D)r be the moduli space of r ordered points on the relative pair (X,D), which
appeared crucially in [54] and [2] and many other places. It is defined as follows:

Definition 2.5. A family of r ordered points on (X,D) over a scheme S consists of a tuple
((XS ,DS)→ S, p1, . . . , pr) where

• (XS ,DS)→ S is an expanded degeneration of (X,D),

• p1, . . . , pr : S → XS are sections

such that for every geometric point s ∈ S with XS,s ∼= X[`]

(i) the points pi(s) ∈ X[`] do not lie on the relative divisor or the singular locus,

(ii) The automorphism group Aut(XS,s, p1(s), . . . , pr(s)) of all automorphisms of XX,s fix-
ing X and preserving the markings is finite.

An isomorphism of (XS , p1, . . . , pr) and (XS , p′1, . . . , p′r) is a isomorphism ϕ : XS → XS such
that πX ◦ ϕ = πX and ϕ ◦ pi = p′i, where πX : XS → X → X is the canonical projection.

The universal target Xr := (X,D)r ×T X over the moduli space fits into the diagram

Xr X

(X,D)r T .

πp1,...,pr . (3)

Proposition 2.6. (i) The functor (X,D)r is a smooth proper variety of dimension r dim(X).
(ii) For any r ≥ 0 there exists flat morphisms

πi : (X,D)r+1 → (X,D)r

given by forgetting the i-th marking and contracting unstable components.

11



Proof. The functor (X,D)r may be viewed as a special case of the construction of relative
stable maps of Jun Li [23]. Indeed, (X,D)r is naturally isomorphic to the moduli stack of
relative stable maps to (X,D) of degree 0 with the requirement that every domain curve
has r connected components each of genus 0 and carrying 3 markings. By the main result
of [23] the functor (X,D)r is hence a proper Deligne-Mumford stack. Moreover, since T
is smooth and the relative cotangent complex of the classifying morphism (X,D)r → T is
concentrated in degree 0, the stack (X,D)r is smooth (an overkill for this argument is to
use the deformation theory of relative stable maps discussed in [24] and [13]. In particular
it is easy to see that the obstruction space relative to T as given in [13, (2)] vanishes.) Its
also immediate to see that any object in (X,D)r has automorphisms only the identity.

To construct the forgetful morphism, let (XS → S, p1, . . . , pr+1) be an object of (X,D)r+1.
By forgetting the last section we obtain an r-pointed family but which may have infinitely
many automorphism over geometric points. As explained in [23, Sec.3.1] there exists a line
bundle (called the standard line bundle associated to the stable map in [23]) associated to
the tuple (p1, . . . , pr) whose restriction to a fiber X[`] is ample on X and all the bubbles
P containing a marking, while for components without a marking it is pulled back from an
ample line bundle on D. For the contraction associated to this line bundle,

q : XS → XS , (4)

the tuple (XS , q ◦ p1, . . . , q ◦ pr) is an element of (X,D)r. This yields the forgetful functor
πr+1(X,D)r+1 → (X,D)r.

To prove the rest of the proposition the idea is to construct a natural isomorphism

f : (X,D)r+1 ∼=−→ Xr (5)

such that πr+1 = π ◦ f . Indeed, this implies that (X,D)r is a variety whenever (X,D)r−1 is
one (since X → T is representable), so we may apply induction for the first part. Moreover,
since π is flat and f is an isomorphism, we also see that πn+1 is flat.

To obtain the isomorphism (5) we construct a morphism f : (X,D)r+1 → Xr as fol-
lows. Let πr+1 : (X,D)r+1 → (X,D)r be the forgetful morphism and consider the natural
commutative diagram

Xr+1 Xr

(X,D)r+1 (X,D)r.

q̃

πn+1

pn+1

where q̃ is the composition of the contraction morphism q : Xr+1 → π∗n+1(Xr) of (4) with
the natural map π∗n+1(Xr)→ Xr. We define

f := q̃ ◦ pn+1 : (X,D)r+1 → Xr.

It is easy to see that f is an isomorphism on closed points. Indeed, consider a C-point
(X[k], p1, . . . , pr) of (X,D)r, and let a ∈ X[k] be a point. If a does not lie on a relative
divisor D[k] or the singular locus, then a ∈ (Xr)(X[k],p1,...,pr) is the image of the unique
point (X[k], p1, . . . , pr, a) under the morphism f . If a lies on the relative divisor D[k], then
it is the image of the unique point (X[k + 1], p1, . . . , pr, ã) where ã is the unique point (up
to scaling) on the (k + 1)-th bubble which does not lie on the zero or infinite section and
projects to a on D. The case a lying in the singular locus is similar (we glue in an extra
component). Finally, to check that f is also scheme-theoretically an isomorphism can be
checked by a local computation. Alternatively, it also follows by the case considered in [27].
Indeed, near the relative divisor, the pair (X,D) is étale locally isomorphic to an open in
(A1, 0) × U for some smooth variety U , and hence étale locally (X,D)r is isomorphic to
(products of) (A1, 0)r × Ur. In this case, the isomorphism of (A1, 0)r with the universal
family over (A1, 0)r−1 was shown in [27, Sec.1] by writing down an explicit inverse.
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Example 2.7. As a variety (X,D)1 is isomorphic to X (via the canonical projection X → X),
and (X,D)2 is the blow-up BlD×D(X ×X). We refer to [2, Sec.3.4] for more discussion and
a beautiful self-explaining figure illustrating this case.

Example 2.8. Let Y be a smooth projective variety. Let C be a smooth curve and let
z = (z1, . . . , zN ) be a tuple of distinct points zi ∈ C such that

(C, z1, . . . , zN )

is stable. Consider the relative pair

(X,D) = (Y × C, Yz), Yz :=
⊔
Y × {zi}.

Following [13], see also [1], the stack of target degenerations T of this pair is described
very concretely. Let st : Mg,N → Mg,N be the stabilization map from the moduli space of
N -marked genus g nodal curves to the moduli space of stable curves. The fiber

M(C,z) = st−1([C, z])

parametrizes nodal degenerations of (C, z). Let

Mss
(C,z) ⊂M(C,z)

be the open substack parametrizing semi-stable curves, i.e. those marked curves such that
every connected component of the nomralization of genus 0 carries at least 2 special points.
Concretely, we allow chains of P1’s attached to C but the last component in the chain must
carry one of the marked points zi. Then one has

T = Mss
(C,z).

Moreover, let MC,(1N ,εr) be the moduli space parametrizing nodal curves Σ together
with N + r markings p1, . . . , pN , q1, . . . , qr such that:

• The stabilization (Σ, p1, . . . , PN ) is (C, z1, . . . , zN )

• The points pi, qi lie in the smooth locus, the pi are pairwise distinct and distinct from
qj , but the qj may coincide,

• Stability condition: Every connected component of the normalization of Σ has at least
3 special points (a special point is either the preimage of a marking or a node).

This is a special case of Hassett’s construction of moduli space of weighted s table curves
[16]. Then one has

(X,D)r ∼= MC,(1N ,εr) × Y r.

2.3.2 Forgetful morphism

By Proposition 2.6, for any I ⊂ {1, . . . , r} we have contraction maps

πI : (X,D)r → (X,D)|I|

given by forgetting all markings except those labeled by I and contracting the unstable
components. Given a class γ ∈ (X,D)|I| we write

γI = π∗I (γ)

for the pullback. A special case is given by the joint projection:

π1 × · · · × πr : (X,D)r → Xr.

Given a class α ∈ H∗(Xr) we will denote the pullback (
∏
i πi)

∗(α) simply by α, that is any
cohomology class on Xr will be viewed as naturally defining a class on (X,D)r.
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2.3.3 Diagonal

There exists also a natural diagonal morphism

X ∼= (X,D)1 → (X,D)r

given on points by (X[k], p) 7→ (X[k], p, . . . , p). We will be particularly interested in the
class of the relative diagonal

∆rel
(X,D) ⊂ (X,D)2.

Under the isomorphism (X,D)2 ∼= BlD×D(X × X) it is the proper transform of the usual
diagonal ∆X ⊂ X ×X. Consider the blow-up diagram

P(N) (X,D)2

D ×D X2.

g

j

π

i

where N = O(D)|D ⊕ O(D)|D is the normal bundle of D × D ⊂ X × X. The following
describes the class of the relative diagonal:

Lemma 2.9. In A∗((X,D)2) we have ∆rel
(X,D) = π∗(∆X)− j∗g∗(∆D).

Proof. This is immediate from the classical blow-up formula [11, Thm.6.7].

2.4 Rubber target

Let D ⊂ X be our smooth connected divisor and recall the projective bundle:

P = P(ND/X ⊕OD).

We consider the expanded target expansions associated to the rubber target

(P, D0,∞)∼, D0,∞ = D0 tD∞,

where we write ∼ to denote the rubber.
The easiest way to define the corresponding stack of target degenerations is as the closed

substack
T rub ⊂ T ,

where T is the stack of target expansions of (X,D), parametrizing expansions which are
non-trivially expanded. We let

(X rub,D0 t D∞)→ T rub

be the universal family. Here X rub can be defined as the complement of the open substack

(X \D)× T rub ⊂ X|T rub .

The infinite divisor is simply D∞ = D|T rub and D0 is the intersection X rub ∩ (X × T rub).
The moduli space of r ordered points on the rubber (P, D0,∞)∼

(P, D0,∞)r,∼

parametrizes tuples
(P`, p1, . . . , pr)

where P` = P∪ . . .∪P is a chain of copies of P glued as usual, and p1, . . . , pr are point on p`
not incident to the singular locus or the divisors D0[`] = D1,0 (the zero section in the first
copy) and D∞[`] = D`,∞ (the infinite section in the last copy). Two tuples (P`, p1, . . . , pr)
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and (P`, p′1, . . . , p′r) are identified if they differ by an element of G`m, where the i-th copy of
Gm acts on the i-th copy of P by the natural scaling action on the fibers of P → D. The
definition of a family of r-ordered points on the rubber over a scheme S is parallel.

As before the moduli space (P, D0,∞)r,∼ is smooth and proper, it admits forgetful and
diagonal morphism. Because of the scaling action it is of dimension r dim(P) − 1. There
exists a closed embedding

(P, D0,∞)r,∼ ↪→ (X,D)r

which defines a non-singular divisor on (X,D)r.

Example 2.10. We have (P, D0,∞)1,∼ ∼= D where the isomorphism is given by the projection
P→ D. For two markings under the isomorphism

(X,D)2 ∼= BlD×D(X ×X)

the space (P, D0,∞)2,∼ is the exceptional divisor of the blow-up:

(P, D0,∞)2,∼ ∼= PD×D(ND/X ⊕ND/X) ∼= D ×D × P1.

The P1 records the relative position of the two markings on the bubble.

Example 2.11. In the case of the relative pair (X,D) = (Y × C, Yz) we have

P = Y × P1, D0 = Y × {0}, D∞ = Y ×D∞.

The stack of target expansions is T rub ∼= Mss
0,2. To describe the space (Y × P1, Y0,∞)r,∼, we

can use the rigidification arguments of [31, Sec.3.2] and [49, Sec.4.9]. The idea is as follows:
Given a tuple (P`, p1, . . . , pr) we can single out a distinguished component Pi1 ⊂ P` of the
chain P`, namely the one that carries the marking p1. By the Gm-action we can further
assume that on the distinguished component Pi1 = P1 × Y the point p1 lies over the point
1 ∈ P1. We hence view it as an element

((Y × P1)[k1, k2], p1, . . . , pr) ∈ (Y × P1, Y0,∞)r

where p1 is fixed over 1 and

(Y × P1)[k1, k2] = P ∪ . . . ∪ P︸ ︷︷ ︸
k1 times

∪ Y × P1︸ ︷︷ ︸
Pi1

∪ P ∪ . . . ∪ P︸ ︷︷ ︸
k2 times

.

Fixing the point over 1 ∈ P1 essentially fixes a slice of the Gm-automorphism on pi1 , hence
also the isomorphisms data are the same. This identifies (Y × P1, Y0,∞)r,∼ with the closed
substack of (Y × P1, Y0,∞)r where the first marked point p′1 lies on the main component
Y × P1 over the point 1 ∈ P1. In other words, we have the fiber diagram

(Y × P1, Y0,∞)r,∼ (Y × P1, Y0,∞)r

Y × {1} Y × P1

pr1

where the right hand vertical arrow is given by the composition of the forgetful morphism
π1 with the canonical projection to Y × P1.

The moduli of ordered points on the pair (P, D0,∞) and the moduli spaec of rubber
points (P, D0,∞)r,∼ are naturally related. In the former the points lie also on a chain P` but
with a distinguished component for which we do not identify points by Gm-automorphism;
in the latter there is no distinguised component, all are treated equally. Forgetting the
distinguished component yields a morphism

f : (P, D0,∞)r → (P, D0,∞)r,∼.
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More precisely, for a point x = ((Y ×P1)[k1, k2], p1, . . . , pr) it is defined as follows: If one of
the markings pi lies on the distinguished component Y × P1, we send x to its isomorphism
class under the natural Gm-action on this component (and hence forgetting the distinguished
component). On this locus f is a quotient map by Gm. The second case is if none of the
markings pi lie on Y ×P1, or equivalently, that x is fixed by the Gm-action; the image point
is then obtained by contracting the distinguished component.

We have the following rigidification lemma:

Lemma 2.12.

[(P, D0,∞)r,∼] = f∗(π
∗
1([D0]) ∩ [(P, D0,∞)r])

= f∗(π
∗
1([D∞]) ∩ [(P, D0,∞)r])

where π1 : (P, D0,∞)r → (P, D0,∞) ∼= P is the forgetful morphism.

Proof. In both cases the right hand side is of degree 0 hence a multiple of the fundamental
class. Integrating over the fiber of a generic point yields the result.

Remark 2.13. A second connection between (P, D0,∞) and (P, D0,∞)r,∼ is given by present-
ing the second as a Gm quotient. Let

U ⊂ (P, D0,∞)r

be the open subset corresponding to points where there is no expansion over D∞, and
which are not fixed by the Gm-translation action on the main component P. Then one has
(P, D0,∞)r,∼ ∼= U/Gm. (The inverse is provided by viewing (P[k], p1, . . . , r) in (P, D0,∞)r,∼

as marked points on P[k − 1, 0], with the main component in P[k − 1, 0] taking the role of
the k-th component in Pk.)

We can prove also the following generalization of Lemma 2.9 which will be important
later on. Let (X,D)I denote the moduli space of ordered point on (X,D) labelled by a finite
set I, and similarly in the rubber case. Consider the fiber diagram:

W (X,D)r

P(N) (X,D)2

π12

∆rel

where P(N) = P(ND2/X2) ⊂ BlD×D(X ×X) ∼= (X,D)2 parametrizes the locus where both
points lie on a bubble.

For any decomposition {1, . . . , r} = I t J consider the gluing morphism

ξI,J : (P, D0,∞)I,∼ × (X,D)J → (X,D)r.

Lemma 2.14. The gluing morphism⊔
ξI,J :

⊔
{1,...,r}=ItJ

1,2∈I

(P, D0,∞)I,∼ × (X,D)J −−−−→W ⊂ (X,D)r

is birational.

Proof. This can be checked locally [27] and is also implicit in [23, 24, 22].

Recall the class of the locus where the first two markings coincide:

∆rel
12 = π∗12(∆rel).

We also have the absolute diagonal,

∆12 = (π1 × π2)∗(∆X)
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where πi : (X,D)r → (X,D)1 ∼= X forgets all but the i-th point.
In (P, D0,∞)s,∼ consider the diagonal

∆D,12 = (π1 × π2)∗(∆D)

where πi : (P, D0,∞)s,∼ → (P, D0,∞)1,∼ ∼= D.

Corollary 2.15. We have

∆rel
12 = ∆12 −

∑
{1,...,r}=ItJ

1,2∈I

ξ∗(∆D,12).

Proof. This follows from Lemma 2.9 and Lemma 2.14.

For later on we also record the following immediate computation:

Lemma 2.16. For any decomposition {1, . . . , r} = I t J and elements a, b ∈ {1, . . . , r} we
have

ξ∗I,J(∆rel
ab ) =


0 if (a ∈ I, b ∈ J) or (a ∈ J, b ∈ I)

pr∗1∆rel
(P,D0,∞)∼,ab if a, b ∈ I

pr∗2∆rel
(X,D),ab if a, b ∈ J.

2.5 Simple degenerations

Let W be a smooth variety, B be a smooth curve with a distinguished point 0 ∈ B. A simple
degeneration (also denoted Wt  X1 ∪X2 for some t ∈ B \ 0) is a flat projective morphism

ε : W → B

such that the fibers Wb = ε−1(b) satisfy:

(i) Wb is smooth for all b ∈ B \ {0},
(ii) W0 is the union of two smooth irreducible components X1, X2 glued along a smooth

connected divisor D.

An k-step expanded degeneration of the central fiber W0 is the variety

W0[k] = X1 ∪ Pk ∪X2

where Pk = P∪ . . .∪P is the chain of k copies of P = P(ND/X1
⊕O) from before, X1 is glued

along D to the zero section of the first component of Pk, and X2 is glued to the infinity
section of the last component of Pk. We have

ND/X1
∼= N∨D2/X

so that for every singular divisor, the two normal directions are normal to each other, in
particular the infinite section of the last copy has normal bundle ND∞/P = ND/X1

∼= N∨D/X2

which is dual to ND/X2
. By [23, 24, 22] there exists a stack of target expansions

Tε → B

and a universal expansion W → Tε, such that for a morphism S → Tε the pullback family
WS has fibers Ws whenever s does not lie over 0 ∈ B and W0[k] for some k if s lies over 0.

We let (W/B)r be the moduli space of r ordered points on W → Tε. concretely, an
object in (W/B)r over a scheme S is a tuple

(f : S → Tε, p1, . . . , pr)
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where p1, . . . , pr are sections of the pullback family WS → S,

WS W

S Tε B

p1,...,pr

with the property that for every geometric point s ∈ S lying over a 0 ∈ B and with fiber
Ws
∼= W0[k] we have:

(i) p1(s), . . . , pr(s) do not meet the singular locus or the relative divisor,

(ii) the automorphism Aut(W0[k], p1(s), . . . , pr(s)) is finite, where we the automorphism
group consists of the elements in Gkm acting on Pk which fix the markings.

Then (W/B)r is a smooth proper variety, and εr : (W/B)r → B is flat. The fiber over
a point t ∈ B \ {0} is simply

ε−1
r (t) = W r

t .

Consider the fiber of εr over 0,

(W/B)r0 (W/B)r

0 B.

Then we have a natural gluing morphism,⊔
{1,...,r}=ItJ

(X1, D)I × (X2, D)J → (W/B)r0

which is finite. The diagonal and forgetful morphisms of (W/B)r are defined similarly to
before.

2.6 Relative Hilbert scheme of points

Let S be a smooth projective surface and let D ⊂ S be a (connected) non-singular divisor.
For an integer d ≥ 0 let

(S,D)[d]

be the Hilbert scheme of d points on the relative pair (S,D) which parametrizes length
d zero-dimensional subschemes on expansions S[k], which do not meet the relative divisor
or the singular locus, and have finite automorphism, with automorphisms given by the
scaling-action of Gkm on the fibers of the bubbles. The Hilbert scheme (S,D)[d] is a smooth
Deligne-Mumford stack and is a special case of the construction in [22]. We also refer to
[58] for a study of its cohomology.

Example 2.17. We have (S,D)[1] ∼= (S,D)1 ∼= S. For two points consider the Z2-action on

Bl∆rel
(S,D)

(BlD×D(S × S))

that switches the two factors. It has fixed locus equal to the exceptional divisor of the blow-
up (a P1-bundle over ∆rel

(S,D)) as well as the (the preimage of the) dimension 1 locus Σ in

P(N) corresponding to pairs of points which are interchanged by the action of the involution
(−1) ∈ Gm on the bubble (the Z2 action restricted to P(N) ∼= P1×D2 is the product of the
action on D2-switching the two factors and an involution on P1. Any involution on P1 has
two fixed loci, which correspond here to the intersection of the relative diagonal with P(N)
and the locus Σ ∼= D.) The Hilbert scheme (S,D)[2] is then given as the quotient

(S,D)[2] ∼= (Bl∆rel
(S,D)

(BlD×D(S × S))/Z2
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where we take the ordinary scheme-theoretic quotient along the exceptional divisor, and the
stack quotient along Σ. In particular, (S,D)[2] is a smooth Deligne-Mumford stack with
singular coarse moduli space.

We recall the construction of Nakajima cycles on the relative Hilbert schenme (S,D)[d]

following [54, Sec.5.4]. Given a partition λ = (λ1, . . . , λ`) let

Z(S,D),λ ⊂ (S,D)` × (S,D)[d]

be the closure of the locus of distinct points in (S,D)` carrying punctual subschemes of
length λ1, . . . , λ` For any γ ∈ H∗((S,D)`) we then define

Nakλ(γ) = pr2∗
(
pr∗1(γ) · [Z(S,D),λ]

)
,

where pri are the projection of (S,D)` × (S,D)[d] to the factors.

Example 2.18. Assume that D is empty, so that (S,D)[d] is simply the ordinary Hilbert
scheme of points S[d] on the surface S. For i > 0 and α ∈ H∗(S) recall the Nakajima
operators

qi(α) : H∗(S[a])→ H∗(S[a+i]), γ 7→ ρ2∗(ρ
∗
1(γ) · q∗(α))

with ρ1, q, ρ2 the projections to the factors of the incidence scheme:

S[a,a+i] = {(I1, x, I2) ∈ S[a] × S × S[a+i]|I1 ⊂ I2, Supp(I2/I1) = {x}}.

Then by [39] (see also [8]) the cycle [(S,∅)(λ)] is precisely the class of qλ1 · · · qλ`(−) viewed
as a cycle in S` × S[d]. Hence in this case, with γ = γ1 ⊗ . . .⊗ γ` ∈ X` we have

Nakλ(γ) =
∏̀
i=1

qλi(γi)1.

Given a simple degeneration ε : W → B of the surface S into the union S1 ∪D S2, we
also have the relative Hilbert scheme of points on the fibers of ε

(W/B)[d] → B

which parametrizes 0-dimensional subschemes on the fibers Wt[k] for t ∈ B which do not
lie on the singular locus, where we identify subschemes modulo the usual scaling action on
the bubbles. We can again construct relative Nakajima cycles in a straightforward way as
follows: Let

ZW/B,λ ⊂ (W/B)` × (W/B)[d]

be the closure of the locus of distinct points in (W/B)`(λ) carrying punctual subschemes of
length λ1, . . . , λ`. Given γ ∈ H∗((W/B)`) we define

Nakλ(γ) = pr2∗
(
pr∗1(γ) · [ZW/B,λ]

)
∈ H∗((W/B)[d]).

Over 0 ∈ B for any i+ j = d we have a natural finite gluing morphism:

ξi : (S1, D)[i] × (S2, D)[j] →
(

(W/B)[d]
)

0
.

Lemma 2.19. We then have:

ξ∗i (Nakλ(γ)) =
∑

{1,...,`(λ)}=ItJ
|λI |=i,|λJ |=j

NakλI (δI,s)⊗ NakλJ (δ′I,s),

where
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• λI = (λi)i∈I is the partition formed from the I-parts of λ,

• we have used the Künneth decomposition

ξ∗I (γ) =
∑
s

δI,s ⊗ δ′I,s ∈ H∗((S1, D)I × (S2, D)J)

where ξI : (S1, D)I ×B (S2, D)J → (W/B)`(λ) is the gluing morphism.

Proof. We have the diagram⊔
I,J(S1, D)I × (S2, D)J

⊔
I,J Z(S1,D),λI × Z(S2,D),λJ (S1, D)i × (S2, D)j

(W/B)`(λ) ZW/B,λ (W/B)[d]

ξI

pr1

pr2

ξi

pr1

pr2

where I, J runs over the same data as in the claim. The left square is commutative and one
checks that the right square is fibered. The claim follows by a diagram chase.

2.7 Logarithmic tangent bundle

For use later on we also introduce the logarithmic tangent bundle. Let D ⊂ X be a simple
normal crossing divisor in a smooth variety X, that is D =

∑
iDi for smooth irreducible

divisors Di and, étale locally D is the union of hypersurfaces with local equation z1 · · · zk = 0,
where z1, . . . , zn are the local coordinates of X. Let ΩX [D] be the locally free sheaf of
differential forms with logarithmic poles along D. If D is locally given by z1 · · · zk = 0, then
the stalk ΩX [D] at z1 = . . . = zk = 0 is

ΩX,p[D] = OX,p
dz1

z1
⊕ · · · ⊕ OX,p

dzk
zk
⊕OX,pdzk+1 ⊕ · · · ⊕ OX,pdzn.

In particular, we have the exact sequence:

0→ ΩX → ΩX [D]→
⊕
i

ιi∗ODi → 0 (6)

and the restriction to the i-th divisor is

ΩX [D]|Di = ODi ⊕ ΩDi

∑
j 6=i

(Di ∩Dj)

 .
The logarithmic tangent bundle is defined to be

TX [−D] = ΩX [D].

3 Relative Pandharipande-Thomas theory

Let X be a smooth projective threefold and let D ⊂ X be a smooth connected divisor.
(Again, the case of non-disconnected D is not more difficult.)

3.1 Moduli spaces

Let (X ,D) → T be the universal family over the stack of expanded degenerations. For a
morphism S → T let (XS ,DS) = (X ×T S,D ×T S)→ S denote the pull-back family.

Definition 3.1 ([22]). A relative stable pair on (X,D) over a scheme S is a triple ((XS ,DS)→
S, F, σ) where
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• (XS ,DS)→ S is an expanded degeneration of (X,D) over S,

• F is a coherent sheaf on XS flat over S,

• σ ∈ H0(XS , F ) is a section,

such that on every geometry fiber XS,s ∼= X[`] the restriction (Fs, σs) satisfies the following
conditions:

(i) Fs is pure 1-dimensional,

(ii) the cokernel of σs is zero-dimensional,

(iii) the sheaf Fs is normal to the relative divisor D[`] ⊂ X[`] and the singular locus, and
the cokernel of σs is disjoint from the relative divisor D[`] and the singular locus,

(iv) the automorphism group AutXs(Fs, σs) is finite.

An isomorphism between relative stable pairs ((XS ,DS)→ S, F, σ) and ((XS ,DS)→ S, F ′, σ′)
is an automorphism ϕ : (XS ,DS) → (XS ,DS) together with isomorphisms ϕ∗(F ) ∼= F ′ and
ϕ∗(σ) = σ′. In particular, we identify relative stable pairs if they differ by a scaling auto-
morphism of the bubble.

Let β ∈ H2(X,Z) is a curve class and n ∈ Z. We will write

PΓ(X,D), Γ = (n, β)

for the moduli space of relative stable pairs OX[`]
σ−→ F with numerical conditions

β = p∗ch2(F ), n = χ(F ) = ch3(F ) +
1

2

∫
β

c1(TX),

where p : X[`] → X is the canonical projection map contracting the bubbles. By [22]
PΓ(X,D) is a proper Deligne-Mumford stack.

We will be interested to import cohomology classes from (X,D)r to the moduli space
PΓ(X,D). For that we require a version of PΓ(X,D) which involves marked points.

Definition 3.2. A r-marked relative stable pair on (X,D) over a scheme S is a tuple
(S → T , F, σ, p1, . . . , pr) where

• (XS ,DS)→ S is an expanded degeneration of (X,D) over S,

• F is a coherent sheaf on XS flat over S

• σ ∈ H0(XS , F ) is a section,

• p1, . . . , pr : S → XS are sections

such that on every geometry fiber XS,s ∼= X[`] the restriction (Fs, σs, p1(s), . . . , pr(s)) satis-
fies conditions (i-iii) above as well as

(iv) p1(s), . . . , pr(s) do not lie on the relative divisor or in the singular locus of X[`],

(v) The automorphism group respecting the markings AutXs(Fs, σs, p1(s), . . . , pr(s)) is fi-
nite.

Isomorphisms are defined as isomorphisms of relative stable pairs as before but with the
additional assumption that ϕ commutes with the sections: ϕi ◦ pi = pi.

We write PΓ,r(X,D) for the moduli stack of r-marked relative stable pairs with numerical
conditions fixed by Γ as before. The universal target

Xr := PΓ,r(X,D)×T X → PΓ,r(X,D)

over the moduli space fits into the diagram

Xr X

(X,D)r T .

p1,...,pr . (7)
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Proposition 3.3. (i) The functor PΓ,r(X,D) is a proper Deligne-Mumford stack.
(ii) For any r ≥ 0, there exists flat morphisms

πi : PΓ,r+1(X,D)→ PΓ,r(X,D)

given by forgetting the i-th marking and contracting unstable components.

Proof. Similar arguments already appeared in [49, Sec.4.9] or [31, Sec.3.2] in the context of
rigidification. To construct the forgetful morphism one argues precisely as in the proof of
Proposition 2.6: Given an (r + 1)-marked stable pair over a scheme S,

(XS → S, F, σ, p1, . . . , pr+1),

consider the tuple where the (r + 1)-th marking is forgotten. By using the standard line
bundle of [22] twisted by the markings one obtains then an associated contraction

q : XS → XS

such that on geometric fibers the map q contracts all bubbles which do not contain any
markings and on which the stable pair is Gm-equivariant. It follows that on XS we have

(F, σ) ∼= (q∗F , q∗(σ))

for a unique stable pair (F , σ) on XS . The morphism

πn+1 : PΓ,r+1(X,D)→ PΓ,r(X,D)

is defined by

(XS → S, F, σ, p1, . . . , pr+1) 7→ (XS → S, F , σ, q ◦ p1, . . . , q ◦ pr).

Consider the diagram

Xr+1 Xr

PΓ,r+1(X,D) PΓ,r(X,D).

q̃

πr+1

Then as in the proof of Proposition 2.6 one argues that

f := q̃ ◦ pn+1 : PΓ,r+1(X,D)→ Xr

is an isomorphism (it is an isomorphism on closed points and the fiber of closed points are
closed; for the latter the stable pair does not play a role and hence this can be argued as in
Proposition 2.6). Since Xr → PΓ,r(X,D) is flat, proper and representable (as a base change
of X → T ) we conclude Claim (ii) directly, and Claim (i) by induction on r.

Example 3.4. In case that D is empty, we have PΓ,r(X,D) = PΓ(X)×Xr.

Remark 3.5. Contrary to the moduli space of r-marked stable maps here we do not require
the markings to be distinct here. The intuitive reason is that they correspond on the
Gromov-Witten side to the images of the marked points in the target, which also do not
have to be distinct.

Remark 3.6. Consider the classifying morphism of the universal target over PΓ,r(X,D),

fr : PΓ,r(X,D)→ T .

Note that these maps usually do not commute with the morphisms forgetting the i-th mark-
ing, that is fr−1 ◦ πi and fr are not isomorphic in general. The reason is that the forgetful

22



morphism is defined by contracting unstable components which changes the universal target
(and hence the map fr). The natural morphism

π1 × · · ·πr : PΓ,r(X,D)→ PΓ(X,D)×T X ×T . . .×T X︸ ︷︷ ︸
r times

is almost always not an isomorphism. This is similar to the case of Gromov-Witten theory.
The morphism to the Artin stacks of prestable curves do not commute with the forgetful
morphisms on Mg,n(X,β) since we contract curves.

By [22] the moduli space PΓ(X,D) carries a virtual fundamental class [PΓ(X,D)]vir of
dimension

∫
β
c1(TX). Let π : PΓ,r(X,D)→ PΓ(X,D) be the map forgetting all the markings

and contracting unstable components, which by Proposition 3.3 are flat and proper. We
define the virtual class of PΓ,r(X,D) by

[PΓ,r(X,D)]vir = π∗[PΓ(X,D)]vir ∈ A∗(PΓ,r(X,D))

which is of dimension
∫
β
c1(TX) + 3r.

Remark 3.7. This is similar to the case of Gromov-Witten theory, where for the forgetful
morphism π : Mg,n(X,β)→Mg(X,β) we have that

[Mg,n(X,β)]vir = π∗[Mg(X,β)]vir.

3.2 Marked relative Invariants

For every r ≥ 0 we have an evaluation map at the relative divisor

evrel
D : PΓ,r(X,D)→ D[`], ` = D · β

defined by sending a point (X[k], F, σ, p1, . . . , pr) to the intersection OD[k]

σ|D[k]−−−−→ F |D[k]

viewed as an element in the Hilbert scheme of ` points on D.
On the moduli spaces of r-marked stable pairs we also have interior evaluation maps:

ev : PΓ,r(X,D)→ (X,D)r

whose image of a point (X[k], F, s, p1, . . . , pr) is obtained by forgetting (F, s) and then con-
tracting all unstable bubbles (precisely those P that do not contain any marking). Let

Xr → PΓ,r(X,D)

be the universal target over the moduli space, and let

p1, . . . , pr : PΓ,r(X,D)→ Xr.

be the universal sections, see (7). Let (F, σ) be the universal stable pair on Xr.
For any λ ∈ H∗(D[`]) and γ ∈ H∗((X,D)r) and integers k1, . . . , kr ∈ Z we define:

Definition 3.8. The marked relative Pandharipande-Thomas invariants are defined by

〈λ|τk1 · · · τkr (γ)〉(X,D),PT,marked
Γ

=

∫
[PΓ,r(X,D)]vir

evrel∗
D (λ) · p∗1(ch2+k1(F)) · · · p∗r(ch2+kr (F)) · ev∗(γ).

Consider a partition
{1, . . . , r} = I1 t . . . t Is
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and write Ij = (ij,b)
`(Ij)
b=1 . If γ is of the form

γ =
∏
j

π∗Ij (γj)

for some classes γj ∈ H∗((X,D)Ij ) then we will also write

τk1
· · · τkr (γ) =

(
τki1,1 · · · τki1,`(I1)

(γ1)
)
· · ·
(
τkis,1 · · · τkis,`(Is)

(γs)
)
.

For example, if γ = π∗1(γ1) · · ·π∗r (γr) ∈ H∗((X,D)r) for some γi ∈ H∗(X), we write

τk1
· · · τkr (γ) = τk1

(γ1) · · · τkr (γr).

3.3 Comparision with standard definition

Recall the usual definition of descendent invariants in relative Pandharipande-Thomas the-
ory. Let PΓ(X,D) be the moduli space of (unmarked) stable pairs on (X,D), and let (F, s)
be the universal stable pair on PΓ(X,D)×T X . Consider the diagram

PΓ(X,D)×T X

PΓ(X,D) X

πX
ρ

where πX is the projection to X followed by the universal contraction morphism X → X.
Given k ≥ 0 and a class γ ∈ H∗(X) we define the descendents

τk(γ) = ρ∗(ch2+k(F) ∪ π∗X(γ)) ∈ H∗(PΓ(X,D)),

viewed here in operational cohomology.
Let λ ∈ H∗(D[β·D]) be a cohomology class, and let ki ≥ 0 and γi ∈ H∗(X).

Definition 3.9. The descendent Pandharipande-Thomas invariants are defined by

〈λ|τk1
(γ1) · · · τkr (γr)〉

(X,D),PT,std.-desc.
Γ =

∫
[PΓ(X,D)]vir

(evrel
D )∗(λ) ∪

r∏
i=1

τki(γi).

We have the following comparision result which says that for

γ = π∗1(γ1) · · ·π∗r (γr) ∈ H∗((X,D)r)

for πi : (X,D)r → (X,D) ∼= X the forgetful morphism to the i-th point, the marked relative
invariants specialize to the usual invariants:

Proposition 3.10. If γ = π∗1(γ1) · · ·π∗r (γr) ∈ H∗((X,D)r), then

〈λ | τk1 · · · τkr (γ)〉(X,D),PT,marked
Γ = 〈λ | τk1(γ1) · · · τkr (γr)〉

(X,D),PT,std.-desc.
Γ

By the Proposition the marked relative invariants generalize the classical descendent
invariants. Hence we will drop ”marked” and ”std.-desc.” from the notation.

Proof. Let Pr = PΓ,r(X,D) with universal target Xr → Pr. Consider the diagram

Pr X0 ×P0
· · · ×P0

X0

P0.

q

π ρ
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where the map to the i-th factor is given by Pr
pi−→ Xr

q̃−→ X0. By construction we have that
[Pr]

vir = π∗[P0]vir and hence that

q∗[Pr]
vir = ρ∗[P0]vir.

We show that also the integrand appearing in the marked-relative invariants is pulled-
back by q. Clearly, (evrel

D )∗(λ) is pulled back from P0, and similarly, we have

ev∗(π∗i (γi)) = π̃∗
(
pr∗i π

∗
X(γi)

)
where pri : X0 ×P0 · · · ×P0 X0 → X0 is the projection to the i-th factor. To deal with the
Chern characters of the universal stable pair, consider the commutative diagram

Xr X0

Pr X0 ×P0
· · · ×P0

X0.

q̃

pi

π̃

pri

By construction we have that the universal stable pair (Fr, σr) on Xr → Pr is given by

(Fr, σr) = q̃∗(F, σ).

Hence we find that
p∗i (ch2+ki(Fr)) = π̃∗pr∗i (ch2+ki(F)).

In conclusion we find that:

〈λ | τk1
· · · τkr (γ)〉(X,D),PT,marked

Γ

=

∫
[PΓ,r(X,D)]vir

evrel∗
D (λ) · p∗1(chk1

(F)) · · · p∗r(chkr (F)) · ev∗(γ)

=

∫
X0×P0

···×P0
X0

ρ∗
(
[P0]vir(evrel

D )∗(λ)
) r∏
i=1

pr∗i (ch2+ki(F)π∗X(γi))

=

∫
[P0]vir

(evrel
D )∗(λ)ρr∗

(
r∏
i=1

pr∗i (ch2+ki(F)π∗X(γi))

)

=

∫
[P0]vir

(evrel
D )∗(λ)

r∏
i=1

τki(γi)

which completes the proof.

3.4 Degeneration formulas

Consider a simple degeneration ε : W → B which degenerates a smooth fiber X into the
union X1 ∪D X2 where D is a smooth connected divisor,

X  X1 ∪D X2.

Let β ∈ H2(W,Z) be a curve class, and write

ι : X →W, ι1 : X1 →W, ι2 : X2 →W

for the inclusions.
Recall the moduli of r-ordered points εr : (W/B)r → B, and fix a class

γ ∈ H∗((W/B)r).
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Since for t ∈ B \ {0} we have
ε−1
r (t) = W r

t

the class γ induces a class on W r
t by restriction. Over the origin we have the gluing map

ξ =
⊔
I

ξI :
⊔
I

(X1, D)I × (X2, D)J → (W/B)r0.

where I runs over all subsets of {1, . . . , r} with complement J . The Künneth decomposition
of the pullback to the I-th component will be denoted by

ξ∗I (γ) =
∑
`

δI,` ⊗ δ′I,` ∈ H∗((X1, D)I × (X2, D)J).

Proposition 3.11 (Degeneration formula for marked relative invariants). For any β ∈
H2(W,Z),∑

β′∈H2(X,Z)
ι∗β
′=β

〈 τk1
· · · τkr (γ|Xr )〉

X,PT
n,β′ =

∑
βi∈H2(Xi,Z)
ι1∗β1+ι2∗β2=β
β1·D=β2·D

∑
n=n1+n2−(D·β1)
{1,...,r}=ItJ

`

〈
∆1

∣∣(∏
i∈Iτki

)
(δI,`)

〉(X1,D),PT

n1,β1

〈
∆2

∣∣(∏
i∈Jτkj

)
(δ′I,`)

〉(X2,D),PT

n2,β2

where (following our convention of Section 1.9) ∆1,∆2 stands for summing over the Künneth
decomposition of the class of the diagonal ∆D[`] ⊂ (D[`])2 with ` = β1 ·D.

Proof. The argument is a straightforward generalization of [22, Sec.6]. For Γ = (n, β), let
ε̃ : PΓ,r(W/B) → B be the moduli space of r-marked stable pairs on the degeneration
ε : W → B, which over t 6= 0 simply parametrizes r-marked stable pairs on Wt, and over
0 parametrizes relative stable pairs on expansions W0[k] together with r marked points
p1, . . . , pr ∈W0[k] not lying on the singular locus. In particular, for t 6= 0 we have

ε̃−1(t) =
⊔

β′∈H2(Xt,Z)
ιt∗β

′=β

Pn,β′,r(Wt),

and over 0 ∈ B we have a natural gluing morphism

ξ :
⊔

βi∈H2(Xi,Z)
ι1∗β1+ι2∗β2=β
β1·D=β2·D

n=n1+n2−(D·β1)
{1,...,r}=ItJ

Pn1,β1,I(X1, D)×D[`] Pn2,β2,J(X2, D)→ PΓ,r(W/B)0. (8)

By pulling back the virtual class and splitting formulas of [22] via the forgetful morphism
PΓ,r(W/B)→ PΓ,0(W/B), the moduli space PΓ,r(W/B) carries a virtual fundamental class
[PΓ,r(W/B)]vir with the property that for the inclusion jt : {t} → B we have over t 6= 0 the
intersection

j!
t[PΓ(W/B)]vir =

∑
ιt∗β′=β

[Pn,β′,r(Xt)]
vir,

and over t ∈ B we have

j!
0[PΓ,r(W/B)]vir =

∑
ξI∗∆

!
D[`]

(
[Pn1,β1,I(X1, D)]vir × [Pn2,β2,J(X2, D)]vir

)
, (9)

where the sum is over the same data as in (8) and we used the diagram:

Pn1,β1,I(X1, D)×D[`] Pn2,β2,J(X2, D) Pn1,β1,I(X1, D)× Pn2,β2,J(X2, D)

D[`] D[`] ×D[`].

evrel× evrel

∆
D[`]
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We also have an evaluation morphism ev : PΓ,r(W/B) → (W/B)r to the moduli space
of r ordered points on the fibers W → B which fits into the commutative diagram

Pn1,β1,I(X1, D)×D[`] Pn2,β2,J(X2, D) PΓ,r(W/B)0

(X1, D)I × (X2, D)J ((W/B)r)0 .

ξ

evI × evJ ev

ξI

(10)

It remains to consider the Chern characters of the universal stable pairs. Let

Xr → PΓ,r(W/B), X1 → Pn1,β1,I(X1, D), X2 → Pn2,β2,J(X2, D)

be the universal targets and consider the commutative diagram:

pr∗1X1 t pr∗2(X2) Xr

Pn1,β1,I(X1, D)×D[`] Pn2,β2,J(X2, D) PΓ,r(W/B).

ν

ξ

where ν is induced by the natural inclusion pr∗1(X1) ↪→ ξ∗(Xr). Then for i ∈ I we have

pi ◦ ξ = ν ◦
(
(pi ◦ pr1)× pr2

)
and since ν∗(Fr)|pr∗1X1 = pr∗1(F1) (with Fr,F1 the universal sheafs on Xr,X1) we see that

ξ∗(p∗i ch2+k(Fr)) = pr∗1(p∗i (ch2+k(F1))). (11)

The case j ∈ J is similar.
Consider now the class

ε̃
(
p∗1(chk1

(F)) · · · p∗r(chkr (F)) · ev∗(γ) ∩ [PΓ,r(W/B)]vir
)
∈ A∗(B).

Restricting this class over t ∈ B yields the left hand side of Proposition 3.11. Restricting this
class over 0 ∈ B and using (9), the commutativity of (10), and (11), then yields precisely
the right hand side. This completes the proof.

3.5 Rubber stable pairs

Consider the projective bundle,

P = P(ND/X ⊕OD),

and the rubber target
(P, D0,∞)∼, D0,∞ = D0 tD∞.

An r-marked rubber stable pair on (P, D0,∞) is a tuple (F, σ, p1, . . . , pr) where F is a pure
1-dimensional sheaf on a chain P`, the element σ ∈ H0(F ) is a section with zero-dimensional
cokernel, and p1, . . . , pr ∈ P` are points satisfying the following properties:

• F is normal to the relative divisors D0[`], D∞[`] and the singular locus,

• p1, . . . , pr ∈ P` do not lie on the relative divisor or the singular locus,

• there exist only finitely many ϕ ∈ G`m acting fiberwise on P` such that ϕ∗(F, s) ∼= (F, s)
and ϕ(pi) = pi.
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And we have the rubber condition: Two such tuples (F, σ, p1, . . . , pr), (F ′, σ′, p′1, . . . , p
′
r) are

considered isomorphic if they differ by an element ϕ ∈ Grm.
Given Γ = (n, (α, d)) for a curve class α ∈ H2(D,Z), d ≥ 0, and n ∈ Z we let

PΓ,r(P, D0,∞)∼

be the moduli space of rubber stable pairs (F, σ) on (P, D0,∞)∼ satisfying the numerical
conditions

χ(F ) = n, πD∗ch2(F ) = α, `(F ∩D∞[`]) = d, (12)

where πD : P` → D is the projection. In the case r = 0 we recover the usual moduli space
of rubber stable pairs [22].

Since on P we have that

D∞ = D0 + π∗D(c1(ND/X)) ∈ A∗(P)

we see that (12) implies that

d0 := `(F ∩D0[`]) = `(F ∩D∞)−
∫
α

c1(ND/X) = d−
∫
α

c1(ND/X).

The moduli space PΓ,r(P, D0,∞)∼ carries a virtual fundamental class, and there are
relative evaluation maps both over the divisor D0, D∞

evrel
D0

: PΓ,r(P, D0,∞)∼ → D
[d0]
0

evrel
D∞ : PΓ,r(P, D0,∞)∼ → D[d]

∞

given by send (F, σ, p1, . . . , p∞) on some P` to F ∩D0[`] or F ∩D∞[`] respectively. We also
have interior evaluation maps

ev : PΓ,r(P, D0,∞)∼ → (P, D0,∞)r,∼

where the moduli space (P, D0,∞)r,∼ was introduced in Section 2.4. Let

Xr → PΓ,r(P, D0,∞)∼

be the universal target over the moduli space, let (F, σ) be the universal stable pair, and let

p1, . . . , pr : PΓ,r(P, D0,∞)∼ → Xr

be the universal sections. (By definition, the tuple (F, σ, p1, . . . , pr) is canonical only up the
action of Grm but we can always make one choice of it. The invariant below does not depend
on the choice.) Let γ ∈ H∗((P, D0,∞)r,∼), as well as λ ∈ H∗(S[d0]) and µ ∈ H∗(S[d]) be
cohomology classes for some a, b ≥ 0. We define the marked-relative rubber invariants:〈

λ , µ
∣∣ τk1
· · · τkr (γ)

〉(P,D0,∞),PT,∼
Γ

=

∫
[PΓ,r(P,D0,∞)∼]vir

(evrel
D0

)∗(λ)(evrel
D∞)∗(µ) · p∗1(chk1

(F)) · · · p∗r(chkr (F)) · ev∗(γ).

3.6 Rigidification

We can compare the rubber invariants with the (usual) relative stable pair invariants of the
pair (P, D0,∞). We will use the identification

H2(P,Z) = H2(D,Z)⊕ Z

given by sending (α, d) ∈ H2(D,Z)⊕ Z to

ιD0∗(α) + dF
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where F is the class of a fiber of πD : P→ D, and ιD0 : D0 → P is the inclusion. Note that
this matches nicely the convention for the rubber stable pairs:

(α, d) ·D∞ = d, (α, d) ·D0 = d−
∫
α

c1(ND/X).

Given Γ = (n, (α, d)) we have a natural morphism

f : PΓ,r(P, D0,∞)→ PΓ,r(P, D0,∞)∼

that for a relative stable pair (F, σ, pi) on (P[k1, k2], D0,∞) does the following: If the pair
is not fixed by the natural Gm-action induced from the fiberwise scaling of P, we simply
view it as a stable pair on the chain P` = P[k1, k2] (in the process hence forgetting the
distinguished component, and identifying the stable pair with all its Gm-translates). If the
pair is Gm-fixed, the stable pair (F, σ, pi) is isomorphic to the pullback of a stable pair
(F ′, σ′, p′i) under the map c : P[k1, k2] → Pk1+k2 that contracts the central fiber. The map
then sends (F, σ, pi) to (F ′, σ′, p′i).

We have the following comparision of virtual classes:

Proposition 3.12 (Rigidification).

[PΓ,r(P, D0,∞)∼]vir = f∗
(
ev∗1(D0)[PΓ,r(P, D0,∞)∼]vir

)
= f∗

(
ev∗1(D∞)[PΓ,r(P, D0,∞)∼]vir

)
Proof. The proof is identical to [34, Sec.1.5.3]. We sketch the idea for convenience. The
map f is Gm-equivariant with respect to the induced action by the fiberwise scaling ac-
tion of Gm on P, and the trivial action on the target. One computes the pushforward of
ev∗1(D0)[PΓ,r(P, D0,∞)∼]vir by virtual localization [12] (the other case is similar). The Gm-
fixed locus parametrizes relative stable pairs with expansions at D0 and/or D∞. If we have
expansion at both D0 and D∞, then the virtual dimension of the fixed virtual class is one
less than the dimension of

f∗
(
ev∗1(D0)[PΓ,r(P, D0,∞)∼]vir

)
.

Hence it does not contribute. If there is no expansion over D0, the marking p1 has to lie in
the expansion at D∞, but then the restriction of ev∗1(D0) to this component vanishes. One
finds the remaining contribution coming from the expansion over D0 to be

t− c1(ND/X)

t− ψD∞
∩ [PΓ,r(P, D0,∞)∼]vir

where ψD∞ is the cotangent line class4 of the relative divisor D∞ in the rubber geometry
(P, D0,∞)∼, and t is the tangent weight of the Gm-action on the fiber of ND0/P|x for some
x ∈ D0 (in particular, we have the equivariant Chern class c1(OD0

(D0)) = c1(ND0/P) + t).
The result now follows from pushforward.

Corollary 3.13. Let r ≥ 1. For any γ ∈ (P, D0,∞)r,∼ we have〈
λ , µ

∣∣ τk1 · · · τkr (γ)
〉(P,D0,∞),PT,∼

Γ
=
〈
λ , µ

∣∣ τk1 · · · τkr
(
π∗1(D0)f∗(γ)

)〉(P,D0,∞),PT

Γ

where f : (P, D0,∞)r → (P, D0,∞)r,∼ is the natural morphism.

4The class ψD∞ is the pull-back of the first chern class of the line bundle LD∞ on T rub
(P,D0tD∞)

. Note

that the line bundle LD on T(X,D) restricts to LD0
∼= L∨D∞ on T rub

(P,D0tD∞)
. The term in the denominator

is the contribution from the virtual normal bundle which is here the product of the two normal bundles at
the divisor where the stable pairs splits.
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Proof. We have the commutative diagram

PΓ,r(P, D0,∞) (P, D0,∞)r P

PΓ,r(P, D0,∞)∼ (P, D0,∞)r,∼

ev

ev1

f

π1

from which the claim follows by Proposition 3.12 and the definition.

3.7 Splitting formula

For any decomposition {1, . . . , r} = I t J consider the gluing morphism

ξI : (P, D0,∞)I,∼ × (X,D)J → (X,D)r,

where we suppress J from the notation because it is determined by I via J = Ic.
Let π12 : (X,D)r → (X,D)2 the morphism that forgets all but the first two points, and

recall that we write
∆rel

12 = π∗12(∆rel)

for the relative diagonal, which is the class of the locus where the first two points coincide.
We also have the absolute diagonal,

∆12 = (π1 × π2)∗(∆) ∈ H∗((X,D)r)

where πi : (X,D)r → (X,D)1 → X is the projection to the i-th factor.
We prove here the following splitting formula (which is an analogue of [2, Thm.3.10]):

Proposition 3.14. Let d = β ·D. We have〈
λ
∣∣ τk1
· · · τkr (∆rel

12 · γ)
〉(X,D),PT

n,β
=
〈
λ
∣∣ τk1
· · · τkr (∆12 · γ)

〉(X,D),PT

n,β
−∑

ι∗α+β′=β
n1+n2=n+d0

∑
{1,...,r}=ItJ
with 1,2∈I

`

〈
∆1, λ

∣∣ (∏
i∈I τki

)
(∆DδI,`)

〉(P,D0,∞),PT,∼
n1,(α,d)

〈
∆2

∣∣ (∏
i∈J τki

)
(δ′I,`)

〉(X,D),PT

n2,β′

where ∆1,∆2 runs over the Künneth decomposition of the diagonal ∆D[d0] in (D[d0])2 with
d0 = d−

∫
α
c1(ND/X) and we used the Künneth decomposition

ξ∗I (γ) =
∑
`

δI,` ⊗ δ′I,` ∈ H∗((P, D0,∞)I,∼ × (X,D)J).

Proof. By Lemma 2.9 in H∗((X,D)2) we have

∆rel
(X,D) = (π1 × π2)∗(∆X)− j∗(g∗(∆D)),

where j : P(N)→ (X,D)2 is the natural inclusion and g : P(N)→ D×D is the projection.
Consider the space

RIPΓ,r(X,D) =
⊔

ι∗α+β′=β
n1+n2=n+β·D

P(n1,(α,d)),I(P, D0,∞)∼ × P(n2,β′),J(X,D).

and its virtual class, defined by

[RIPΓ,r(X,D)]vir =
∑

ι∗α+β′=β
n1+n2=n+β·D

∆!
D[`]

(
[P(n1,(α,d)),I(P, D0,∞)∼]⊗ [P(n2,β′),J(X,D)]vir

)
.
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We then have a commutative diagram

⊔
{1,...,r}=ItJ

1,2∈I
RIPΓ,r(X,D) W̃ PΓ,r(X,D)

⊔
{1,...,r}=ItJ

1,2∈I
(P, D0,∞)I,∼ × (X,D)J W (X,D)r

P(N) (X,D)2.

ξ̃

evI × evJ

ξ=tξI

π12

j

where the square on the right are fiber (and so define W and W̃ ) and ξ is birational (by
Lemma 2.14). By the arguments of [22] (compare also [2, Thm.3.9]) we have

j![PΓ,r(X,D)] =
∑
I,J

1,2∈I

ξ̃∗[RIPΓ,r(X,D)]vir.

We obtain:〈
λ
∣∣ τk1
· · · τkr ((j∗g∗∆D)12 · γ)

〉(X,D),PT

n,β

=

∫
[PΓ,r(X,D)]vir

ev∗rel(λ) ev∗(γ) ev∗12(j∗g
∗(∆D)) ·

∏
i

p∗i (chki(F))

=
∑
I,J

1,2∈I

∫
[RIPΓ,r(X,D)]vir

ev∗D∞(λ)(evI × evJ)∗(ξ∗(γ)) ev∗12(∆D) ·
∏
i

p∗i (chki(F)).

Using a similar observation as (11) this completes the proof.

4 Relative Gromov-Witten theory

Let X be a smooth projective variety and let D ⊂ X be a smooth connected divisor.

4.1 Moduli space

Let β ∈ H2(X,Z) and let ~λ = (λ1, λ2, . . . , λ` be an ordered partition of size and length

|~λ| :=
∑
i

λi = β ·D, `(λ) := `.

We consider the moduli space introduced by Jun Li [23, 24]

Mg,r,β((X,D), ~λ)

which parametrizes r-pointed genus g degree β relative stable maps from connected curves
to the pair (X,D) with ordered ramification profile ~λ along the divisor D. By definition, an
element of the moduli space is a map

f : C → X[k]

to an expansion of (X,D) such that (i) no component is mapped entirely into the singular
locus, (ii) f is predeformable, (iii) the relative multiplicities with divisor D are as specified
(the intersection points are marked), and (iv) has finite automorphism. We refer to [25] or
the recent [2] for an introduction. The degree of the map f is fixed to be p∗f∗[C] = β where
p : X[k]→ X is the canonical map that contracts the expansion.
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The moduli space has relative evaluation maps

evrel
D,i : Mg,r,β((X,D), ~λ)→ D

which send a stable map to the i-th intersection point with the divisor D (according to the
fixed ordering). We also have an interior evaluation map:

ev : Mg,r,β((X,D), ~λ)→ (X,D)r

Given a subset I ⊂ {1, . . . , r} we write evI = πI ◦ ev where πI : (X,D)r → (X,D)I is the
morphism which forgets all points except those labeled by I.

4.2 Cohomology weighted partitions

A H∗(D)-weighted partition λ (or simply cohomology-weighted partition if D is clear from
context) is an ordered list of pairs(

(λ1, δ1), . . . , (λ`, δ`)
)
, δi ∈ H∗(D), λi ≥ 1 (13)

such that ~λ = (λ1, λ2, . . . , λ`) is a partition (called the partition underlying λ).
While the δi can be arbitrary cohomology classes on D, we often take them to be ele-

ments of a fixed basis B of H∗(D). In this case we also talk of a B-weighted partition. Given
a B-weighted partition λ, the automorphism group Aut(λ) consists of the permutation sym-
metries of λ, i.e. those σ ∈ Sr such that λσ = λ.

4.3 Gromov-Witten invariants

Given a H∗(D)-weighted partition λ and a class γ ∈ H∗((X,D)r) we define relative Gromov-
Witten invariants by integration over the virtual fundamental class of the moduli space:

〈
λ
∣∣ τk1 · · · τkr (γ)

〉(X,D),GW

g,β
=

∫
[Mg,r,β((X,D),~λ)]vir

ev∗(γ)

r∏
i=1

ψkii

`(λ)∏
i=1

evrel
D,i(δi), (14)

where ψi are the cotangent line classes at the interior markings.
The discussion also applies when we allow the source curve of our relative stable map to

be disconnected. More precisely, we let

M
•
g,r,β((X,D), ~λ)

denote the moduli space of relative stable maps to (X,D) as above except that we allow
disconnected domain curves subject to the following condition:

(•) For any relative stable map f : C → X[k] to an expansion of (X,D) the stable map
f has non-zero degree on every of the connected components of its domain.

We define Gromov-Witten invariants in the disconnected case parallel as in (14). The
brackets on the left hand side will be denoted with a supscript •, as in 〈..〉(X,D),GW•.

4.4 Degeneration formula

We state for completeness the degeneration formula in Gromov-Witten theory. We use the
same notation as in Section 3.4.

Proposition 4.1 ([23, 24]). For any β ∈ H2(W,Z),∑
β′∈H2(X,Z)
ι∗β
′=β

〈 τk1
· · · τkr (γ|Xr )〉

X,GW,•
g,β′ =

∑
βi∈H2(Xi,Z)
ι1∗β1+ι2∗β2=β
β1·D=β2·D

∑
g1+g2=g+1−`(µ)
{1,...,r}=ItJ

∑
µ,`

∏
i µi

|Aut(µ)|
〈
µ
∣∣(∏

i∈Iτki
)

(δI,`)
〉(X1,D),GW,•
g1,β1

〈
µ∨
∣∣(∏

i∈Jτkj
)

(δ′I,`)
〉(X2,D),GW,•
g2,β2
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where µ runs over all cohomology weigted partitions µ = {(µi, γsi)} of size β1 · D with
weights from a fixed basis B = {γi} of H∗(D), and we let µ∨ = {(µi, γ∨si)} be the dual
partition with weights from the basis {γ∨i } which is dual to {γi}. Moreover, we used the
Künneth decomposition

ξ∗I (γ) =
∑
`

δI,` ⊗ δ′I,` ∈ H∗((X1, D)I × (X2, D)J).

4.5 Rubber moduli space

Recall the projective bundle P = P(ND/X ⊕OD) with sections D0, D∞ ⊂ P. Let

M
∼
g,r,α((P, D0 tD∞), ~λ, ~µ)

be the moduli space of genus g degree α ∈ H2(D,Z) rubber stable maps with target (P, D0,∞)

with oredered ramification profiles ~λ, ~µ over the divisors D0 and D∞ respectively. Elements
of the moduli space are maps f : C → Pl satisfying the usual list of conditions (finite auto-
morphism, predeformability, no components mapping entirely mapped to the singular fibers,
relative multiplicities as specified), and where two maps are considered to be isomorphic if
they differ by an action of the natural scaling automorphism Glm of Pl. The degree of the
map is fixed to be πD∗f∗[C] = α where πD : Pl → D is the natural projection. In our defini-
tion above the source curve is assumed to be connected. If we allow disconnected domains
subject to condition (•), we decorate the moduli space and invariants with the supscript •.

We have evaluation maps at the relative markings over both D0 and D∞,

evrel
D0,i : M

∼
g,r,α((P, D0 tD∞), ~λ, ~µ)→ D0, i = 1, . . . , `(~λ)

evrel
D∞,i : M

∼
g,r,α((P, D0 tD∞), ~λ, ~µ)→ D∞, i = 1, . . . , `(~µ)

and an interior evaluation map

ev : M
∼
g,r,α((P, D0 tD∞), ~λ, ~µ)→ (P, D0,∞)r,∼.

Given H∗(D)-weighted partitions λ = (λi, δi)
`(λ)
i=1 , µ = (µi, δ

′
i)
`(µ)
i=1 and γ ∈ H∗((P, D0,∞)r)

we define:〈
λ, µ

∣∣ τk1 · · · τkr (γ)
〉(P,D0,∞),GW,∼
g,α

=

∫
[M
∼
g,r,α((P,D0tD∞),~λ,~µ)]vir

ev∗(γ)

r∏
i=1

ψkii

`(λ)∏
i=1

(evrel
D0,i)

∗(δi)

`(µ)∏
i=1

(evrel
D∞,i)

∗(δ′i).

There is a rigidification statement parallel to Proposition 3.12, see [34, Sec.1.5.3].

4.6 Splitting formula

We state the splitting formulas we will need. Let ι : D → X denote the inclusion.

Proposition 4.2. Let d = β ·D. We have

〈
λ
∣∣ τk1
· · · τkr (∆rel

12 · γ)
〉(X,D),GW,•
g,β

=
〈
λ
∣∣ τk1
· · · τkr (∆12 · γ)

〉(X,D),GW,•
g,β

−
∑

ι∗α+β′=β
g1+g2=g+1−`(µ)

∑
{1,...,r}=ItJ
with 1,2∈I

∑
µ,`

∏
i µi

|Aut(µ)|
〈
∆1, λ

∣∣ (∏
i∈I τki

)
(∆DδI,`)

〉(P,D0,∞),GW,•,∼
g1,(α,d)

〈
∆2

∣∣ (∏
i∈J τki

)
(δ′I,`)

〉(X,D),GW,•
g2,β′
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where µ runs over all cohomology weigted partitions µ = {(µi, γsi)} of size d0 = d −∫
α
c1(ND/X), with weights from a fixed basis B = {γi} of H∗(D) and we used the Künneth

decomposition

ξ∗I (γ) =
∑
`

δI,` ⊗ δ′I,` ∈ H∗((P, D0,∞)I,∼ × (X,D)J)

where ξI : (P, D0,∞)I,∼ × (X,D)J → (X,D)r is the gluing morphism.

Proof. This is a special case of [2, Theorem 3.10]. Essentially, the argument is to start with
Lemma 2.9 and then one observes that P(N) ⊂ (X,D)2 is the pullback of the Cartier divisor
on the stack of target degenerations T which parametrizes non-trivial expansions. The one
uses the splitting of the virtual class of [23, 24].

5 GW/PT correspondences

Let X be a smooth projective threefold and let D ⊂ X be a smooth connected divisor, which
is hence a smooth surface. We discuss here GW/PT correspondence for the pair (X,D) and
in particular consider the case of marked relative invariants.

5.1 Cohomology weighted partitions

Consider a H∗(D) weighted partition

λ =
(
(λ1, δ1), . . . , (λ`(λ), δ`(λ))

)
, δi ∈ H∗(D)

We can associate to λ a cohomology class in H∗(D[|λ|]) as follows. For i > 0 let

qi(α) : H∗(D[n])→ H∗(D[n+i])

be the i-th Nakajima creation operator with cohomology weight α ∈ H∗(D), see [39] (we
refer to Example 2.18 for the convention that we follow here).

Definition 5.1. The class in H∗(D[|λ|]) associated to λ is

λ =
1∏
i µi

∏
i

qi(δi)1. (15)

A given class in the Hilbert scheme can have several representations as a cohomology
weighted partitions. Nevertheless, we will also write λ for the associated cohomology class,
because the formulas where it will appear will only depend on the class.

Lemma 5.2. In H∗(D[n] ×D[n]) we have the Künneth decomposition of the diagonal

∆D[n] =
∑
µ

(−1)n−`(µ)

∏
i µi

|Aut(µ)|
· µ� µ∨. (16)

where µ runs over all cohomology weigted partitions µ = {(µi, γsi)} with weights from a fixed
basis B = (γ1, . . . , γb) of H∗(D), and µ∨ = {(ηi, γ∨si)} is the dual partition with weights from
the basis (γ∨i ) which is dual to B. Moreover we have used (15) to associate a cohomology
class to a cohomology weighted partition.

Proof. For B-weighted partitions µ, ν one has∫
Dn]

µ · ν∨ = δµν(−1)n+`(µ) |Aut(µ)|∏
i µi

.
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5.2 Partition functions

Let β ∈ H2(X,Z) be a curve class and define the integer

dβ =

∫
β

c1(TX).

Let λ be a H∗(D)-weighted partitions of size β ·D, let γ ∈ H∗(X,D)r, and let k1, . . . , kr ≥ 0.

Definition 5.3. The partition function of Pandharipande-Thomas invariants is defined by

Z
(X,D)
PT,β (λ|τk1

· · · τkr (γ)) =
∑
m∈ 1

2Z

i2mpm
〈
λ
∣∣ τk1
· · · τkr (γ)

〉(X,D),PT

m+ 1
2dβ ,β

,

where i =
√
−1.

We index here the stable pairs series by the third Chern character of the stable pair,
that is if ch3(F ) = m, then χ(F ) = m+ dβ/2.

Definition 5.4. The partition function of Gromov-Witten invariants is defined by

Z
(X,D)
GW,β (λ|τk1

· · · τkr (γ))

= (−i)dβ (−1)`(λ)−|λ|zdβ+`(λ)−|λ|
∑
g∈Z

(−1)g−1z2g−2 〈λ | τk1
· · · τkr (γ)〉(X,D),GW,•

g,β . (17)

Our variables z and p here are related to the standard genus and Euler characteristic
variables u and q of [54] by the variable change z = iu and q = −p.

Since the Gromov-Witten bracket is invariant under permutations of relative markings
that preserve the ramification profile (i.e. under Aut(~λ)), the partition function (17) only
depends on the associated class λ ∈ H∗(D[|λ|]). Hence the above defines a morphism:

Z
(X,D)
GW,β (−|τk1

· · · τkr (γ)) : H∗(D[β·D])→ Q((z)),

We will also require the partition functions of rubber invariants. Let α ∈ H2(D,Z) be a
curve class, and let λ, µ be H∗(D)-weighted cohomology partition of size5

|λ| = d0 := d−
∫
α

c1(ND/X), |µ| = d.

Let γ ∈ H∗((P, D0,∞)r,∼) be a class. We have

d(α,d) =

∫
(α,d)

c1(TP)

= d+ d0 +

∫
α

c1(TD).

Definition 5.5. The partition functions of rubber PT and GW invariants is defined by

Z
(P,D0,∞),∼
PT,α (λ, µ|τk1

· · · τkr (γ)) =
∑
m∈ 1

2Z

i2mpm
〈
λ, µ

∣∣ τk1
· · · τkr (γ)

〉(P,D0,∞),PT,∼
m+ 1

2dα,(α,d)
,

and

Z
(P,D0,∞),∼
GW,α (λ, µ|τk1

· · · τkr (γ)) = (−i)d(α,d)(−1)`(λ)−|λ|+`(µ)−|µ|

· zd(α,d)+`(λ)−|λ|+`(µ)−|µ|
∑
g∈Z

(−1)g−1z2g−2 〈λ, µ | τk1 · · · τkr (γ)〉(P,D0,∞),GW,•,∼
g,α . (18)

Here we choose the signs and prefactor in the rubber generating series to match those of
the non-rubber pair (P, D0,∞). This will yield a clean statement of rigidification.

5By our convention, λ records the ramification conditions with D0, and the fiberwise degree is measured
against D∞.
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5.3 Properties

The GW and PT partition functions are choosen so that the degeneration formula, the
rigidification and the splitting formulas takes for them exactly the same form and moreover
that there are no extra factors appearing. For convenience we present here the form of these

formulas for the partitions functions Z
(X,D)
β,GW/PT(· · · ). We will use the following convention:

If we write
Z

(X,D)
β (. . .)

without specifying PT or GW, the statement will hold for both GW and PT partition
functions. We then have the following (with the notation of the corresponding sections).

Degeneration formula (Propositions 3.11 and 4.1): We have∑
β′∈H2(X,Z)
ι∗β
′=β

ZXβ′ ( τk1
· · · τkr (γ|Xr )) =

∑
βi∈H2(Xi,Z)
ι1∗β1+ι2∗β2=β
β1·D=β2·D

∑
{1,...,r}=ItJ

`

Z
(X1,D)
β1

(
∆1

∣∣(∏
i∈Iτki

)
(δI,`)

)
Z

(X2,D)
β2

(
∆2

∣∣(∏
i∈Jτkj

)
(δ′I,`)

)

where ∆1,∆2 runs over the Künneth decomposition of ∆D[β1·D] ⊂ (D[β1·D])2.

Proof. Let W → B be the total space of the degeneration and consider the logarithmic
tangent bundle TW [−W0], see Section 2.7. For t ∈ B \ {0} we have the restriction

TW [−W0]|Wt
= TWt

⊕O

and over 0 we have the restrictions

TW [−W0]|X1 = TX1 [−D], TW [−W0]|X2 = TX2 [−D].

Hence given β′, β1, β2 as in the claim we find that

dβ′ =

∫
β′
c1(TW [−W0])

=

∫
β

c1(TW [−W0])

=

∫
β1

c1(TX1 [−D]) +

∫
β2

c1(TX2 [−D])

= dβ1
+ dβ2

−D · β1 −D · β2.

where we use the exact sequence 0→ ΩXi → ΩXi [D]→ ι∗OD → 0 in the last step.
The statement on the PT side follows from the fact that for n = n1 +n2−D ·β we have

n− 1

2
dβ′ =

(
n1 −

1

2
dβ1

)
+

(
n2 −

1

2
dβ2

)
.

The GW side follows since for g = g1 + g2 + `(µ)− 1 we have

(−i)dβ′ zdβ′ (−1)g−1z2g−2 = (−i)dβ1 (−1)`(µ)−|µ|(−1)g1−1z2g1−2+`(µ)−|µ|+dβ1

· (−i)dβ2 (−1)`(µ)−|µ|(−1)g2−1z2g2−2+`(µ)−|µ|+dβ2

· (−1)`(µ)−|µ|

and the last sign together with the splitting factor
∏
i µi/|Aut(µ)| yields precisely the

Künneth decomposition of the diagonal as in Lemma 16.
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Rigidification (Corollary 3.13). For any γ ∈ (P, D0,∞)r,∼ for r ≥ 1,

Z(P,D0,∞),∼
α (λ, µ|τk1

· · · τkr (γ)) = Z
(P,D0,∞)
U,α

(
λ, µ

∣∣τk1
· · · τkr

(
π∗1(D0)f∗(γ)

))
where f : (P, D0,∞)r → (P, D0,∞)r,∼ is the natural morphism.

Splitting formula (Propositions 3.14 and 4.2).

Z
(X,D)
β

(
λ
∣∣ τk1
· · · τkr (∆rel

12 · γ)
)

= Z
(X,D)
β

(
λ
∣∣ τk1
· · · τkr (∆12 · γ)

)
−∑

ι∗α+β′=β

∑
{1,...,r}=ItJ

1,2∈I
`

Z
(P,D0,∞),∼
(α,d)

(
∆1, λ

∣∣ (∏
i∈I τki

)
(∆DδI,`)

)
Z

(X,D)
β′

(
∆2

∣∣ (∏
i∈J τki

)
(δ′I,`)

)

where d = β ·D and d0 = d−
∫
α
c1(ND/X) and ∆1,∆2 runs over the Künneth decomposition

of the diagonal ∆D[d0] .

Proof. One argues as before. To show that dβ = dβ′ + d(α,d) − 2d0 one can use the same
argument as before for the degeneration of X to the normal cone of D.

5.4 Standard correspondence

By [53] there exists a universal correspondence matrix6

Kα,α̃ ∈ Q[i, c1, c2, c3]((z))

indexed by partitions α and α̃ of positive size. The ci are formal variables that in the
formulas below will be specialized to the Chern classes of the logarithmic tangent bundle,

ci := ci(TX [−D]).

We have the basic vanishing
K̃α,α̃ = 0 for all |α| < |α̃|. (19)

This ensures that in the sums below all except finitely many terms are zero.
Let α = (α1, α2, . . . , αr) be a partition, and write

τ[α] = τα1−1 · · · ταr−1.

Let P be a set partition of the index set {1, . . . , r}. For any part T ∈ P given by a subset
T ⊂ {1, . . . , r} we can form a partition from the T -indices of α:

αT := (αi)i∈T

Definition 5.6 ([54], Section 1.3). For any classes γ1, . . . , γr ∈ H∗(X) define the descendent
transformation:

τα1−1(γ1) · · · τα`−1(γ`) =
∑

P set partitions
of {1,...,r}

∏
T∈P

[∑
α̃

τ[α̃]

(
∆rel

1,...,`(α̃) · π
∗
1

(
KαT ,α̃ ·

∏
i∈T

γi
))]

.

where α̃ runs over all partitions, π1 : (X,D)`(α̃) → (X,D) ∼= X is the forgetful morphism
and ∆rel

1,...,`(α̃) denotes the (class of the) small diagonal in (X,D)`(α̃).

6The universal GW/PT correspondence matrix is denoted by K̃α,α̂ in [53, 54], and related to our matrix
Kα,α̃ by the variable change:

Kα,α̃ = K̃α,α̃

∣∣∣
u=−iz

.
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We state the main GW/PT correspondence for relative geometries in the form of [54].

Conjecture 5.7 ([54, Conjecture 4]). Let γ1, . . . , γr ∈ H∗(X). We have that

Z
(X,D)
PT,β

(
λ
∣∣τα1−1(γ1) · · · ταr−1(γr)

)
is the Fourier expansion of a rational function in p, and

Z
(X,D)
PT,β

(
λ
∣∣ τα1−1(γ1) · · · ταr−1(γr)

)
= Z

(X,D)
GW,β

(
λ
∣∣∣ τα1−1(γ1) · · · ταr−1(γr)

)
(20)

under the variable change p = ez.

Remark 5.8. From [53, Sec.7] it follows that

τα1−1(γ1) · · · ταr−1(γr) = z`(α)−|α|τα1−1(γ1) · · · ταr−1(γr) + (. . .) (21)

where the dots stand for terms τ[α̃](· · · ) with |α̃| < |α|. Hence, by an induction on |α|,
the correspondence of Conjecture 5.7 can be be inverted and can be used to express all PT
invariants in terms of GW invariants.

(To prove (21) one uses (19) and shows that Kα,α̃ = δα,α̃δ`(α),1z
`(α)−|α| whenever |α| =

|α̃|. The latter follows from [53, Prop.24] and a direct evaluation of the non-vansihg term
via [53, Eqn. (59)] and basic properties of the Sterling numbers of the second kind.)

5.5 Generalized correspondence

The conjectural GW/PT correspondence of Conjecture 5.7 apples to the usual descendent
PT invariants, and hence by the comparision of Proposition 3.10 to all marked relative
invariants for insertions of the form γ = π∗1(γ1) · · ·π∗r (γr) on (X,D)r. We will need a
generalized form of the correspondence, valid for all γ ∈ H∗((X,D)r)

Let α = (α1, α2, . . . , αr) be again a partition, and let P be a set partition of the index
set {1, . . . , r}. For any T ∈ P let a partition α̂T be given. We write

α̂ = (α̂T )T∈P , `(α̂) =
∑
T

`(α̂T ).

Consider any set partition

{1, . . . , r, r + 1, . . . , r + `(α̂)} = {1, . . . , r} t
⊔
T

IT .

We define the cycle
Γα,P,α̂ ∈ A∗((X,D)r+`(α̂))

by

Γα,P,α̂ =
∏
T∈P

π∗TtIT
(
π∗1(KαT ,α̂T ) ·∆rel

TtIT
)
,

where
πTtIT : (X,D)r+`(α̂) → (X,D)TtIT

is the forgetful morphism to the indices labeled T t IT ,

π1 : (X,D)TtIT → (X,D) ∼= X

is the map forgetting all but the first marking, and

∆rel
TtIT ⊂ (X,D)TtIT

is the small diagonal (the image of the diagonal (X,D)→ (X,D)TtIT ).
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We view the cycle Γα,P,α̂ as defining a morphism on cohomology in the usual way:

Γα,P,α̂ : H∗((X,D)r)→ H∗((X,D)`(α̂))

γ 7→ ρ2∗(ρ
∗
1(γ) · Γα,P,α̂)

where the maps ρ1, ρ2 are the natural projection maps:

(X,D)r+`(α̂)

(X,D)r (X,D)`(α̂).

ρ1 ρ2

The main definition is the following:

Definition 5.9. For any γ ∈ H∗((X,D)r) we have

τα1−1 · · · ταr−1(γ) =
∑

P set partition of {1,...,}

∑
for all T∈P

a partition α̂T

(∏
T τ[α̂T ]

)
(Γα,P,α̂(γ))

In the special case where γ is pulled back from Xr we recover Definition 5.6.

Lemma 5.10. Assume that γ = π∗1(γ1) · · ·π∗r (γr) ∈ H∗((X,D)r) for some γi ∈ H∗(X).
Then the transformation of Definition 5.9 yields:

τα1−1(γ1) · · · τα`−1(γ`) =
∑

P set partitions
of {1,...,r}

∏
T∈P

[∑
α̃

τ[α̃]

(
∆rel

1,...,`(α̃) · π
∗
1

(
KαT ,α̃ ·

∏
i∈T

γi
))]

.

where α̃ runs over partitions, and ∆rel
1,...,`(α̃) is the small diagonal in (X,D)`(α̃).

Proof. If γ = π∗1(γ1) · · ·π∗r (γr), then we have

ρ∗1(γ) · π∗TtIT
(
π∗1(KαT ,α̂T ) ·∆rel

TtIT
)

= π∗1(γ1) · · ·π∗r (γr) · π∗TtIT
(
π∗1(KαT ,α̂T ) ·∆rel

TtIT
)

=
∏
i/∈T

π∗i (γi) · π∗TtIT

(∏
i∈T

π∗i (γi) · π∗1(KαT ,α̂T ) ·∆rel
TtIT

)

=
∏
i/∈T

π∗i (γi) · π∗TtIT

(
π∗1

(
KαT ,α̂T ·

∏
i∈T

γi

)
·∆rel

TtIT

)
.

Taking the product over T we hence find that

ρ∗1(γ)Γα,P,α̂ =
∏
T∈P

π∗TtIT

(
π∗1

(
KαT ,α̂T ·

∏
i∈T

γi

)
·∆rel

TtIT

)
.

This implies the claim by pushforward by ρ2 (Use that if δ ∈ H∗(X) is a class, and given
any partition {1, . . . , s} = I t J , then in H∗((X,D)J) we have

πI∗(π
∗
1(δ)∆rel

ItJ) = π∗1(δ) ·∆rel
J . )

We can now state the general form of the GW/PT correspondence for marked relative
insertions.

Conjecture 5.11. For all γ ∈ H∗((X,D)r) we have that

Z
(X,D)
PT,β

(
λ
∣∣ τα1−1 · · · ταr−1(γ)

)
is the Fourier expansion of a rational function in p, and

Z
(X,D)
PT,β

(
λ
∣∣ τα1−1 · · · ταr−1(γ)

)
= Z

(X,D)
GW,β

(
λ
∣∣∣ τα1−1 · · · ταr−1(γ)

)
under the variable change p = ez.
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5.6 Compatibility with the splitting formula

We derive the compatibility with the splitting formula. Consider the subring7

DH∗((X,D)r) ⊂ H∗((X,D)r)

generated by all

• big diagonals ∆rel
ab = π∗(∆ab) for all a, b ∈ {1, . . . , r},

• classes π∗i (γ) for all i ∈ {1, . . . , r} and γ ∈ H∗(X), where πi : (X,D)r → (X,D)1 ∼= X
is the map forgetting all but the i-th marking.

Proposition 5.12. Assume that Conjecture 5.7 holds for (X,D) and (P(ND/X⊕O), D0,∞).
Then Conjecture 5.11 holds for (X,D) and all γ ∈ DH∗((X,D)r).

Proof. For r = 0 the claim is trivial, and for r = 1 it holds since (X,D)1 ∼= X and
by Proposition 3.10. In general, we write γ as a monomials in diagonal classes ∆rel

ab and
pullbacks π∗i (γi), and argue by induction on the number of diagonal factors. If there are no
diagonal factors the claim follows by Proposition 3.10, this is the base. In general, let γ be
written as a product of L > 0 diagonal factors and assume the statement whenever there
are less than L factors. Without loss of generality, we may write

γ = ∆rel
12γ
′

where γ′ is written as a product of (L−1)-diagonal factors. Write also α = (k1+1, . . . , kr+1).

Rationality. We consider the PT side and apply the splitting formula. The result is:

Z
(X,D)
PT,β

(
λ
∣∣ τk1
· · · τkr (∆rel

12 · γ)
)

= Z
(X,D)
PT,β

(
λ
∣∣ τk1
· · · τkr (∆12 · γ)

)
−

∑
ι∗α+β′=β
{1,...,r}=AtB

1,2∈A
`

Z
(P,D0,∞),∼
PT,(α,d)

(
∆D[d0],1, λ

∣∣ (∏
i∈A τki

)
(∆DδA,`)

)
Z

(X,D)
PT,β′

(
∆D[d0],2

∣∣ (∏
i∈B τki

)
(δ′A,`)

)

(22)

where d = β · D and d0 = d −
∫
α
c1(ND/X) and ∆D[d0],1,∆D[d0],2 runs over the Künneth

decomposition of the diagonal ∆D[d0] . Moreover, we used the Künneth decomposition

ξ∗A(γ) =
∑
`

δA,` ⊗ δ′A,` ∈ H∗((P, D0,∞)A,∼ × (X,D)B). (23)

where for any decomposition {1, . . . , r} = A tB we have the gluing morphism

ξA : (P, D0,∞)A,∼ × (X,D)B → (X,D)r.

By Lemma 2.16 all terms on the right are again product of big diagonals and π∗i (γi) for
some γi. We can further apply rifidification to conclude that:

Z
(P,D0,∞),∼
PT,(α,d)

(
∆1, λ

∣∣ (∏
i∈A τki

)
(∆DδA,`)

)
= Z

(P,D0,∞)

PT,(α,d)

(
∆1, λ

∣∣ (∏
i∈A τki

)
(π∗1(D0)∆Df

∗(δA,`))
)
.

where
f : (P, D0,∞)r → (P, D0,∞)r,∼

is the forgetful morphism.
By induction applied to both (X,D) and (P, D0,∞) we find that all terms on the right

of (22) are the Fourier expansion of a rational functions in p, hence so is the left hand side.

7It would be interesting to know whether this subring is equal to the full cohomology ring H∗((X,D)r).
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GW/PT relation. Recall the diagram

P(N) (X,D)2

D ×D X2.

g

j

π

i

where N = O(D)|D ⊕O(D)|D is the normal bundle of D ×D ⊂ X ×X, and the splitting

∆rel
(X,D) = π∗(∆X)− j∗g∗(∆D).

Inserting we hence find

Z
(X,D)
PT,β

(
λ
∣∣ τk1
· · · τkr (∆rel

12 · γ′)
)

=

Z
(X,D)
PT,β

(
λ
∣∣ τk1
· · · τkr (∆12 · γ′)

)
− Z(X,D)

PT,β

(
λ
∣∣ τk1
· · · τkr ((j∗g∗(∆D))12 · γ′)

)
By induction we have

Z
(X,D)
PT,β

(
λ
∣∣ τk1 · · · τkr (∆12 · γ′)

)
= Z

(X,D)
GW,β

(
λ
∣∣ τk1 · · · τkr (∆12 · γ′)

)
hence it suffices to prove that:

Z
(X,D)
PT,β

(
λ
∣∣ τk1
· · · τkr ((j∗g∗(∆D))12 · γ′)

)
= Z

(X,D)
GW,β

(
λ
∣∣ τk1
· · · τkr ((j∗g∗(∆D))12 · γ′)

)
(24)

We consider the term τk1
· · · τkr ((j∗g∗(∆D))12 · γ′). For any set partition P of {1, . . . , r}

and for every list of partitions (α̂T )T∈P we need to understand

Γα,P,α̂
(
(j∗g

∗(∆D))12 · γ′
)
.

Lemma 5.13. In H∗((X,D)`(α̂)) we have the equality

Γα,P,α̂
(
(j∗g

∗∆D)12·γ′
)

=
∑
A

ξA∗(f×id)∗

(
ΓαA,PA,α̂A

(
∆D,12π

∗
1(D0)f∗(δA,`)

)
�ΓαB ,PB ,α̂B (δ′A,`)

)
where the sum runs over all decompositions {1, . . . , r} = A tB such that

(i) 1, 2 ∈ A
(ii) T ⊂ A or T ⊂ B for all T ∈ P .

Moreover, we used the Künneth decomposition (23) and

• αA are the parts of α labeled by I,

• PA = {T ∈ P |T ⊂ A} is the partition of A induced by P ,

• and α̂A = (α̂T )T⊂A,

and similarly for B. The pushforward is along the map:

(P, D0,∞)tT⊂AIT ,∼ × (X,D)tT⊂BIT (P, D0,∞)tT⊂AIT × (X,D)tT⊂BIT (X,D)`(α̂)f×id ξ

Proof of Lemma 5.13. Consider the diagram

⊔
I(P, D0,∞)Ã,∼ × (X,D)B̃ W (X,D)r+`(α̂)

P(N) (X,D)2

tÃξÃ

j
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where the right square is fibered (defining W ), and Ã runs over subsets {1, . . . , r + `(α̂)}
containing 1, 2 with complement B̃. By Lemma 2.14 the gluing map ξ is birational, so that

[W ] =
∑

1,2∈Ã

ξ∗[(P, D0,∞)Ã,∼ × (X,D)B̃ ].

For every T ∈ P we have

ξ∗
Ã

(∆rel
ItIT ) =

{
∆rel
ItIT if T t IT ⊂ Ã or T t IT ⊂ B̃

0 otherwise.
(25)

The decompositions {1, . . . , r + `(α̂)} = Ã t B̃ with 1, 2 ∈ Ã and satisfying the first
condition in (25) are in 1-to-1 correspondence with decompositions {1, . . . , r} = A t B
satisfying (i) and (ii). Indeed, to the decomposition {1, . . . , r} = A t B satisfying (i,ii) we
can associate

Ã = A t
⊔
T∈P
T⊂A

IT . (26)

With ρ1 : (X,D)r+`(α̂) → (X,D)r the projection to the first r factors, we hence have

ρ∗1 ((j∗g
∗∆D)12 · γ′) · Γα,P,α̂ =

∑
A

∑
`

ξÃ∗

(ρ′∗1 (∆D,12δA,`)
∏
T∈P
T⊂A

π∗TtIT

(
π∗1(KαT ,α̂T

∣∣
ci=ci(TD)

)∆rel
TtIT

)
�

ρ′′∗1 (δB,`)
∏
T∈P
T⊂B

π∗TtIT
(
π∗1(KαT ,α̂T )∆rel

TtIT
)) (27)

where Ã is given by (26) and we used the forgetful morphisms

ρ′1 : (P, D0,∞)Ã → (P, D0,∞)A, ρ′′1 : (X,D)B̃ → (X,D)B

as well as ci(TX [−D]|D) = ci(TD), see Section 2.7, and the Künnet decomposition (23)
Write Ã = A t Â and B̃ = B t B̂ and consider the commutative diagram

(P, D0,∞)Â × (X,D)B̂ (P, D0,∞)Â,∼ × (X,D)B̂ (X,D)`(α̂)

(P, D0,∞)Ã × (X,D)B̃ (P, D0,∞)Ã,∼ × (X,D)B̃ (X,D)r+`(α̂)

(P, D0,∞)A × (X,D)B (P, D0,∞)A,∼ × (X,D)B (X,D)r.

f×id ξÂ

f×id

ρ′2×ρ
′′
2

ρ′1×ρ
′′
1

ξÃ

ρ′2×ρ
′′
2

ρ′1×ρ
′′
1

ρ2

ρ1

f×1 ξA

By Rigidification (Lemma 2.12) and Lemma 5.14 we have that

ρ′∗1 (∆D,12δA,`)
∏
T∈P
T⊂A

π∗TtIT

(
π∗1(KαT ,α̂T

∣∣
ci=ci(TD)

)∆rel
TtIT

)

= f∗

ρ′∗1 (π∗1([D0])∆D,12f
∗(δA,`))

∏
T∈P
T⊂A

π∗TtIT
(
π∗1(KαT ,α̂T )∆rel

TtIT
) (28)

where we used the standard insertion ci = ci(TP[−D0,∞]) fof KαT ,α̂T . The claim of the
lemma now follows from (27) and (28) by pushing forward to via ρ2
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We now prove the desired equality:

Z
(X,D)
PT,β

(
λ
∣∣ τk1 · · · τkr ((j∗g∗(∆D))12 · γ′)

)
= Z

(X,D)
GW,β

(
λ
∣∣ τk1 · · · τkr ((j∗g∗(∆D))12 · γ′)

)
The left hand side we computed in the Rationality part of the proof to be

Z
(X,D)
PT,β

(
λ
∣∣ τk1
· · · τkr ((j∗g∗(∆D))12 · γ′)

)
=∑

ι∗α+β′=β
{1,...,r}=AtB

1,2∈A
`

Z
(P,D0,∞)

PT,(α,d)

(
∆D[d0],1, λ

∣∣ (∏
i∈A τki

)
(π∗1(D0)∆Df

∗(δA,`))
)
·

· Z(X,D)
PT,β′

(
∆D[d0],2

∣∣ (∏
i∈B τki

)
(δ′A,`)

)
For the right hand side, we apply the claim and the usual splitting law of [23, 24] which
gives that

Z
(X,D)
GW,β

(
λ
∣∣ τk1 · · · τkr ((j∗g∗(∆D))12 · γ′)

)
=

∑
ι∗α+β′=β
{1,...,r}=AtB

1,2∈A
`

Z
(P,D0,∞)

GW,(α,d)

(
∆D[d0],1, λ

∣∣(∏
i∈A τki

)
(π∗1(D0)∆Df∗(δA,`))

)
·

· Z(X,D)
GW,β′

(
∆D[d0],2

∣∣(∏
i∈J τki

)
(δ′A,`)

)
.

We conclude the claim by the induction hypothesis.

Lemma 5.14. Let πD : P→ D be the restriction. Then we have

ci(TP[−D0,∞]) = π∗D(ci(TD)).

Proof. The claim follows from the computation:

ch(ΩP[−D0 −D∞]

= ch(ΩP) + ch(OD0) + ch(OD∞)

= π∗Dch(ΩD) + ch(ΩP/D) + ch(OD0) + ch(OD∞)

= π∗Dch(ΩD) + ch(N∨D/X ⊗OP(−1)) + ch(OP(−1))− 1 + ch(OD0) + ch(OD∞)

= π∗Dch(ΩD) + 1

where in the first step we used the exact sequence (6), in the third step the dual of the Euler
sequence 0→ O → π∗D(ND/X ⊕OD)⊗O(1)→ TP/D → 0. For the last step one uses that

ξ = c1(O(1)) = D0

so that
ch(OP(−1)) = ch(O)− ch(OD0

) = 1− ch(OD0
),

and similarly,
ch(N∨D/X ⊗OP(−1)) = ch(O(−D∞)) = 1− ch(OD∞).
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5.7 Compatibility with degeneration formula

Consider a simple degeneration
X  X1 ∪D X2.

over a smooth curve B with total space W → B. Consider a fixed class

γ ∈ H∗((W/B)r).

Recall the gluing map

ξ = tξI :
⊔

{1,...,r}=ItJ

(X1, D)I × (X2, D)J → (W/B)r0.

The Künneth decomposition of the pullback to the I-th component will be denoted by

ξ∗I (γ) =
∑
`

δI,` ⊗ δ′I,` ∈ H∗((X1, D)I × (X2, D)J).

We show that Conjecture 5.11 is compatible with the degeneration formula, in the sense
that the following two operations yield the same result:

(i) Apply the correspondence on X for γ|Xr (which reduces to the standard correspon-
dence of Conjecture 5.7 by Künneth decomposition and Lemma 5.10) and then apply
the degeneration formula.

(ii) Apply the degeneration formula and then apply the correspondence of Conjecture 5.11
to both (X1, D) and (X2, D).

This compatibility statement then boils down to the following condition on the GW partition
function:

Proposition 5.15 (Compatibility with the degeneration formula).∑
β′∈H2(X,Z)
ι∗β
′=β

ZXGW,β′
(
τk1 · · · τkr (γ|Xr )

)
=

∑
βi∈H2(Xi,Z)
ι1∗β1+ι2∗β2=β
β1·D=β2·D

∑
{1,...,r}=ItJ

`

Z
(X1,D)
GW,β1

(
∆1

∣∣∣(∏i∈Iτki
)

(δI,`)
)
Z

(X2,D)
GW,β2

(
∆2

∣∣∣(∏i∈Jτkj
)

(δ′I,`)
)

where ∆1,∆2 runs over the Künneth decomposition of ∆D[β1·D] ⊂ (D[β1·D])2.

Proof. This boils down to defining the correspondence Γα,P,α̂ relatively on (W/B)r, and
then showing that it restricts accordingly. The methods are similarly to what was used in
the proof of the claim for Proposition 5.12. The key point is that the Chern classes of the
log tangent bundle restrict as desired. Indeed, we have

ci(TW [−W0])|Wt
= ci(TWt

)

ci(TW [−W0])|Xi = ci(TXi [−D])

for all t 6= 0 and i = 1, 2.

Remark 5.16. In case γ = π∗1(γ1) · · ·π∗r (γr) Proposition 5.15 was obtained in [54, Sec.1.4].
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5.8 Chow-theoretic correspondence

It would be very interesting to understand the geometric origin of the Gromov-Witten /
Pandharipande-Thomas correspondence. As such one may ask for the most general frame-
work in which it holds. Is it just a numerical correspondence or is it obtained by an algebraic
correspondence on some (possibly infinite-type) moduli space defined in terms of the geom-
etry of the target X? In the later case one would expect that the GW/PT correspondence
lifts naturally to the cycle level, that is holds in the Chow group of algebraic cycles modulo
rational equivalence. We formulate here a cycle-theoretic version of the GW/PT correspon-
dence. It requires further investigation whether such a correspondence should hold (that
the numerical correspondence of [54] admits naturally a formulation on a cycle-level is not
automatic and may be seen as a positive sign).

Consider the GW and PT theory of the threefold X (without relative condition) for
simplicity. Define the partition function of Gromov-Witten classes:

GWX
β (τ1 · · · τkr ) = (−iz)dβ

∑
g∈Z

(−1)g−1z2g−2 ev∗

[
r∏
i=1

ψkii ∩ [M
•
g,r(X,β)]vir

]

Consider also the partition function of Pandharipande-Thomas classes:8

PTXβ (τ1 · · · τkr ) =
∑
m∈ 1

2Z

i2mpmρ∗

[
π∗
(

[Pm+ 1
2dβ ,β

(X)]vir
) r∏
i=1

ch2+ki(Fi)

]

where we used the diagram

Pn,β(X)×Xr Xr

Pn,β(X)

ρ

π

and (Fi, σi) is the pullback of the universal stable pair (F, σ) from Pn,β(X)×X via π times
the projection to the i-th factor of Xr.

We work here with algebraic cycles, so both series lie in the Chow ring:

GWX
β (τ1 · · · τkr ) ∈ A∗(Xr)⊗ C((u))

PTXβ (τ1 · · · τkr ) ∈ A∗(Xr)⊗ C((p)).

For any set partition P of {1, . . . , r}, and for any set of partitions α̂T index by T ∈ P ,
recall the correspondence cycle defined by

Γα,P,α̂ =
∏
T∈P

π∗TtIT (π∗1(KαT ,α̂T ) ·∆TtIT ) ∈ A∗(Xr+`(α̂)).

We view the cycle as defining a morphism

Γα,P,α̂ : A∗(X`(α̂))→ A∗(Xr), γ 7→ ρ1∗(ρ
∗
1(γ) · Γα,P,α̂),

where ρ1 : Xr+`(α̂) → Xr and ρ2 : Xr+`(α̂) → X`(α̂) are the projections.

Question 5.17. Is it true that we have the following equality

PTXβ (τ1 · · · τkr ) =
∑

P set partition of {1,...,r}

∑
for all T∈P

a partition α̂T

Γα,P,α̂

(
GWX

β

(∏
T τ[α̂T ]

) )

in A∗(Xr) ?

8We could have defined this class also via the moduli space of r-marked stable pairs by

PTXβ (τ1 · · · τkr ) =
∑
m∈ 1

2
Z

i2mpm ev∗

[
r∏
i=1

p∗i (ch2+ki (F))[Pm+ 1
2
dβ ,β,β,r

(X)]vir

]
.
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For a different type of cycle-theoretic correspondence comparing homology classes on the
Chow variety Chowβ(X) of curves on X see [33, Conjecture 1] (proven there for toric three-
folds). If one is very optimistic, one could even combine Question 5.17 with the conjecture
of [33] by asking for a Chow-theoretic correspondence on Chowβ(X) ×Xr by pushforward
of the relevant cycles along the natural maps:

M
•
g,r(X,β)→ Xr × Chowβ(X)

Pn,β,r(X)→ Xr × Chowβ(X).

Without concrete evidence all this remains pure speculation for now.

6 Fano complete intersections

Let X ⊂ Pn be a Fano complete intersection.9 The goal here is to prove the GW/PT
correspondence for X. By the Lefschetz hyperplane theorem the even cohomology of X is
generated by the ample class H = c1(OX(1)), and hence non-vanishing under any projective
degeneration. In particular, we can identify curve classes on X by their degree:

H2(X,Z) ∼= Z, β 7→
∫
β

H.

The odd cohomology is concentrated in the middle degree H3(X,Z).

6.1 Reduction to diagonal insertions

Proposition 6.1. Let γ ∈ H∗(Xr) and β ≥ 0. The set of all invariants of the form

ZXPT,β (τk1 · · · τkr (γ)) (29)

can be effectively reconstructed from the subset of invariants (29) where

γ = ∆X,12 . . .∆X,2a−1,2a

r∏
i=2a+1

π∗i (γi) (30)

for any even γi ∈ H∗(X).
Similarly, the set of all invariants

ZXGW,β

(
τk1
· · · τkr (γ)

)
can be effectively reconstructed from the subset of γ of the above form and the reconstruction
algorithm is the same as for PT invariants. In particular, the Gromov-Witten/Pandharipande-
Thomas correspondence is compatible with this reconstruction, that is if Theorem 1.1 holds
for the invariants (29) where γ of the form (30), then it holds for any γ.

Proof. This proof is exactly as in [2, Thm.4.27] with the obvious modification for notation.
To sketch the idea, let V := H3(X,C) be the middle cohomology endowed with the skew-
symmetric inner product α ·β :=

∫
X
α∪β. The monodromy group of X (defined here as the

group generated by all parallel transport operators) acts on V and by the results of Deligne
[9, 10] its closure is equal to the symplectic group Sp(V ). By the deformation invariants

9The list of these cases is relatively short: X can be a degree 2, 3, 4 hypersurface in P4, a degree (2, 2)
or (2, 3) complete intersection in P5, or a degree (2, 2, 2) complete intersection in P6. Nevertheless, the
discussion should be viewed as a special case of a general strategy that can be applied to any situation where
vanishing cohomology is present.
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of GW and PT invariants and since the Chern classes of X are monodromy invariant we
obtain hence for all g ∈ Sp(V ) that:

ZXPT,β (τk1 · · · τkr (γ)) = ZXPT,β (τk1 · · · τkr ((g ⊗ . . .⊗ g)γ))

ZXGW,β

(
τk1 · · · τkr (γ)

)
= ZXGW,β

(
τk1 · · · τkr ((g ⊗ . . .⊗ g)γ)

) (31)

Let B be a homogeneous basis of H∗(X). Consider a general invariant of the form (29)
where γ is of the form (30) but with γi arbitrary classes in B. We assume that the first
f factors of γi lie in V , and the remaining factors lie in Heven(X). We then consider the
invariant (29) as a function Z : V ⊗f → C((p)) given by

v1 ⊗ . . .⊗ vf 7→ ZXPT,β (τk1
· · · τkr (γ))

∣∣∣
γ2a+i=vi for i=1,...,f

.

By the monodromy invariance (31) we find that

Z ∈ ((V ∗)⊗f )Sp(V ).

Hence f = 2k is even, and by the basic representation theoretic fact explained in [2, Sec.4.6]
the class Z is determined by its pairings with all big-diagonal classes:

σ(∆V ⊗∆V ⊗ · · · ⊗∆V ) ∈ V ⊗2k.

where σ runs over all permutations of 2k, and ∆V ∈ V ⊗ V is the bi-vector dual to the
symplectic pairing ω ∈ V ∨ ⊗ V ∨. We have

∆X = ∆V +
1(∫

X
H3
) 3∑
i=0

Hi ⊗H3−i.

Hence by an induction on f the invariant (29) is determined when γ2a+1 ⊗ . . .⊗ γ2a+f runs
over the classes

σ(∆X ⊗∆X ⊗ · · · ⊗∆X) ∈ (H∗(X))⊗2f .

This completes the first part. The relations we obtain from this process are identical for the
Gromov-Witten invariants, hence the algorithm is compatible with the GW/PT correspon-
dence. This proves the second part.

6.2 Invertibility

Let S be a smooth projective surface and let L ∈ Pic(S) be a line bundle. We consider the
projective bundle

PS = P(L⊕O)
πS−−→ S.

The projection has two canonical sections

S0, S∞ ⊂ P

called the zero and infinite section specified by the condition that the zero section has normal
bundle L∨ and the infinite section has normal bundle L. We use the identification

H2(PS ,Z) ∼= H2(S,Z)⊕ Z, β 7→ (πS∗(β),
∫
β
D∞).

We will need a certainly invertability statement for the GW and PT invariants of (PS , S∞).
Given a H∗(S)-weighted partition

µ = (µi, αi)
`(µ)
i=1 , µi ≥ 0, αi ∈ H∗(S)

define the monomial of descendents

τ [µ] :=

`(µ)∏
i=1

τµi−1(ιS0∗(αi))

where ιS0 : S0 → PS is the inclusion. Let B be a basis of H∗(S).
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Lemma 6.2 ([52, Proposition 6]). Let d ≥ 1. The matrix indexed by B-weighted partitions
of d with coefficients

Z
(PS ,S∞)
PT,(0,d) (λ|τ [µ])

is invertible.

Proof. The proof in [52] is stated for K3 surfaces, but as noted right before Section 4.2 it
works for arbitrary surfaces as well.

We will require also the analogue of Lemma 6.2 on the Gromov-Witten side.

Lemma 6.3. The matrix indexed by B-weighted partitions of d with coefficients

Z
(PS ,S∞)
GW,(0,d)(λ|τ [µ]) (32)

is invertible.

Proof. For S a toric surface or a K3 surface the statement follows from Lemma 6.2 and the
GW/PT correspondence of [54, Thm.3] or [53, Prop.26] respectively. However, it is also
not difficult to give a direct argument in the general case, parallel to the case of the local
geometry (C2 × P1,C2

∞) discussed in [53, Sec.2.2]. The idea is to show the matrix is upper-
triangular with respect to an ordering on B-valued partitions (namely the lexicographic
ordering associated to two natural order functions) and then show that the diagonal blocks
are invertible. This proceeds in several steps:

Let us write throughout

λ =
(
(λ1, δ1), . . . , (λ`, δ`)

)
, δi ∈ H∗(S).

By assumption |λ| = |µ| = d.

Step 1. If `(λ) < `(µ), then the coefficient (32) vanishes.

Proof. Since (32) vanish if the degree of the integrand does not match the virtual dimension
we can assume the dimension constraint:

`(λ) + `(µ) =
∑
i

deg(γi) +
∑
i

deg(δi).

Evaluating a relative stable map f : C → PS [k] at the relative markings defines an
element in S`(λ). For maps f which are incident to topological cycles representing the
classes δi and γi, the i-th relative marked point of f has to both lie on the cycle dual to δi
as well as on all the cycles dual to γij , where ij runs over the interior markings lying on the
connected component of the stable map incident to the i-th relative marking. In particular,
the point in S`(λ) must lie on a subspace of dimension

2`(λ)−
∑
i

deg(δi)−
∑
i

deg(γi) = `(λ)− `(µ).

If `(λ) < `(µ), then this subspace is empty so (32) vanishes.

Step 2. If `(λ) = `(µ) but `+(λ) > `+(µ), then (32) vanishes. Here `+(λ) is the number of
parts λi with λi > 1.

Proof. By the proof of Step 1 we can represent δi and γi by topological cycles such that
every stable map incident to the given constraint has to meet S∞ in a finite number of points
(x1, . . . , x`(λ)) ∈ S`(λ) where the xi are pairwise distinct. It follows that each connected
component of the domain of such a stable map must carry precisely one relative marking,
lets say with tangency k to S∞. The corresponding moduli space (with incidence to the
topological cycles imposed) is then of dimension 2k − (k − 1) − 2 = k − 1. Hence if k > 1,
the connected component has to carry an interior marked point qj such that the integrand
involves a psi-class ψj , i.e. such that µj > 0. In particular, there has to be as many j with
µj > 1 as there are i with λi > 1. This shows the claim.
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Step 3. Let B be a homogeneous basis. Let λ be a B weighted partition and let µ be a
B∨-weighted partition such that `(λ) = `(µ) and `+(λ) = `+(µ). Then the series

Z
(PS ,S∞)
GW,(0,d)(λ|τ [µ])

vanishes unless λ = σ(µ∨) for some permutation of {1, . . . , n}, in which case it is non-zero.

Proof. Since every component which carries a relative marking with λi > 1 must also carry
an interior marking, we see for dimension reasons that there exists a permutation σ of
{1, . . . , `(λ)} such that the connected component carrying the i-th relative marking must
carry precisely one interior marking qσ(i) with µσ(i) = λi. Moreover, the number of parts of
λ labeled 1 is equal to `(λ)− `+(λ), and hence must be equal to the number of parts of µ.

Hence σ(~µ) = ~λ. This also implies that

γ∨σ(i) = δi

whenever λi > 1, and by a similar argument also whenever δi 6= p. But then for dimension
reasons we must have λ = σ(µ∨), otherwise the series (32) vanishes. The last step, the
non-vanishing now follows from the concrete evaluation of relative invariants:〈

(k, δ)|τk−1(γ)
〉(S×P1,S∞)

0,(0,n)
=

1

k!

∫
S

δ ∪ γ,

see [53, (16)] and [51, Lemma 7].

To conclude the claim, define λ < µ if

`(λ) < `(µ), or `(λ) = `(µ), `+(λ) > `+(µ).

Then the matrix (32) is upper-triangular in this ordering. By Step 3 the diagonal blocks are
conjugate to diagonal matrices with non-zero diagonal entries. This completes the claim.

We also recall the following basic result:

Theorem 6.1 ([54]). Let S be a toric surface or a K3 surface. Then the GW/PT corre-
spondence of Conjecture 5.7 holds for both (PS , S0,∞) and (PS , S∞).

Proof. For toric surfaces this is [54, Theorem 3] and for K3 surfaces this is [54, Sec.3.8] (note
the typo in [54, Prop.10]; the correct statement is γi ∈ H∗(PS)).

6.3 Proof of Theorem 1.1

We only discuss the case where X is a hypersurface in P4 of degree d for d ∈ {1, 2, 3, 4}.
The general case is completely parallel, see for example [2, Sec.4.8]. We argue by induction
on d. In the base case d = 1 we have X = P3 which is toric, so the result is known by [53].
For d > 1 following [34, Sec.0.5.4] one considers a simple degeneration

X  X1 ∪D X̃2

where

(i) X1 ⊂ P4 is a hypersurface of degree d− 1,

(ii) D ⊂ P3 is a hypersurface of degree d− 1, and

(iii) X̃2 is the blow-up of P3 along a complete intersection curve of degree (d, d− 1).
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We analyze now all terms which appear in the degeneration formula.

Step 1. By induction the GW/PT correspondence is known for X1. Consider the degener-
ation to the normal cone

X1  X1 ∪D P(ND/X1
⊕O).

Since there is no vanishing cohomology for this degeneration, all GW and PT invariants of
X1 are determined in terms of the invariants of the relative theories of (X1, D) and (PD, D0)
where PD = P(ND/X1

⊕O). Following [54, Sec.7.3] we write this schematically as

Z(X1)  Z(X1, D) and Z(PD, D0)

meaning that it applies both to the GW and PT theory. By the invertibility statement of
Lemma 6.2 and Lemma 6.3 and an induction argument this relation can be inverted (see
[54]) to give that the GW/PT theories of X1 and (PD, D0) determine the GW/PT theory
of (X1, D). We write:

Z(X1, D)  Z(X1) and Z(PD, D0).

The GW/PT correspondence is known for X1 by induction. Since D is either isomorphic
to P2, P1×P1 or a cubic surface (which is deformation equivalent to a toric surface) it is also
known for (PD, D0) by Theorem 6.1. By the compatibility of the GW/PT correspondence
with the degeneration formula, we conclude that the GW/PT correspondence holds for
(X1, D) for all cohomology classes.

Step 2. Let Z∆
PT(X1, D) denote the list of all the marked relative PT invariants of the pair

(X1, D) with interior insertions given by big diagonals, i.e. from DH∗((X̃2, D)r). Similarly,
let Z∆

GW(X1, D) the corresponding Gromov-Witten invariants. In Section 5.6 we proved that
these invariants are determined by those of (X1, D) and (PD, D0,∞),

Z∆(X1, D)  Z(X1, D) and Z(PD, D0,∞).

Since the GW/PT correspondence is known for both theories on the right by Step 1 and
Theorem 6.1, by Proposition 5.12 we conclude that the generalized GW/PT correspondence
of Conjecture 5.11 holds for Z∆

PT(X1, D).

Step 3. By [54, Sec.7.3.3] the GW/PT correspondence (in the form of Conjecture 5.7) is
known for (X̃2, D) for all cohomology classes. Moreover, by Theorem 6.1 again the GW/PT
correspondence is known for the pair

(P(ND/X̃2
⊕O), D0,∞).

Hence by Proposition 5.12 the generalized GW/PT correspondence of Conjecture 5.11 holds
for (X̃2, D) for all insertions from DH∗((X̃2, D)r),

Z∆(X̃2, D)  Z(X̃2, D) and Z(P(ND/X̃2
⊕O), D0,∞).

We conclude the generalized GW/PT correspondence for Z∆(X̃2, D).

Final Step. By applying Proposition 9.3 and the degeneration formula for diagonal inser-
tions given in Proposition 3.11 and 4.1 we obtain the reduction:

Z(X)  Z∆(X2)

 Z∆(X1, D) and Z∆(X̃2, D).

Since the GW/PT correspondence is compatible with the first reduction step by Propo-
sition 9.3, with the degeneration formula for marked-relative invariants by Proposition 5.15,
and is known for both endpoints of the reduction by the Step 2 and 3 above, we conclude
the GW/PT correspondence for X.
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7 Bi-relative residue theory

7.1 Overview

Let R→ B be a rational elliptic surface, let E ⊂ R be a smooth elliptic fiber. We consider
here the relative geometry

(R× P1, R∞)

and the bi-relative geometry

Y = (R× P1, R× {∞} ∪ (E × P1)). (33)

These geometries arise naturally when degenerating (S × P1, S∞) via the degeneration
S  R1 ∪E R2 of an elliptic K3 surface into the union of two rational elliptic surfaces glued
along a smooth elliptic fiber, and will be used in Section 9. The full GW and PT theory
of the bi-relative geometry (33) does not fit the framework of [23, 24, 22]. Fortunately, we
only have to consider here capped invariants for which one only works with the part of the
theory which avoids the intersection E×{∞} of the two relative divisors. The construction
of the required moduli spaces for capped invariants was carried out ’by hand’ in Section 5
and 6 of [54] based on the known constructions [23, 24, 22]. A more general treatment of
bi-relative GW and PT theory uses log geometry. We refer to the recent work [37] on log
Donaldson-Thomas theory and to [15, 7, 57] for log Gromov-Witten invariants.

7.2 Capped descendents

Let S be a smooth projective surface (we specialize to a rational elliptic surface later).
Consider the relative geometry

(S × P1, S∞).

We identify curve classes via the Künneth decomposition

H2(S × P1,Z) ∼= H2(S,Z)⊕ Z[P1].

Let Γ = (n, (β, d)) for a curve class β ∈ H2(S,Z). We have

d(β,d) = 2d+

∫
β

c1(TS).

Consider the open subset
UΓ ⊂ PΓ(S × P1, S∞)

corresponding to stable pairs which do not carry components of positive S-degree in the
rubber over S∞. The open set UΓ is invariant under the action of the torus

T = Gm.

which we let act on P1 with fixed points 0,∞ and tangent weight t at 0. (Here t is the
weight of the standard representation, i.e. t = c1(OBGm(−1)).) The T -fixed locus of UGm

Γ

is proper, because it is the union of components of the fixed locus PΓ(S × P1, S∞)Gm with
no S-degree over an expansion at S∞.

Given a partition and classes

µ = (µ1, . . . , µr), Γ = γ1 ⊗ · · · ⊗ γr ∈ H∗(S)⊗r,

we define the T -equivariant insertion:

τµ(Γ0) =

`(µ)∏
i=1

τµi−1(γi · [S0])

= (τµ1−1 . . . τµ`−1)
(
γ · π∗1([S0]) · · ·π∗`(µ)([S0])

)
where [S0] ∈ H∗T (S × P1) is the class of the fiber over 0 ∈ P1 in T -equivariant cohomology.
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Definition 7.1. The capped descendent Pandharipande-Thomas invariants are defined by

C
(S×P1,S∞)
PT,(β,d) (λ|τµ(Γ0)) =

∑
m∈ 1

2Z

i2mpm
∫

[U
m+ 1

2
d(β,d),(β,d)

]vir
(evrel

S∞)∗(λ)τµ(Γ0) ∈ Q(t)((p)).

where λ ∈ H∗(S[d]) and the integral is defined by the virtual localization formula.

Similarly, consider the open subset of the moduli space of relative stable maps

Ũg,~λ,(β,d) ⊂Mg,r(S × P1, S∞, ~λ)

corresponding to relative stable maps for which no connected component of the domain is
mapped into a bubble over S∞ with positive degree over S.

Definition 7.2. The capped Gromov-Witten invariants lie in Q(t)((u)) and are defined by

C
(S×P1,S∞)
GW,(β,d) (λ|τµ(Γ0))

= (−1)`(λ)zd+`(λ)
∑
g∈Z

(−1)g−1z2g−2

∫
[Ũ
g,~λ,(β,d)

]vir

∏
i

ev∗i (γi[S0])ψµi−1
i

∏
j

(evrel
∞,i)

∗(δi).

where λ = (λi, δi)
`(λ)
i=1 is a H∗(S)-weighted partition of size d.

A main idea behind these capped invariants is that they are the correct linear combination
of localization terms for which we have the GW/PT correspondence, see [33]. We state the
result for the rational elliptic surface that we need.

Proposition 7.3 ([54, Prop.3]). Let R be a rational elliptic surface. We have that the series

C
(R×P1,R∞)
PT,(β,d) (λ|τµ(Γ0)) is the Laurent expansion of an element in C(q, t) and

C
(R×P1,R∞)
PT,(β,d) (λ|τµ(Γ0)) = C

(R×P1,R∞)
GW,(β,d)

(
λ
∣∣∣τµ(Γ0)

)
under the variable change p = ez.

Proof. This follows directly from Proposition 3 of [54] because any rational elliptic surface
is deformation equivalent to a toric surface (A rational surface is the (iterated) blow-up of
9 points on P2 so by moving these 9 points to the fixed points of the standard (Gm)2-action
on P2, the surface becomes toric).

Remark 7.4. The correspondence τµ(Γ0) is applied here for the relative geometry (R ×
P1, R∞). However, since all insertions are supported over R0 away from the relative divisor
this correspondence is equivalent to the correspondence for the absolute geometry R × P1

(we may use ci(TR×P1) and (R× P1)r instead of ci(TR×P1 [−R∞]) and (R× P1, R∞)r)

7.3 Vertex term of the bi-relative theory

Let Γ = (n, (β, d)) for a curve class (β, d) ∈ H2(R× P1,Z). Let dE = β · E. Let

VΓ,r ⊂ PΓ,r(R× P1, E × P1)

be the open locus corresponding to r-marked stable pairs on (R × P1)[k] which meet the

divisor R̃∞ = p−1(∞) transversely, where p : (R× P1)[k]→ R× P1 → P1 is the projection.

The fixed locus of the T -action on VΓ,r is compact. Via intersecting a stable pair with R̃∞
we obtain an evaluation morphism

evrel
R̃∞

: VΓ,r → (R,E)[d].
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We also have an evaluation morphism at the relative divisor E × P1. Since stable pairs
parametrized by VΓ,r never meet this relative divisor at E ×∞, it takes values in

evrel
E×P1 : VΓ,r → (E × A)[de] ⊂ (E × P1, E∞)[de].

Finally, we have interior evaluation maps:

ev : VΓ,r → (R× P1, E × P1)r

obtained from restricting ev : PΓ,r(R× P1, E × P1)→ (R× P1, E × P1)r to VΓ,r,
For any Γ ∈ H∗((R,E)r) and partition µ = (µ1, . . . , µr) let

τµ(Γ0) := τµ1−1 . . . τµr−1

(
γ ∪ π∗1([R0]) · · ·π∗r ([R0])

)
.

where we have suppressed the pullback by (R×P1, E×P1)r → (R,E)r. Consider also classes

λ ∈ H∗((R,E)[d]), ρ ∈ H∗T ((E × C)[dE ])

We define the vertex term

VPT
(β,d)

(
λ
∣∣ ρ ∣∣ τµ(Γ0)

)
=
∑
m

i2mpm
∫

[V
(m+ 1

2
d(β,d),(β,d))

]vir
τµ(Γ0) · (evrel

E×P1)∗(ρ) · (evrel
R̃∞

)∗(λ)

which lives in C(t)((p)), where i =
√
−1 and as in Section 5.2 we have taken the holomorphic

Euler characteristic of a stable pair to be valued by

n = m+
1

2
d(β,d) = m+ d+

1

2

∫
β

c1(TR).

7.4 Rubber term of the bi-relative theory

We now consider stable pairs on the relative geometry

(R× P1, R0 ∪R∞ ∪ (E × P1))

in the curve class (0, d), taken in the rubber sense with respect to the T -action on P1. Since
the stable pairs have degree 0 over R, they never meet the relative divisor E × P1, and the
moduli space of these stable pairs, denoted

P(n,(0,d))(R× P1, R0 ∪R∞ ∪ (E × P1))∼, (34)

can be constructed with the usual tools, see [54, Sec.5.4] for a discussion. We have evaluation
maps at the relative divisors R0 and R∞,

evrel
R0

: P(n,(0,d))(R× P1, R0 ∪R∞ ∪ (E × P1))∼ → (R,E)[d],

evrel
R∞ : P(n,(0,d))(R× P1, R0 ∪R∞ ∪ (E × P1))∼ → (R,E)[d].

Let also ΨR0
,ΨR∞ denote the pull-back of the cotangent-line classes of the divisors 0,∞ ∈ P1

via the classifying morphism

P(n,(0,d))(R× P1, R0 ∪R∞ ∪ (E × P1))∼ → T rub
(P1,0,∞)∼

given by collapsing the R-factor. Given classes

λ1, λ2 ∈ H∗((R,E)[d])

we define the rubber term

RPT
(0,d)

(
λ1, λ2

∣∣∣∣∅ ∣∣∣∣ 1

−ΨD0 + t
τµ(Γ0)

)
=∑

m

i2mpm
∫

[P(m+d,(0,d))(R×P1,R0∪R∞∪E×P)∼]

(evrel
D0

)∗(λ1)(evrel
D∞)∗(λ2)

1

−ΨD0 + t
.

Here we have the empty insertion ∅ in the middle factor, because the curve does not meet
the divisor E × P1.
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7.5 Definition of the bi-relative theory

Given classes of the form (see Section 2.6 for the notation)

λ = Nak(λ1,...,λ`)(δ) ∈ H
∗((R,E)[d]), δ ∈ H∗((R,E)`)

ρ = Nak(ρ1,...,ρ`′ )
(ε) ∈ H∗T ((E × C)[dE ]), ε ∈ H∗T ((E × C)`

′
).

we define the bi-relative capped descendent residue theory of Y by

CY,PT
(β,d)

(
λ
∣∣ ρ ∣∣ τµ(Γ0)

)
:= VPT

(β,d)

(
λ
∣∣ ρ ∣∣ τµ(Γ0)

)
+
∑
i

VPT
(β,d)

(
φi
∣∣ ρ ∣∣ τµ(Γ0)

)
· RPT

(0,d)

(
λ, φ∨i

∣∣∣∣∅ ∣∣∣∣ 1

−ΨD0
+ t

τµ(Γ0)

)
(35)

where we sum over the Künneth decomposition of the diagonal

[∆] =
∑
i

φi ⊗ φ∨i ∈ H∗((R,E)[d] × (R,E)[d]).

The definition of these invariants on the Gromov-Witten side goes completely parallel,
we just need to interpret the insertions λ and ρ as partitions of d, dE weighted by the
cohomology of (R,E)d and (E × P1, E∞) respectively. Moreover, the invariants of the
genus g invariant, degree (β, d) moduli space of stable maps is weighted according to the
conventions of Section 5.2, that is by

(−i)d(β,d)(−1)`(λ)−|λ|+`(ρ)−|ρ|zd(β,d)+`(λ)−|λ|+`(ρ)−|ρ|(−1)g−1z2g−2.

This yields cappend descendent invariants.

CY,GW
(β,d)

(
λ
∣∣ ρ ∣∣ τµ(Γ0)

)
∈ C(t)((u)).

Remark 7.5. The definition (35) has one more term than the definition in [54, Sec.5.5]. This
is because for n = d, the rubber moduli space (34) is empty according to our definition
(all stable pairs in this class are pulled back from (R,E)[d], so have infinite automorphism
groups). This degenerate term is included in [54] in the definition of R.

Remark 7.6. For K3 surfaces S non-trivial GW and PT invariants for S×P1 and class (β, d)
can only occur in case β = 0 and where the Euler characteristic n is minimal (see Section 8
below). One has something similar for rational elliptic surfaces, see [45, Proof of Lemma
27]. Using a log-symplectic form, one can show that all invariants of (R×P1, E×P1) vanish
for all curve class (β, d) where β · E = 0 and the Euler characteristic n is not minimal. In
particular, for the rubber term the only term that can contribute is where n is minimal,
that is n = d, but here the moduli space is empty. Thus we see that:

RPT
(0,d)

(
λ1, λ2

∣∣∣∣∅ ∣∣∣∣ 1

−ΨD0 + t
τµ(Γ0)

)
= 0.

However, on the Gromov-Witten side, the rubber term is non-trivial and to make our
discussion as parallel as possible we have included this term also on the PT side. (We will
do the same in Section 9.3 below, when we talk about capped descendents of (S×P1, S∞).)

7.6 GW/PT correspondence

Let B be the class of a section of R → P1, and let F be the fiber class. We specialize the
discussion now to the curve class

βh = B + hF ∈ H2(R,Z).
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Then (see e.g. [5]) every curve on R in class βh meets the elliptic fiber in the point 0E :=
B ∩ E. Therefore the stable pairs parametrized by

Vn,(βh,d),r ⊂ Pn,(βh,d),r(R× P1, E × P1)

meet the relative divisor E × P1 in the single point (0E , 0P1). We hence specialize our
insertion on the divisor (E × P1, E∞) to be

ρ = 1.

We have the following:

Theorem 7.1. For any insertions λ = Nak(λ1,...,λ`)(δ) and τµ(Γ0) with

δ = ∆rel
(R,E),12 · · ·∆

rel
(R,E),2a−1,2a

∏̀
i=2a+1

π∗i (δi)

Γ = ∆rel
(R,E),12 · · ·∆

rel
(R,E),2b−1,2b

r∏
i=2b+1

π∗i (γi)

(36)

for δi, γi ∈ H∗(R) and a, b ≥ 0, we have that CY,PT
(βh,d)

(
λ
∣∣ 1 ∣∣ τµ(Γ0)

)
lies in C(p, t) and

CY,PT
(βh,d)

(
λ
∣∣ 1 ∣∣ τµ(Γ0)

)
= CY,GW

(βh,d)

(
λ
∣∣ 1 ∣∣ τµ(Γ0)

)
under the variable change p = ez.

Remark 7.7. Theoretically one should use here the generalized correspondence of Section 5.5
for the birelative geometry (R × P1, R∞ ∪ (E × P1)). However, because all descendent
insertions are supported over R0 it suffices to use the correspondence for (R× P1, E × P1),
see also Remark 7.4

Proof. Assume first that λ, δ are of the form

δ =
∏̀
i=1

π∗i (δi), Γ =

r∏
i=1

π∗i (γi).

so that in particular

τµ(Γ0) =

r∏
i=1

τµi−1([R0] · γi).

By Proposition 3.10 the capped bi-relative residue invariants

C
Y,PT/GW
(β,d)

(
λ
∣∣ ρ ∣∣ τµ(Γ0)

)
specialize precisely to the theory discussed in [54, Section 5.8]. Moreover, the claimed
correspondence is then precisely Conjecture 5 of [54] for S the rational elliptic surface, in
the case of curve class βh.

Consider the cappend descendent series of the relative geometry (R×P1, R∞), Consider
the degeneration to the normal cone of the elliptic fiber E ⊂ R,

R R ∪E Q, Q = E × P1.

where we take E ⊂ Q to be the fiber over 0P1 ∈ P1. We use the Künneth decomposition

H2(Q,Z) ∼= H2(E,Z)⊕H2(P1,Z) ∼= Z⊕ Z.
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By the degeneration formula for cappend descendent invariants in [54, Sec.5.8] we have

C
(R×P1,R∞),PT
(βh,d)

(
λ
∣∣ τµ(Γ0)

)
=

t
∑

h=h1+h2

∑
{1,...,`}=A1tA2

{1,...,r}=B1tB2

C
(R×P1,R∞∪(E×P1)),PT
(βh1

,|λA1
|)

(
λA1

∣∣∣∣∣1
∣∣∣∣∣ ∏
i∈B1

τµi−1([R0]γi)

)

× C(Q×P1,Q∞∪(E×P1)),PT
((h2,1),|λA2

|)

(
λA2

∣∣∣∣∣(1, [0E ])

∣∣∣∣∣ ∏
i∈B2

τµi−1([Q0]γi)

)
, (37)

where the t factor comes from the restriction ∆(P1,∞) to the point (0P1 , 0P1) ∈ (P1,∞)2.
In Section 6.6 of [54], precisely the bi-relative residue theory of

(Q× P1, Q∞ ∪ (E × P1))

was proven to satisfy the GW/PT correspondence.10 Moreover, by Proposition 7.3 the
GW/PT correspondence holds for the capped theory:

C
(R×P1,R∞),PT
(βh,d)

(
λ
∣∣ τµ(Γ0)

)
.

We can write the degeneration (37) as

C
(R×P1,R∞),PT
(βh,d)

(
λ
∣∣ τµ(Γ0)

)
=

tC
(R×P1,R∞),PT
(βh,d)

(
λ
∣∣ 1 ∣∣ τµ(Γ0)

)
× C(Q×P1,Q∞∪E×P1),PT

((0,1),0) (1 |(1, [0E ])| ) + . . .

where the dots stand for terms which are lower in an ordering by a lexicographic ordering
on h, d, and the degree of τµ(Γ0). It is straightforward to see that11

C
(Q×P1,Q∞∪E×P1),PT
(0,1,0) (1 |(1, [0E ])| ) 6= 0.

A similar degeneration applies on the Gromov-Witten side. By the compatibility of the
GW/PT correspondence with the degeneration formula (as stated in [54, Sec.5.8, p.436]) we
conclude that the claim holds.

We now consider the case of δ and Γ as in the (36). Whenever all Γ are of the form
π∗1(γ1) · · ·π∗r (γr), we know that the GW/PT correspondence holds for the cappend descen-
dent residue invariants of (Q× P1, Q∞ ∪ (E × P1)) by [54, Sec.6.6], and also for Y in curve
classes βh by the above. The general case hence follows by the compatibility of the splitting
formula with the generalized GW/PT correspondence proven in Proposition 5.12: Indeed,
the insertion τµ(Γ0) is supported over R0 and hence does not interact with the divisor R∞,
hence the splitting formula only takes place relative to the single divisor E × P1. (This is
also reflected that the relative part of our insertions is pulled back from (R,E)r.)

8 K3× Curve: Primitive case

Let S be a smooth projective K3 surface, let C be a smooth curve and let z = (z1, . . . , zN )
be a tuple of distinct points zi ∈ C. We consider the relative geometry

(S × C, Sz), Sz =
⊔
S × {zi}. (38)

10In fact, we only need Conjecture 5 of [54] for even cohomology on the elliptic curve, which is proven in
[54, Sec.6.4].

11For the minimal Euler characteristic n = 1 the moduli space is isomorphic to E×P1, and the equivariant
integral over [0E ] yields the invariant 1

t
.
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The curve classes will be denoted by

(β, d) = ι∗β + d[C] ∈ H2(S × C,Z) ∼= H2(S,Z)⊕ Z[C].

We have

d(β,d) =

∫
(β,d)

c1(TS×C) = d(2− 2g(C)).

8.1 Pandharipande-Thomas theory

Let Γ = (n, (β, d)) and consider the moduli space PΓ(S × C, Sz) of relative stable pairs on
(38), which is of virtual dimension

vd = d(β,d) = 2d(1− g(C)).

Since the K3 surface S carries a everywhere non-vanishing holomorphic 2-form, the obstruc-
tion sheaf on PΓ(S×C, Sz) admit naturally a cosection. We refer to [36] for the construction
in case β 6= 0 and to [52, Sec.4.3] in case β = 0, see also the recent treatment of Nesterov
[41]. As these references show, the cosection can be choosen to be everywhere surjective
unless we are in the minimal case

β = 0, n =
1

2
d(β,d) = d(1− g(C)), (39)

in which case the moduli space parametrizes stable pairs which are obtained by pulling back
a length d subscheme of S. In the non-minimal case (β, n) 6= (0, d(1− g(C))) we obtain by
the results of Kiem and Li [19] the the standard virtual class vanishes,

[PΓ(S × C, Sz)]vir = 0,

as well as that there exists a reduced virtual fundamental class:

[PΓ(S × C, Sz)]red ∈ Arvd(PΓ(S × C, Sz)), rvd = vd + 1.

We will need here both the standard and the reduced virtual class. The reasons is that
they interact with each other in the degeneration formula, the splitting formulas, etc. To
capture this interaction it is handy to introduce a formal variable ε living in the ring of dual
numbers

Q[ε]/(ε2),

see [43] for the origins of the idea. We also extend the definition of the reduced virtual class
to the minimal case as follows:

[PΓ(S × C, Sz)]red := 0, if (β, n) = (0, d(1− g(C))).

One defines the full virtual fundamental class for all n, β by:

[PΓ(S × C, Sz)]full := [PΓ(S × C, Sz)]vir + ε[PΓ(S × C, Sz)]red

in A∗(PΓ(S × C, Sz))⊗Q[ε]/ε2. By a basic check (see e.g. [36, 43] and Remark 8.1 below)
the full virtual class satisfies exactly the same splitting rules and degeneration formulas as
the standard virtual class. We will denote the Pandharipande-Thomas brackets, partitions
functions defined using the reduced virtual class [−]red and the full virtual class [−]full with
the supscripts red and full respectively. If we want to stress that our invariants are defined
using the standard virtual class, we will add the supscript vir.

Remark 8.1. Let π : S → P1 be the (non-algebraic) twistor family of the K3 surface S, and
let E = π∗ΩS/P1 be the Hodge bundle with fiber H0(St,Ω

2
St

). Then we may identify ε with
the first Chern class c1(E) ∈ A1(P1). Under this identification, the full virtual class can
then be viewed as the virtual class of the moduli space of stable pairs on the total space of
the family X × C → P1. The invariants are defined by pushforward to P1 and hence take
value in Q[ε]/ε2. This gives a conceptual proof for the ’basic check’ alluded to above, and
also connects to the origins of the reduced Gromov-Witten invariants in the work of Bryan
and Leung [5], see also [20] for an algebraic treatment.
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The partition functions take on the usual form: Since the relative divisor Sz has N
connected components, we need to specify the relative conditions

λ1, . . . , λN ∈ H∗(S[d]).

Let also γ ∈ H∗((S × C, Sz)r) be a class. We then define:

Z
(S×C,Sz),vir/red/full
PT,(β,d) (λ1, . . . , λN |τk1

· · · τkr (γ))

=
∑
m∈Z

(−p)m
〈
λ1, . . . , λN

∣∣ τk1
· · · τkr (γ)

〉(S×C,Sz),PT,vir/red/full

m+d(1−g(C)),(β,d)
.

Since for the vir-invariants, only the minimal degree (β, n) = (0, 1
2dβ) contributes, we have

Z
(S×C,Sz),vir
PT,(β,d) (λ1, . . . , λN |τk1

· · · τkr (γ)) ∈ Q.

To give an example how to work with the full invariants, we state the degeneration
formula: Let C  C1 ∪x C2 be a degeneration of C. Let

{1, . . . , N} = A1 tA2

be a partition of the index set of relative divisors, and write z(Ai) = {zj |j ∈ Ai}. We assume
that the points in Ai specialize to the curve Ci disjoint from x.

Proposition 8.2. For any curve class β ∈ H2(S,Z) we have:

Z
(S×C,Sz),full
PT,(β,n)

(
λ1, . . . , λN

∣∣∣∣∣∏
i

τki(αi)

)
=

∑
{1,...,r}=B1tB2

∑
β=β1+β2

Z
(S×C1,Sz(A1),x),full

PT,(β1,n)

(∏
i∈A1

λi,∆1

∣∣∣∣∣ ∏
i∈B1

τki(αi)

)
Z

(S×C2,Sz(A2),x),full

PT,(β2,n)

(∏
i∈A2

λi,∆2

∣∣∣∣∣ ∏
i∈B2

τki(αi)

)
.

where (∆1,∆2) stands for summing over the Künneth decomposition of the diagonal class
∆S[n] ∈ H∗((S[n])2).

Remark 8.3. By taking the ε0 and ε1 coefficient the degeneration formula for the standard
and reduced invariants respectively.

Non-reduced case:

Z
(S×C,Sz),vir
PT,(0,n)

(
λ1, . . . , λN

∣∣∣∣∣∏
i

τki(αi)

)
=

∑
{1,...,r}=B1tB2

Z
(S×C1,Sz(A1),x),vir

PT,(0,n)

(∏
i∈A1

λi,∆1

∣∣∣∣∣ ∏
i∈B1

τki(αi)

)
Z

(S×C2,Sz(A2),x),vir

PT,(0,n)

(∏
i∈A2

λi,∆2

∣∣∣∣∣ ∏
i∈B2

τki(αi)

)

Reduced case:

Z
(S×C,Sz),red
PT,(β,n)

(
λ1, . . . , λN

∣∣∣∣∣∏
i

τki(αi)

)
=

∑
{1,...,r}=B1tB2

(

Z
(S×C1,Sz(A1),x),red

(β,n)

(∏
i∈A1

λi,∆1

∣∣∣∣∣ ∏
i∈B1

τki(αi)

)
Z

(S×C2,Sz(A2),x),vir

(0,n)

(∏
i∈A2

λi,∆2

∣∣∣∣∣ ∏
i∈B2

τki(αi)

)

+Z
(S×C1,Sz(A1),x),vir

(0,n)

(∏
i∈A1

λi,∆1

∣∣∣∣∣ ∏
i∈B1

τki(αi)

)
Z

(S×C2,Sz(A2),x),red

(β,n)

(∏
i∈A2

λi,∆2

∣∣∣∣∣ ∏
i∈B2

τki(αi)

))
.
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8.2 Gromov-Witten theory

For i ∈ {1, . . . , N}, consider H∗(S)-weighted partitions

λi =
(
(λi,j , δi,j)

)`(λi)
j=1

of size d with underlying partition ~λi.
The discussion of the reduced classes on the Gromov-Witten side is very similar to the

stable pairs case. By [34, 36] the obstruction sheaf of the moduli space of relative stable

maps Mg,r,(β,d)(S ×C, Sz, ~λi) has a surjective cosection whenever β > 0. By [19] we obtain
a reduced virtual class, and reduced invariants. For β = 0 we define the reduced virtual
class to be the zero class. The full invariants are then identical to before, and satisfy the
same degeneration formula and splitting rules as ordinary Gromov-Witten invariants.

The partition function takes the usual form:

Z
(S×C,Sz),vir/red/full
GW,(β,d) (λ1, . . . , λN |τk1 · · · τkr (γ))

= (−1)d(1−g(C))+
∑
i(`(λi)−|λi|)z2d(1−g(C))+

∑
i(`(λi)−|λi|)∑

g∈Z
(−1)g−1z2g−2 〈λ1, . . . , λN | τk1

. . . τkr (γ)〉(S×C,Sz),•,vir/red/full
g,(β,d) (40)

corresponding to the standard (i.e. non-reduced), the reduced, or the full invariants.

8.3 GW/PT correspondence (primitive case)

Given a class α ∈ H∗(S) and α′ ∈ H∗(C) we use the shorthand

α · α′ := π∗S(α) · π∗C(α′)

where πS , πC the projections of S × C to the factors. Let also

ω ∈ H2(C,Z)

be the class of a point.
We will prove the following GW/PT correspondence in the primitive case:

Theorem 8.1. Let λ1, . . . , λN be H∗(S)-weighted partition, let αi ∈ H∗(S), and let β ∈
H2(S,Z) be a primitive effective curve class. Then

Z
(S×C,Sz),red
PT,(β,n)

(
λ1, . . . , λN

∣∣∣∣∣∏
i

τki(αiω)

)

is the Laurent expansion of a rational function in p and we have that

Z
(S×C,Sz),red
PT,(β,n)

(
λ1, . . . , λN

∣∣∣∣∣∏
i

τki(αiω)

)
= Z

(S×C,Sz),red
GW,(β,n)

(
λ1, . . . , λN

∣∣∣∣∣∏
i

τki(αiω)

)

under the variable change p = ez.

9 Proof of Theorem 8.1

9.1 Strategy

For the proof of Theorem 8.1 we will argue in the following 4 steps:

1. By the invertibility (Lemma 6.2, Lemma 6.3) and the degeneration formula we reduce
to the case (S × P1, S∞).
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2. By a dimension induction argument we reduce to the GW/PT correspondence for
capped descendents of (S × P1, S∞).

3. Use the monodromy of the K3 surface S and the arguments of [2] we reduce to capped
descendent invariants on an elliptic K3 surface S where all the insertions given by
diagonal, unit, point, section or fiber classes.

4. We apply the degeneration formula for the degeneration S  R1 ∪E R2 of S into the
union of two rational elliptic surfaces glued along an elliptic curve. We are reduced to
the marked relative invariants on the birelative residue theory of (R×P1, R∞∪E×P1)
for R ∈ {R1, R2}, which have been studied in Section 7.

9.2 Step 1: Reduction to (S × P1, S∞)

Let β ∈ H2(S,Z) be an effective curve class and assume first that g(C) > 0 or N > 0. All
Gromov-Witten and Pandharipande-Thomas partition functions of the form

Z
(S×C,Sz),red
(β,d) (I|λ1, . . . , λN ), I =

∏̀
i=1

τki(ωαi) (41)

can be expressed in terms of the invariants of (S × P1, S∞) of the form

Z
(S×P1,S∞),red
(β,d) (I ′|λ′), I ′ =

∏
i

τk′i(ωα
′
i), (42)

where we have used again the convention that if we do not have a GW or PT subscript,
the claim should hold for both theories. The idea for this reduction goes back to work of
Okounkov and Pandharipande, e.g. [49, 50].

Reduction scheme: We reduce the general invariants (41) to invariants (42) by induction
on the genus g(C) of the curve C and the number of relative markings k, ordered lexico-
graphically. If g(C) > 0 we degenerate C to a curve with a single node, and apply the
degeneration formula in this case. This reduces the genus. If g(C) = 0 and k ≥ 2, consider
the invariant

Z
(S×P1,Sz1,...,zk−1

)

(β,d) (I · τ [λk]|λ1, . . . , λk−1). (43)

where we let

τ [λ] :=

`(λ)∏
i=1

τλi−1(δi · ω)

for an arbitrary H∗(S)-weighted partition λ = (λi, δi)
`(λ)
i=1 .

The invariant (43) is known to reduce to (S × P1, S∞) by the induction hypothesis.
Applying the degeneration formula in the reduced case (Proposition 8.2) yields:

Z
(S×P1,Sz1,...,zk−1

),red

(β,d) (Iτ [λk]|λ1, . . . , λk−1) =

Z
(S×P1,Sz1,...,zk−1,x

),red

(β,d) (I|λ1, . . . , λk−1,∆1)Z
(S×P1,Sx),vir
(0,d) (τ [λk]|∆2)

+Z
(S×P1,Sz1,...,zk−1,x

),vir

(0,d) (I|λ1, . . . , λk−1,∆1)Z
(S×P1,Sx),red
(β,d) (τ [λk]|∆2).

Subtracting the second term on the right of the equality, and using the invertibility of the
relative cap matrix (Lemma 6.2 and Lemma 6.3 for the GW and PT side respectively) we see
that (41) is a (Q-linear for PT, and Q((u))-linear for GW) combination of terms which are
lower in the ordering. Since the base case is (g(C), k) = (0, 1), this concludes the scheme.

We obtain the following:

Proposition 9.1. If Theorem 8.1 holds for (S × P1, S∞), then it holds for all geometries
(S × C, Sz).

60



Proof. If g(C) > 1 or N > 0 this follows by the compatibility of the GW/PT correspondence
with the degeneration formula (Proposition 5.15) and the above reduction scheme. For the
case of the absolute theory of S×P1 we apply the degeneration formula for the degeneration
P1  P1 ∪ P1, which reduces us again to (S × P1, S∞).

9.3 Step 2: Reduction to capped invariants of (S × P1, S∞)

Let Γ = (n, (β, d)) for β ∈ H2(S,Z). We define the capped descendent invariants as in
Section 7.2. Concretely, for both ? ∈ {vir, red} we let

C
(S×P1,S∞),?
PT,(β,d) (λ|τµ(Γ0)) =

∑
m∈Z

(−p)m
∫

[Um+d,(β,d)]?
(evrel

S∞)∗(λ)τµ(Γ0) ∈ Q(t)((p)).

on the Pandharipande-Thomas side, and

C
(S×P1,S∞),?
GW,(β,d) (λ|τµ(Γ0))

= (−1)`(λ)zd+`(λ)
∑
g∈Z

(−1)g−1z2g−2

∫
[Ũ
g,~λ,(β,d)

]?

∏
i

ev∗i (γi[S0])ψµi−1
i

∏
j

(evrel
∞,i)

∗(δi).

on the Gromov-Witten side.
In Section 9.6 below we will prove the following:

Theorem 9.1. For ? ∈ {vir, red} we have that

C
(S×P1,S∞),?
PT,(β,d) (λ|τµ(Γ0))

is the Laurent expansion of a rational function of p, t (i.e. lies in Q(p, t)) and

C
(S×P1,S∞),?
PT,(β,d) (λ|τµ(Γ0)) = C

(S×P1,S∞),?
GW,(β,d)

(
λ
∣∣∣τµ(Γ0)

)
under the variable change p = ez, under the following conditions:

(i) β ∈ H2(S,Z) is effective and primitive and ? = red, or

(ii) β = 0, and ? = vir.

In this section we prove the following reduction:

Proposition 9.2. Theorem 9.1 implies Theorem 8.1 for (S × P1, S∞).

Proof. The argument in the non-reduced case is precisely given in [54, Sec.2.4], see also
Sec.2.5 of loc.cit for a discussion. The argument in the reduced case works like-wise: One
uses the ’full partition functions’ introduced in Section 8.1, which have the same formal
properties as the non-reduced invariants, and then follows Section 2.4 of [54]. Since we can
hardly achieve a better presentation here than given there, we simply refer to [54, Sec.2.4]
and note that one needs the following slightly modified cases in Section 2.4.6:

Case I: |α̂| − 2`(α̂) + deg(Γ̂) ≥ dβ − θ(ν)− θ(µ) + 1

Case II: |α̂| − 2`(α̂) + deg(Γ̂) < dβ − θ(ν)− θ(µ) + 1.
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9.4 Step 3: Reduction to non-vanishing cohomology

By deformation invariants of GW and PT invariants we can assume that S is an elliptic K3
surface with section, and that

β = B + hF

where B,F is the section and fiber class respectively. Our goal in this step is to reduce
Theorem 9.1 to the case where all cohomological insertions on the K3 side are given by
1, p, F,B and ∆S . This will be useful in using the degeneration formula in Step 4.

Proposition 9.3. Let β ∈ H2(S,Z) be any curve class and ? ∈ {vir, red}. Let

λ = qλ1
. . . qλ`(δ) ∈ H∗(S[d]), δ ∈ H∗(S`(λ))

τµ(Γ0) = (τµ1−1 . . . τµ`−1) (γ · π∗1([S0]) · · ·π∗` ([S0])) , γ ∈ H∗(S`).

The set of all invariants of the form

C
(S×P1,S∞),?
PT,(β,d) (λ|τµ(Γ0)) (44)

can be effectively reconstructed from the subset of invariants (44) where

δ = ∆S,12∆S,34 . . .∆S,2a−1,2a

`(λ)∏
i=2a+1

π∗i (δi)

Γ = ∆S,12 . . .∆S,2b−1,2b

∏̀
i=2b+1

π∗i (γi)

(45)

for any a, b and δi, γi ∈ {1, F,B, p} together with their permutations.
Similarly, the set of all invariants

C
(S×P1,S∞),?
GW,(β,d)

(
λ
∣∣∣τµ(Γ0)

)
can be effectively reconstructed from the subset of λ, γ of the above form, and moreover,
the reconstruction algorithm is the same as for PT invariants. In particular, the Gromov-
Witten/Pandharipande-Thomas correspondence is compatible with this reconstruction, that
is if Theorem 9.1 holds for all invariants for λ,Γ of the form (45), then it holds for all λ,Γ.

As preparation we have to recall basic statements about the monodromy of K3 surfaces.
Assume that β ∈ H2(S,Z) is a effective curve class (the case β = 0 is parallel).

Let Mon(S) ⊂ O(H2(S,Z)) be the subgroup generated by all monodromy operators. By
the global Torelli theorem for K3 surface (see [17] for an introduction) we have

Mon(S) ∼= Õ(H2(S,Z))

where Õ(H2(S,Z)) is the subgroup of orientation-preserving12 lattice isomorphisms ofH2(S,Z).
We are interested here in the stabilizer of β in the monodromy group

Monβ(S) = Õ(H2(S,Z))β .

Using the Torelli theorem again, it is generated by monodromies for which the class β stays of
Hodge type on all fibers. By the deformation invariants of reduced Pandharipande-Thomas
invariants for deformations of (S, β) for which β stays algebraic on all fibers, we have that

∀ϕ ∈ Monβ(S) : C
(S×P1,S∞),red
PT,(β,d) (λ|τµ(Γ0)) = C

(S×P1,S∞),red
PT,(β,d) (ϕ(λ)|τµ(ϕ(Γ)0)) , (46)

12Let C = {x ∈ H2(S,R)|〈x, x〉 > 0} be the positive cone. Then C is homotopy equivalent to the 2-sphere
S2. An automorphism is orientation preserving if it acts by +1 on H2(C) = Z.
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where ϕ acts factorwise on λ and Γ, that is

ϕ(λ) = qλ1 . . . qλ`(ϕ⊗ . . .⊗ ϕ(δ))

ϕ(Γ) = ϕ⊗ . . .⊗ ϕ(Γ)

(The first line matches the induced action of ϕ on H∗(S[d]).). Since Monβ(S) is an arithmetic
subgroup of O(H2(S,C))β = O(β⊥ ⊗ C) it is Zariski dense in O(β⊥). We find that (46)
holds for all ϕ ∈ O(β⊥ ⊗ C).

Similarly, since c(TS) is monodromy invariant, we have that:

∀ϕ ∈ O(β⊥ ⊗ C) : C
(S×P1,S∞),red
GW,(β,d)

(
λ
∣∣∣τµ(Γ0)

)
= C

(S×P1,S∞),red
GW,(β,d)

(
ϕ(λ)

∣∣∣τµ(ϕ(Γ)0)
)

Proof. The proof follows again closely the ideas of [2, Section 4], and we refer to loc.cit. for
further details and references on the representation theory that is used below.

Consider the ortogonal complement,

V = Span(B,F )⊥ ⊂ H2(S,C).

Let {ei}20
i=1 be a basis of V and consider the basis

B = {1, p, B, F} ∪ {ei}20
i=1.

We weigh our cohomology partitions by elements of B. Consider a general invariant

C
(S×P1,S∞),?
PT,(β,d) (λ|τµ(Γ0)) (47)

where λ, µ are of the form (45) but with δi and γi arbitrary elements of the basis B. Assume
that the first f1 of the elements δi lie in V , and the remainder are in {1, p, B, F}, and
similarly, that the first f2 factors of γi are taken from V , and the remainder not. We then
consider the invariant (47) as a function

C : V ⊗(f1+f2) → Q(t)((p))

given by

v1 ⊗ . . .⊗ vf1+f2
7→ C

(S×P1,S∞),?
PT,(β,d) (λ|τµ(Γ0))

∣∣∣δ2a+i=vi for i=1,...,f1

γ2b+i=vi for i=1,...,f2
.

By the monodromy invariance (46) (in case β = 0 the invariant (47) is invariant under
O(H2(S,C))) we find that

C ∈ ((V ∗)⊗(f1+f2))O(V ).

Hence by standard invariant theory of the orthogonal group, C lies in the subring of

T (V ) =
⊕
n≥0

(V ∗)⊗n

generated by the pullbacks
Qij = (pr∗i ⊗ pr∗j )(Q)

by the projection pri ⊗ prj : (V ∗)⊗n → V ∨ ⊗ V ∨ of the class of the inner pairing:

Q ∈ V ∗ ⊗ V ∗, Q(v, w) = 〈v, w〉.

In particular 2k = f1 + f2 is even. Moreover, a basic representation-theoretic fact (see [2])
is that the class C is then determined by its intersections agains all big-diagonal classes:

σ(∆V ⊗∆V ⊗ · · · ⊗∆V ) ∈ V ⊗2k.

where σ runs over all permutations of 2k, and ∆V = Q∨ ∈ V ⊗ V is the dual of Q.
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We have
∆S = ∆V + p⊗ 1 + 1⊗ p + (B + F )⊗ F + F ⊗ (B + F )

Hence by the induction hypothesis, the invariant (47) is determined when

δ2a+1 ⊗ . . .⊗ δ2a+f1 ⊗ γ2b+1 ⊗ . . .⊗ γ2b+f2

run over the classes
σ(∆S ⊗∆S ⊗ · · · ⊗∆S) ∈ (H∗(S))⊗2k.

This completes the first part. The relations we obtain from this process are identical
for the Gromov-Witten invariants, hence the algorithm is compatible with the GW/PT
correspondence. This proves the second part.

9.5 Step 4: Degeneration formula

Let S be the elliptic K3 surface with section, and consider the degeneration

S  R1 ∪E R2 (48)

of S to the union of two rational elliptic surfaces Ri → P1 glued a long a smooth elliptic
fiber E ⊂ Ri. The degeneration can be choosen such that the total space of the degeneration
W → ∆ admits an elliptic fibration with section which restricts to the given section on S:

π : W → B ×∆, j : B ×∆→W, π ◦ j = id.

In particular, there exists cohomology classes

F̃ , B̃, p̃, 1̃ ∈ H∗(W )

such that
F̃ |S = F, B̃|S = B, p̃|S = p, 1̃|S = 1 ∈ H∗(S)..

The degeneration (48) is famously used in [36] to prove the GW/PT correspondence for
S × C. Here we will use it also. We also refer to [14] for a study of the Hodge structure
of the degeneration (it is a standard type 2 Kulikov degeneration), and to [4, Sec.4.3.2] for
an explicit presentation of the degeneration in terms of equations. One can show that the
image of

H2(W,C)→ H2(S,C)

is a sublattice of rank 20 (so has codimension 2), hence there exists vanishing cohomology
in H2(S,C) for the degeneration.

The degeneration (48) induces a degeneration

S × P1  (R1 × P1) ∪E×P1 (R2 × P1).

We obtain the degeneration of relative theories:

(S × P1, S∞) Y1 ∪(E×P1,E×∞) Y2 (49)

where
Yi = (Ri × P1, Ri,∞ ∪ E × P1)

For i ∈ {1, 2}, let Bi = B̃|Ri and let Fi be the fiber class on Ri → P1 We use the curve
classes

βh = B + hF ∈ H2(S,Z), βRih = Bi + hFi ∈ H2(Ri,Z).

When clear from notation we drop the supscript Ri.
We want to apply the degeneration formula for the degeneration (49) to the invariants:

C
(S×P1,S∞),red
PT,(βh,d) (λ|τµ(Γ0)) , C

(S×P1,S∞),red
GW,(βh,d)

(
λ
∣∣∣τµ(Γ0)

)
(50)
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where

λ = qλ1
. . . qλ`(δ)1 ∈ H∗(S[d]), δ ∈ H∗(S`(λ))

τµ(Γ0) = (τµ1−1 . . . τµ`−1) (γ · π∗1([S0]) · · ·π∗` ([S0])) , γ ∈ H∗(S`).

with

δ = ∆S,12∆S,34 . . .∆S,2a−1,2a

`(λ)∏
i=2a+1

π∗i (δi)

Γ = ∆S,12 . . .∆S,2b−1,2b

∏̀
i=2b+1

π∗i (γi)

(51)

for any a, b and δi, γi ∈ {1, F,B, p} together with their permutations.
We consider the lifts:

λ̃ = Nak~λ(δ̃) ∈ H∗((W/∆)[`(λ)])

Γ̃ = ∆rel
(W/∆),12 . . .∆

rel
(W/∆),2b−1,2b

∏̀
i=2b+1

π∗i (γ̃i)

where ~λ = (λ1, . . . , λ`) is the partition underlying λ, and

δ̃ = ∆rel
(W/∆),12 . . .∆

rel
(W/∆),2a−1,2a

`(λ)∏
i=2a+1

π∗i (δ̃i) ∈ H∗((W/∆)`(λ).

Given a splitting {1, . . . , `} = B1 tB2 recall the gluing morphism

ξA1
: (R1, E)B1 × (R2, E)B2 → (W/∆)`.

We then have

ξ∗B1
(Γ̃) =

{
ΓB1
⊗ ΓB2

if ∀i ∈ {1, . . . , b} : 2i− 1, 2i ∈ B1 or 2i− 1, 2i ∈ B2

0 else .

where for t ∈ {1, 2} we have:

ΓBt =
∏

1≤c≤b
2c−1∈Aj

∆rel
(Rt,E),2c−1,2c

∏
2b+1≤j≤`
j∈Bt

π∗j (γ̃j |Rt).

Similarly, for any splitting `(λ) = k1 + k2 recall the gluing

ξk1
: (R1, E)[k1] × (R2, E)[k2] → (W/∆)[`(λ)]

By Lemma 2.19 we then have:

ξ∗k1
(λ̃) =

∑
A1,A2

Nak~λA1
(δA1)⊗ Nak~λA2

(δA2),

where the sum runs over all splittings {1, . . . , `(λ)} = A1 tA2 such that

• |~λAt | = kt for t = 1, 2, and

• for all i ∈ {1, . . . , a} we have 2i− 1, 2i ∈ A1 or 2i− 1, 2i ∈ A2.
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Moreover, δAt is defined similar to ΓBt , that is

δAt =
∏

1≤c≤a
2c−1∈Aj

∆rel
(Rt,E),2c−1,2c

∏
2b+1≤j≤`
j∈At

π∗j (δ̃j |Rt).

We write
λAt := Nak~λAt

(δAt), t = 1, 2.

We now apply the degeneration formula of [23, 24, 22, 36], adapted to the setting of
capped descendents as discussed in [54] for the invariant

C
(S×P1,S∞),red
PT,(βh,d) (λ|τµ(Γ0)) .

As shown in [36] the reduced virtual class of the moduli space splits here into the product
of two usual virtual classes associated to the factors R1, R2, but with a modified diagonal
splitting. Concretely, on the elliptic curve factor one replaces the diagonal ∆E ∈ H∗(E×E)
by the insertion 1E ⊗ 1E ∈ H∗(E × E).13 Hence on the product (E × P1, E∞) we replace
the diagonal term ∆rel

(E×P1,E∞) = ∆E · ∆rel
(P1,∞) by the class ∆rel

(P1,∞), where we suppressed

the pulled back by the projections from (E×P1, E∞)2 to E2 and (P1,∞)2 respectively. The
curve components which meet the relative divisor (E×P1, E∞) have non-trivial degree over
R1 or R2, hence for the capped invariants they must meet the relative divisor in the fixed
point 0 = (0E , 0P1) ∈ E × P1. We hence find the diagonal splitting term contributes

∆rel
(P1,∞)|0,0 = t.

In total, the result is the following:

C
(S×P1,S∞),red
PT,(βh,d) (λ|τµ(Γ0)) =

t
∑

h=h1+h2

∑
{1,...,`(λ)}=A1tA2

{1,...,`(µ)}=B1tB2

CY1

(βh1
,d)

(
λA1

∣∣∣ 1 ∣∣∣ τµB1

(
(ΓB1

)0

) )
CY2

(βh2
,d)

(
λA2

∣∣∣ 1 ∣∣∣ τµB2

(
(ΓB2

)0

) )
.

The discussion on the Gromov-Witten side is completely parallel. As we have seen in
Proposition 5.15 the ( − ) operation is compatible with the degeneration formula. Hence
(with the obvious notation for λA1

, λA2
) one obtains:

C
(S×P1,S∞),red
GW,(βh,d)

(
λ
∣∣∣τµ(Γ0)

)
=

t
∑

h=h1+h2

∑
{1,...,`(λ)}=A1tA2

{1,...,`(µ)}=B1tB2

CY1

(βh1
,d)

(
λA1

∣∣∣ 1 ∣∣∣ τµB1

(
(ΓB1)0

) )
CY2

(βh2
,d)

(
λA2

∣∣∣ 1 ∣∣∣ τµB2

(
(ΓB2)0

) )
.

9.6 Proof of Theorem 9.1 and conclusion

The above steps established Theorem 8.1 as follows: By Proposition 9.1 and Proposition 9.2
(Step 1 and 2) we reduced the proof of the theorem to the GW/PT correspondence for
the capped invariants stated in Theorem 9.1. To prove Theorem 9.1, by Proposition 9.3
it suffices to only consider capped descendents with non-vanishing cohomology. By the
degeneration formula in Step 4 finally, the GW/PT correspondence for these invariants are
reduced to the GW/PT correspondence for the birelative theory (R × P1, R∞ ∪ (E × P1).
This correspondence was established in Theorem 7.1.

This finishes the proof of Theorem 9.1 and Theorem 8.1.

13 Any curve on Ri in class βh is a comb curve (i.e. as a divisor of the form Bi+F1+. . .+Fh for some fibers
Fi of Ri → P1, see e.g. [5]). That means for curves Ci ⊂ Ri in class βhi the condition that C1 ∩E = C2 ∩E
is automatically satisfied, or in other words that the Gysin pullback by ∆!

E has a 1-dimensional trivial excess
contribution. Maulik, Pandhariande, and Thomas in [36] show then that this excess contribution precisely
matches the trivial piece in the obstruction sheaf on the K3 side, hence that when working with the reduced
virtual class the Gysin pullback ∆!

E is not applied.
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10 K3× Curve: Imprimitive case

Let S be a K3 surface. We consider here again the GW/PT correspondence of the pair

(S × C, Sz), Sz =
⊔
S × {zi}. (52)

but for curve classes (β, d) where β is allowed to have arbitrary divisibility.

10.1 Rationality

By [46, Thm.5.1] the Pandharipande-Thomas invariants of (52) satisfy the following multiple
cover formula:

Z
(S×C,Sz),red
PT,(β,d) (λ1, . . . , λN ) =

∑
k|r

Z
(S×C,Sz),red
PT,(ϕk(β/k),d) (ϕk(λ1), . . . , ϕk(λN )) (pk). (53)

By the first part of Theorem 8.1 we immediately obtain:

Lemma 10.1. For any curve class β ∈ H2(S,Z) the series

Z
(S×C,Sz),red
PT,(β,n) (λ1, . . . , λN )

is the Laurent expansion of a rational function in p.

10.2 Multiple cover formula for K3 surfaces

Consider the reduced Gromov-Witten invariants of a K3 surface:

〈
taut; γ1, . . . , γr

〉S,GW,red
g,β

=

∫
[Mg,r,β(S)]red

τ∗(taut)

r∏
i=1

ev∗i (γi).

where we have twisted by a tautological class taut ∈ R∗(Mg,r) pulled back by the forgetful
morphism τ : Mg,r(S, β) → Mg,r, and with the convention that in the unstable case 2g −
2 + r ≤ 0 we define τ to be the projection to the point and R∗(pt) = H∗(pt).

For every divisor k|β let Sk be a K3 surface and let

ϕk : H2(S,C)→ H2(Sk,C)

be a complex isometry such that ϕk(β/k) ∈ H2(Sk,Z) is a primitive effective curve class.
We extend ϕk to the full cohomology lattice by ϕk(p) = p and ϕk(1) = 1.

The following was conjectured in [44, Conj.C2]:

Conjecture 10.2 (Multiple Cover Formula).〈
τk1

(γ1) · · · τkr (γr)
〉S,GW,red
g,β

=
∑
k|β

k2g−3+
∑
i deg(γi)

〈
τk1

(ϕk(γ1)) · · · τkr (ϕk(γr))
〉S,GW,red
g,ϕr( βk )

Remark 10.3. The (ordinary) virtual class of the moduli space of stable maps to a K3 surface
satisfies

[Mg,r(S, 0)]vir =


[M0,r × S] if g = 0

c2(S) ∩ [M1,r × S] if g = 1

0 if g ≥ 2.

It follows that the Multiple Cover Formula of Conjecture 10.2 is equivalent to the same state-
ment but where we worked with the disconnected Gromov-Witten invariants 〈· · · 〉S,GW,•.
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10.3 GW/PT correspondence

We prove here the following:

Proposition 10.4. Assume the multiple cover formula of Conjecture 10.2 holds for an
effective curve class β ∈ H2(S,Z). Then we have

Z
(S×C,Sz),red
GW,(β,d) (λ1, . . . , λN ) (z) =

∑
k|β

Z
(S×C,Sz),red
GW,(ϕk(β),d) (ϕk(λ1), . . . , ϕk(λN )) (kz)

for any H∗(S)-weighted partitions λi = (λi,j , δi,j)
`(λi)
j=1 , where ϕr(λi) = (λi,j , ϕr(δi,j)).

Proof. Recall the partition function

Z
(S×C,Sz),red
GW,(β,d) (λ1, . . . , λN ) = (−1)d(1−g(C))+

∑
i(`(λi)−|λi|)z2d(1−g(C)+

∑
i(`(λi)−|λi|)

·
∑
g∈Z

(−1)g−1z2g−2 〈λ1, . . . , λN 〉(S×C,Sz),•,red
g,(β,d)

We derive the multiple cover formula for the invariant 〈λ1, . . . , λN 〉(S×C,Sz),•,red
g,(β,d) . By an

argument parallel to Remark 10.3 it suffices to consider connected invariants. Then by the
product formula of [21] we find that

〈λ1, . . . , λN 〉(S×C,Sz),red
g,(β,d) = 〈taut; (δij)i,j〉S,GW,redg,β

for some tautological class taut ∈ R∗(Mg,
∑
i `(λi)

). Assuming that Conjecture 10.2 holds for
the class β this becomes:

〈taut; (δij)i,j〉S,GW,redβ =
∑
k|r

k2g−3+
∑
i,j deg(δi,j) 〈taut; (ϕr(δij))i,j〉S,GW,redg,ϕk(β/k)

=
∑
k|r

k2g−3+
∑
i,j deg(δi,j) 〈ϕk(λ1), . . . , ϕk(λN ) 〉(S×C,Sz),red

g,(ϕk(β/k),d) .

The claim now follows from the dimension constraint (the invariants are zero if it is violated,
so we may assume it):

2d(1− g(C)) +
∑
i

`(λi)− |λi|+ 1 =
∑
i,j

deg(δij).

Proof of Proposition 1.4. The first part is Lemma 10.1. The second claim follows from
Proposition 10.4, equation (53) and the primitive case of the GW/PT correspondence given
by Theorem 8.1.

A Higher descendents invariants

The paper [2] introduced nodal Gromov-Witten invariants which count stable maps with
prescribed nodes on the domain curve. These counts can be computed by resolving the nodes
and inserting (relative) diagonals. We introduce here a corresponding notion for stable pairs
which we call ’higher descendents’. As for nodal GW invariants, they can be computed
through our marked relative invariants by inserting (relative) diagonals, and at least very
näıvely, they carry information on stable pairs whose underlying curve has nodes.
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A.1 Definition

Let (F, s) be the universal stable pair on PΓ(X,D)×T X and consider the diagram

PΓ(X,D)×T X

PΓ(X,D) X

πXπ

where πX is the projection to X followed by the universal contraction morphism X → X.
Given a sequence a = (a1, . . . , ar) ∈ Zr and a class γ ∈ H∗(X) we define the higher

descendents

τa(γ) = π∗(ch2+a1
(F) · · · ch2+ar (F) ∪ π∗X(γ)) ∈ H∗(PΓ(X,D)).

Let λ ∈ H∗(D[`]) be a cohomology class, and for i ∈ {1, . . . , s} consider tuples ai =
(aij) ∈ Z`(ai), and classes γi ∈ H∗(X).

Definition A.1. The higher descendent Pandharipande-Thomas invariants are defined by

〈λ|τa1(γ1) · · · τas(γs)〉
(X,D),PT,hi.-desc.
Γ =

∫
[PΓ(X,D)]vir

evrel∗(λ) ∪
∏
i

τai(γi).

A.2 Comparision result

We have the following comparision result which essentially says that we can trade higher-
descendent insertion for marked relative insertions (considered in Section 3.2) by the rule

τa1,...,ar (δ)  τa1τa2 · · · τar (∆rel
r∗ (δ))

where
∆rel
r : X ∼= (X,D)1 → (X,D)r

is the relative diagonal.

Proposition A.2. For every i ∈ {1, . . . , s} let ai = (aij)
`(ai)
j=1 ∈ Z`(ai). Then〈

λ

∣∣∣∣∣∏
i

τai(γi)

〉(X,D),PT,hi.-desc.

Γ

=

〈
λ

∣∣∣∣∣∏
i

τai1 · · · τai`(ai)(∆
rel
`(ai)∗(γi)

〉(X,D),PT,marked

Γ

Proof. Write Pr = PΓ,r(X,D). Consider the relative diagonal map:

∆rel
`(a1)···`(as) : (X,D)s → (X,D)r

given by sending (p1, . . . , ps) ∈ X[`]s to

(p1, . . . , p1︸ ︷︷ ︸
`(a1) times

, p2, . . . , p2︸ ︷︷ ︸
`(a2) times

, . . . , ps, . . . , ps︸ ︷︷ ︸
`(a1) times

) ∈ X[`]r

where r =
∑
i `(ai). We have

∆rel
`(a1)···`(as)∗(γ1 ⊗ . . .⊗ γr) =

∏
i

∆rel
`(ai)∗(γi).

Moreover we have the fiber diagram

Xs Xr

Ps Pr

(X,D)s (X,D)r

πs

≈
∆

πr

∆̃

ev ev

∆rel
`(a1)···`(as)
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Let (Fr, σr) denote the universal stable pair on Xr → Pr. We have
≈
∆∗(Fr) = Fs because

both are pulled back from X0 → P0 and the universal targets agree. This shows that for
every b ∈ {1, . . . , r} we have that

∆̃∗p∗b(chk(Fr)) = p∗i(b)chk(
≈
∆∗(Fr)) = p∗i(b)chk(Fs)

where i(b) ∈ {1, . . . , s} is the index such that pri(b) = prb ◦∆rel
`(a1)···`(as). We hence get

〈
λ

∣∣∣∣∣∏
i

τai1 · · · τai`(ai)(∆
rel
`(ai)∗(γi))

〉(X,D),PT,marked

Γ

=

∫
[PΓ,s(X,D)]vir

evrel∗(λ) ·
s∏
i=1

`(ai)∏
j=1

p∗i (chaij (Fs))

 · ev∗(γ1 ⊗ . . .⊗ γs). (54)

Arguing now precisely as in the proof of Proposition 3.10 (i.e. using push-pull for the
morphism π̃ : Ps → X0 ×P0

· · · ×P0
X0 this becomes

∫
X0×P0

···×P0
X0

ev∗rel(λ)
s∏
i=1

`(ai)∏
j=1

ρ∗i
(
chaij (F)π∗X(γi)

) ∩ π∗[P0]vir

which is precisely 〈λ|
∏
i τai(γi)〉

(X,D),PT,hi.-desc.
Γ

as desired.
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