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Abstract. We determine the Gromov-Witten invariants of the local Enriques surfaces
for all genera and curve classes and prove the Klemm-Mariño formula. In particular, we
show that the generating series of genus 1 invariants of the Enriques surface is the Fourier
expansion of a certain power of Borcherds automorphic form on the moduli space of Enriques
surfaces. We also determine all Vafa-Witten invariants of the Enriques surface.

The proof uses the correspondence between Gromov-Witten and Pandharipande-Thomas
theory. On the Gromov-Witten side we prove the relative Gromov-Witten potentials of an
elliptic Enriques surfaces are quasi-Jacobi forms and satisfy a holomorphic anomaly equa-
tion. On the sheaf side, we relate the Pandharipande-Thomas invariants of the Enriques-
Calabi-Yau threefold in fiber classes to the 2-dimensional Donaldson-Thomas invariants by
a version of Toda’s formula for local K3 surfaces. Altogether, we obtain sufficient modular
constraints to determine all invariants from basic geometric computations.
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1. Introduction

1.1. Main result. An Enriques surface is a smooth complex projective surface Y with non-

trivial canonical bundle satisfying ω⊗2
Y

∼= OY and H1(Y,OY ) = 0. Equivalently, an Enriques

surface is the quotient of a K3 surface by a fixed point free involution. Let Y be an Enriques

surface and let β ∈ H2(Y,Z) be a class modulo torsion.1

The moduli spaceMg(Y, β) of genus g degree β stable maps to Y has a virtual fundamental

class of dimension g − 1,

[Mg(Y, β)]
vir ∈ Ag−1(Mg(Y, β)).

Date: December 26, 2023.
1Throughout the paper, Hk(X,Z) and Hk(X,Z) will denote homology and cohomology groups of a topo-

logical space X modulo torsion. A discussion on the dependence on the torsion can be found in Appendix C.
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Let E →Mg(Y, β) be the Hodge bundle which has fiber H0(C,ωC) over a point [f : C → Y ],

and let its Chern classes be denoted by

λi = ci(E) ∈ H2i(Mg(Y, β)).

The most fundamental Gromov-Witten invariant of the Enriques surface is the Hodge integral

(1.1) Ng,β :=

∫
[Mg(Y,β)]vir

(−1)g−1λg−1.

The significance is that Ng,β equals the Gromov-Witten invariant of the local Calabi-Yau

threefold KY given by the total space of the canonical bundle on Y . The analogue of Ng,β

for K3 surfaces was determined in the celebrated Katz-Klemm-Vafa formula [38] which was

proven in [63]. For abelian surfaces an analogue of Ng,β was considered in [13], where an

explicit formula was conjectured and partially proven. We also refer to [44, 14, 22, 43] for

other recent work on Gromov-Witten invariants of local del Pezzo surfaces.

Based on string theory, Klemm and Mariño conjectured in [39] an explicit formula for

Ng,β, following earlier work on the genus 1 case by Harvey and Moore [30]. In [52] Maulik

and Pandharipande gave a proof of this formula in genus 1, which relied on the conjectural

Virasoro constraints for the Enriques surface in genus 2. The Virasoro constraints are not

yet known in this instance, so their proof remains conditional at this point.2

We recall the formula conjectured by [39], but in a slightly digested form. Define coeffi-

cients ωg(n) by the product formula3∑
g≥0

∑
n≥0

ωg(n)(−1)g−1z2g−2qn =
∏
m≥1

(1− ezq2m)2(1− e−zq2m)2(1− q2m)4

(1− ezqm)2(1− e−zqm)2(1− qm)12

where the right hand side is viewed as a power series in formal variables z, q.

Conjecture A (The Klemm-Mariño formula, [39]). For all g, β one has

Ng,β = 2
∑

odd k|β

k2g−3ωg

(
β2

2k2

)
.

The main result of this paper is the following:

Theorem 1.1. The Klemm-Mariño formula holds for all genera g and all curve classes β.

Before explaining the strategy of the proof, we consider several reformulations of the

Klemm-Mariño formula: In genus 1, our invariant simply reads

N1,β =

∫
[M1(Y,β)]vir

1.

Since elliptic curves on an Enriques surface are expected to be rigid, this can be seen as a

virtual count of elliptic curves on Y in class β. The Klemm-Mariño formula specializes to:

Corollary 1.2. We have

exp

∑
β ̸=0

N1,βq
β

 =
∏
β>0

(
1 + qβ

1− qβ

)a(β2/2)

where the coefficients a(n) are defined by∑
n≥0

a(n)qn =
∏
n≥1

(1 + qn)8

(1− qn)8
= 1 + 16q + 144q2 + 960q3 + 5264q4 + . . .

2The proof of the Virasoro constraints for the Enriques surface is an interesting open question.
3In the notation of [29, (4.25)] we have ωg(n) =

1
4
23−2gcg(2n).
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and qβ is the canonical basis element in the group ring C[H2(Y,Z)] completed along the cone

of effective curve class (β > 0 stands for β effective).

Consider the lattice M = U ⊕ U(2) ⊕ E8(−2) and the associated Hermitian symmetric

domain of type IV,

DM = {x ∈ P(M ⊗ C)|x · x = 0, x · x > 0}.
The moduli space of Enriques surfaces is isomorphic to the arithmetic quotient DM/O(M)

with an irreducible hypersurface (corresponding to mildly singular Enriques surfaces, the

Coble surfaces) removed, see [15]. Let Φ(t) be Borcherds weight 4 automorphic form on DM

for the group O(M) [8]. The form Φ(t) vanishes precisely on the locus of singular Enriques,

and admits Fourier expansions around the two cusps of the moduli space of Enriques surfaces.

Corollary 1.2 then precisely says that the generating series exp(
∑

β ̸=0N1,βq
β) is the Fourier

expansion of the automorphism form
1

Φ(t)1/8

around one of these cusps (more precisely, the ’level 1 cusp’ as named in [73, Sec.7.2].)

This observation matches the main prediction of genus 1 mirror symmetry, which relates

the genus 1 Gromov-Witten invariants in the A-model to the analytic torsion in the B-model

[6, 30, 19]. Here, Enriques surfaces are mirror to itself and the analytic torsion of an Enriques

surfaces was computed by Yoshikawa in terms of Φ(t) in [72].

We can also compare Corollary 1.2 to the case when the target variety is an elliptic curve

E, for which the genus 1 Gromov-Witten invariants NE
1,d are given by

q−1/24 exp

∑
d≥1

NE
1,dq

d

 =
1

∆(q)1/24
, ∆(q) = q

∏
n≥1

(1− qn)24.

The weight 12 cusp form ∆(q) on the upper half plane plays here the role of Φ(t).

The automorphic form Φ(t) satisfies a natural second order differential equation (more

precisely, it lies in the kernel of the heat operator). As noted in [29, 4.4], this translates to

the following recursion which appeared first in the work of Maulik and Pandharipande [52]:

Corollary 1.3. For all β ̸= 0 we have

(β, β)N1,β = 8
∑

β1+β2=β
β1,β2>0

(β1, β2)N1,β1N1,β2 .

In higher genus, we can state the full topological string partition function of the local

Enriques KY : Consider the genus g Gromov-Witten potential

FKY
g (q) =

∑
β>0

qβNg,β.

Corollary 1.4. The partition function of the local Calabi-Yau threefold KY is

exp

∑
g≥1

FKY
g (q)(−1)g−1z2g−2

 =
∏
β>0

∏
r∈Z

(
1 + erzqβ

1− erzqβ

)ω(r,β2/2)

where the coefficients ω(r, n) are defined by∑
n≥0

∑
r∈Z

ω(r, n)prqn =
∏
m≥1

(1− pq2m)2(1− p−1q2m)2(1− q2m)4

(1− pqm)2(1− p−1qm)2(1− qm)12

= 1 + (2p1 + 12 + 2p−1)q + . . .
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It is very rare in enumerative geometry of Calabi-Yau threefolds to see completely explicit

evaluations. The invariants of the local Enriques appear as the fiber class invariants of the

(compact) Enriques Calabi-Yau threefold Q = (X × E)/Z2, where X → Y is the covering

K3 surface and E is an elliptic curve. Hence the partition function of the local Enriques is

the specialization of the partition function of a compact Calabi-Yau threefold. It would be

interesting to obtain an explicit evaluation of the full partition function of Q, see [29] for a

conjectural computation up to genus 6.

Another equivalent reformulation of our computation of Ng,β concerns sheaf counting on

the local Calabi-Yau threefoldKY . Tanaka and Thomas [66, 67] gave a conjectural definition4

of an invariant VWS(v) which counts compactly supported semi-stable sheaves F on local

surfaces KS with Chern character ch(p∗F ) = v, where p : KS → S is the projection. The

Vafa-Witten invariant VWS(v) is a mathematical incarnation of the sheaf counting invariant

envisioned by Vafa and Witten [71] using string theory. We prove the following for the

Enriques surface:

Corollary 1.5. Conjecture 1.2 in [67] holds for the Enriques surface. In particular, the

Vafa-Witten invariant of Y is well-defined. It is given by

VWY (r, β, n) = 2
∑

k|(r,β,n)
k≥1 odd

1

k2
e

(
Hilb

β2−2rn−r2

2k2
+ 1

2 (Y )

)
.

where e(HilbnY ) is the topological Euler number of the Hilbert scheme of n points.

Concretely, by Göttsche’s formula [27] we have
∞∑
n=0

e(HilbnY )qn =
∏
n≥1

1

(1− qn)12

and we set e(HilbnY ) = 0 if n is negative or fractional.

Corollary 1.5 is an analogue of the multiple cover formula for sheaf counting invariants on

local K3 surfaces conjectured by Toda [68] and proven by Maulik and Thomas [54].

At last, Theorem 1.1 can also be reformulated in terms of Gopakumar-Vafa invariants

[26]. For this it is convenient to introduce the following twisted version of Gopakumar-Vafa

invariants rg,β, defined by the equality of formal power series∑
β

∑
g

Ng,βu
2g−2qβ =

∑
β

∑
g

rg,βu
2g−2

∑
d≥1
d odd

1

d

(
sin(du/2)

u/2

)2g−2

qdβ.

The only difference with the usual definition is that d runs over all odd positive integers, in-

stead of over all positive integers. We refer to [65] for a physical viewpoint. A straightforward

computation starting from Therem 1.1 shows the following evaluation:

Corollary 1.6. (a) The invariants rg,β only depend upon β through β · β.
(b) If β2 = 2h− 2, write rg,h := rg,β. Then∑

g,h

(−1)g−1rg,h(p
1
2−p−

1
2 )2g−2qh−1 = 2

∏
m≥1
m odd

1

(1− p−1qm)2(1− qm)4(1− pqm)2

∏
m≥1

1

(1− qm)8

This is parallel to the K3 case. Indeed, the Gopakumar-Vafa invariants of the local K3

surface also only depend on the square of the curve class and not on its divisibility [63].

4After this paper appeared on the arXiv, the author was made aware of the recent preprint of Liu [49] in
which the Tanaka-Thomas conjecture [67, Conjecture 1.2] is proven in general.
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1.2. Overview of the proof. Let X → Y be the covering K3 surface of the Enriques and

let τ be the covering involution. Consider the Enriques Calabi-Yau threefold

Q = (X × E)/⟨(τ,−1)⟩.

The Calabi-Yau threefold Q admits a K3 fibration

p : Q→ E/⟨−1⟩ = P1

with 4 double Enriques fibers.

There are three different counting invariants that can be defined for Q:

(i) Gromov-Witten invariants of Q in fiber classes counting stable maps,

(ii) Pandharipande-Thomas invariants of Q in fiber classes counting stable pairs,

(iii) Generalized Donaldson-Thomas invariants of Q counting 2-dimensional sheaves sup-

ported on fibers of p.

The Gromov-Witten invariants of Q in fiber classes are equal (up to factor of 4) to the

Hodge integrals Ng,β we are interested in. Moreover, the correspondence between Gromov–

Witten theory and Pandharipande–Thomas theory conjectured in [53, 62] was proven for the

threefold Q by Pandharipande and Pixton in [61]. This yields a correspondence between (i)

and (ii). Here we prove that (ii) and (iii) determine each other by a simple formula. More

precisely, we show a version of Toda’s formula for K3× C [68], see Theorem 5.14.5

In conclusion all three counting theories are equivalent.

The theories (i) and (iii) yields quite different constraints on the counting invariants. On

the Gromov-Witten side we prove that for an elliptic fibration π : Y → P1 on the Enriques

surface the π-relative generating series of descendent Gromov-Witten invariants of Y are

Γ0(2) quasi-Jacobi forms for the E8-lattice and satisfy a holomorphic anomaly equation

(Theorem 4.3). This opens the door to using tools from the theory of modular forms. In

particular we use that, for any a > 2, a Γ0(2)-modular form is uniquely determined by those

of its n-th Fourier coefficients where n is not divisibile by a (Lemma 2.11). In other words,

the n-th Fourier coefficients, where a does not divide n, determine those where a does divide

n. This will allow us to determine invariants of higher divisibility from lower divisibility. On

the sheaf side, autoequivalences of Y will imply the key property that Ng,β only depends

upon β through the square β2 and the divisibility div(β). The final argument can then be

best described as Sudoku: Everything is determined from these conditions by modularity

constraints and a few geometric computations (essentially we only use Göttsche’s formula

for the Euler characteristic of the Hilbert scheme of Y ).

1.3. Plan of the paper. In Section 2 we introduce the background from modular and Ja-

cobi forms that we need. Proofs for this part are deferred to Appendix A. In Section 3 we

determine the derived monodromy group of the Enriques in terms of the Mukai lattice of the

covering K3 surface, and classify the orbits of primitive invariant Mukai vectors under its

action. In Section 4 we study the Gromov-Witten theory of an elliptic Enriques surface by

a degeneration to the rational elliptic surface. The main result is the holomorphic anomaly

equation for the relative potentials (Theorem 4.3). In Section 5 we consider the Enriques-

Calabi-Yau threefold and its three counting theories. First, by using the derived momodromy

group of the Enriques, we show that the generalized 2-dimensional Donaldson-Thomas invari-

ants only depend on the square, the divisibility and the type. Then we prove Toda’s formula

5Recently, Feyzbakhsh-Thomas [23] proved that for many Calabi-Yau threefolds, Pandharipande-Thomas
invariants and 2-dimensional generalized Donaldson-Thomas invariants determine each other by a very general
but usually quite complicated formula. We do not need their more advanced result here.
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and discuss its consequences. In Section 6 we put the constraints from Gromov-Witten and

Donaldson-Thomas theory together and finish the proof of Theorem 1.1. Section 7 proves

Corollary 1.5 on the Vafa-Witten invariants.

1.4. Acknowledgements. I thank Honglu Fan, Daniel Huybrechts, Jan-Willem van Itter-

sum, Giacomo Mezzedimi, Rahul Pandharipande, Maximilian Schimpf, and Richard Thomas

for discussions on the Enriques surface. I also thank the referees for careful reading and useful

comments. The author was supported by the starting grant ’Correspondences in enumerative

geometry: Hilbert schemes, K3 surfaces and modular forms’, No 101041491 of the European

Research Council.

2. Modular and Jacobi forms

Modular forms are holomorphic functions f : H → C on the upper half plane H = {τ ∈ C :

Im(τ) > 0} which satisfy a transformation property with respect to a congruence subgroup of

SL2(Z) and are bounded at infinity. Jacobi forms are generalizations of modular forms that

also depend on elliptic parameters x = (x1, . . . , xn). Quasi-Jacobi forms are holomorphic

parts of non-holomorphic Jacobi forms. For detailed expositions on these subjects we refer

to [12, 41] for modular forms, [17, 75] for Jacobi forms and [48, 60, 34] for quasi-Jacobi forms.

Here we introduce only the background we need later on. In particular, Proposition 2.2 is

used in Section 5.7 and not before. Lattice quasi-Jacobi forms (Section 2.3) and their Hecke

operators (Section 2.5) appear only in Sections 4 and 6. The vanishing results of Section 2.6

only appear in the final step of Section 6.3.

2.1. Modular forms. For Γ ⊂ SL2(Z) a congruence subgroup, let Modk(Γ) and QModk(Γ)

be the vector space of weight k modular and quasi-modular forms for Γ. The algebra of

(quasi)-modular forms is Mod(Γ) = ⊕kModk(Γ) and QMod(Γ) = ⊕kQModk(Γ). Throughout

we identify a quasi-modular form f(τ) with its Fourier expansion in the variable q = e2πiτ .

We often write f(q) instead of f(τ) by a slight abuse of notation.

In the case Γ = SL2(Z), we drop the group from the notation. The basic examples here

are the weight k Eisenstein series defined for odd k > 0 by Gk = 0, and for even k > 0 by

Gk(τ) = − Bk

2 · k
+
∑
n≥1

∑
d|n

dk−1qn.

Each Gk is modular for k > 2 and G2 is quasi-modular for SL2(Z). We have

Mod = C[G4, G6], QMod = C[G2, G4, G6].

Define the Dedekind function η(τ) = q1/24
∏

n≥1(1− qn). We have

∆(τ) := η24(τ) ∈ Mod12.

More generally, consider the groups Γ0(N) = {
(
a b
c d

)
∈ SL2(Z)|c ≡ 0(N)}. The series

(2.1) F2(τ) = G2(τ)− 2G2(2τ) =
1

24
+

∑
odd d|n

dqn,

is a modular form of weight 2 for Γ0(2) and we have [7, Sec.12]

Mod(Γ0(2)) = C[F2, G4], QMod(Γ0(2)) = C[G2, F2, G4].

Moreover, it is well-known [41] that, for f ∈ Modk we have f(2τ) ∈ Modk(Γ0(2)), and

(η(τ)η(2τ))8 ∈ Mod8(Γ0(2)),
∆(τ)2

∆(2τ)
∈ Mod12(Γ0(2)).(2.2)
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Lemma 2.1. The function f(τ) = η16(2τ)/η8(τ) is a modular form for Γ0(2) of weight 4

which vanishes at the cusp τ = i∞ and is non-vanishing at τ = 0.

Proof. That f is modular of the given weight follows from (2.2). Its Fourier expansion is

f = q + O(q2) so it vanishes at τ = i∞. Moreover, τ−4f(−1/τ) = 1
28

+ O(q) by the

transformation property of the η-function [41], which shows the non-vanishing at τ = 0. □

2.2. Jacobi forms in one elliptic variable. Let z ∈ C, τ ∈ H, and set p = ez, q = e2πiτ .

Consider the renormalized odd Jacobi theta function:

Θ(z, τ) =
1

η3(τ)

∑
ν∈Z+ 1

2

(−1)⌊ν⌋ezνqν
2/2.

We require the following set of identities:

Proposition 2.2. We have

Θ(z, 2τ)2

Θ(z, τ)2
η(2τ)8

η(τ)4
(i)
= q1/2

∏
m≥1

(1− pq2m)2(1− p−1q2m)2(1− q2m)4

(1− pqm)2(1− p−1qm)2

(ii)
=

1

4

(
1

Θ
(
z
2 ,

τ
2

)2 − 1

Θ
(
z
2 ,

τ+1
2

)2
)

(iii)
=
∑
r≥1
r odd

rqr2/2 +∑
n≥1

(n+ r)(pn + p−n)qrn+r2/2


= q1/2 + 2(p+ p−1)q3/2 + 3(p2 + p−2)q5/2 + . . .

Proof. Equality (i) follows by the well-known Jacobi triple product which reads:

Θ(z, τ) = (p1/2 − p−1/2)
∏
m≥1

(1− pqm)(1− p−1qm)

(1− qm)2
.

We prove (ii). Let

F (z) =
1

4

Θ(z, τ)2

Θ(z, 2τ)2
η(τ)4

η(2τ)8

(
1

Θ
(
z
2 ,

τ
2

)2 − 1

Θ
(
z
2 ,

τ+1
2

)2
)

By a direction computation or since Θ(z, τ)2 is a (weak) Jacobi form of index 1 we have

Θ(z + 2πiλτ + 2πiµ, τ)2 = q−λ2
p−2λΘ(z, τ)2

for all λ, µ ∈ Z. One finds that

F (z + 4πi) = F (z), F (z + 4πiτ) = F (z).

The theta function Θ(z) has a simple zero at each of the lattice points z
2πi ∈ Z+Zτ . Hence

F can have poles only at the points z
2πi ∈ {0, 1, τ, 1 + τ}+ 2Z+ 2Zτ . By a direct check F is

holomorphic at all of these points and the constant term at z = 0 is one. Hence F (z) = 1.

For (iii) we use the following identity of Zagier [74, Sec.3]:

Θ(z + w)

Θ(z)Θ(w)
=

1

2

(
coth

w

2
+ coth

z

2

)
− 2

∞∑
n=1

∑
d|n

sinh(dw +
n

d
z)

 qn.

By computing d
dw |w=−z on both sides, one gets

(2.3)
1

Θ2(z, τ)
=

1

(p1/2 − p−1/2)2
+
∑
r≥1

2rqr
2
+
∑
n≥1

(2r + n)(pn + p−n)qrn+r2

 .
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Observe that

1

2

(
1

Θ
(
z
2 ,

τ
2

)2 − 1

Θ
(
z
2 ,

τ+1
2

)2
)

=

[
1

Θ(z, τ)2

]
qodd

(z/2, τ/2)

Hence (iii) follows immediately from (2.3) by taking the odd q-exponents. □

We also note the expansion

(2.4)
Θ(z, 2τ)2

Θ(z, τ)2
= exp

4
∑
k≥2

(Gk(τ)−Gk(2τ))
zk

k!


which follows by the well-known Taylor expansion: Θ(z) = z exp(−2

∑
k≥2Gkz

k/k!).

2.3. Lattice index quasi-Jacobi forms. Let6 x = (x1, . . . , xn) ∈ Cn and consider the

following real analytic functions on Cn ×H:

ν(τ) =
1

8πIm(τ)
, αi(x, τ) =

xi − xi
τ − τ

=
Im(xi)

Im(τ)
, i = 1, . . . , n.

An almost holomorphic function on Cn ×H is a function Φ : Cn ×H → C of the form

Φ(x, τ) =
∑
i≥0

∑
j=(j1,...,jn)∈(Z≥0)n

ϕi,j(x, τ)ν
iαj , αj = αj1

1 · · ·αjn
n

such that each of the finitely many non-zero ϕi,j(z, τ) is holomorphic on Cn ×H.

Write R(m,n) for the group of m × n-matrices with coefficients in a ring R. Consider a

congruence subgroup and a finite index subgroup

Γ ⊂ SL2(Z), Λ ⊂ Z(n,2)

such that Λ is preserved under the action of Γ on Z(n,2) by multiplication on the right.

An index is a symmetric rational n× n-matrix L such that

Tr(Lκ) ∈ Z for all symmetric κ ∈ SpanZ(µλ
t, λµt|(λ, µ) ∈ Λ).

For example, if Λ = Z(n,2) this says that Lij ∈ 1
2Z and Lii ∈ Z for all i, j.

Definition 2.3. An almost holomorphic weak Jacobi form of weight k and index L for the

group Γ⋉ Λ is an almost-holomorphic function Φ(x, τ) : Cn ×H → C satisfying:

(i) For all
(
a b
c d

)
∈ Γ and (λ, µ) ∈ Λ we have7

(2.5)
Φ

(
x

cτ + d
,
aτ + b

cτ + d

)
= (cτ + d)ke

(
cxtLx

cτ + d

)
Φ(x, τ)

Φ (x+ λτ + µ, τ) = e
(
−λtLλτ − 2λtLx

)
Φ(x, τ).

(ii) For all
(
a b
c d

)
∈ SL2(Z), the almost-holomorphic function

(cτ + d)−ke

(
− cxtLx

cτ + d

)
Φ

(
x

cτ + d
,
aτ + b

cτ + d

)
is of the form

∑
i,j ϕi,jα

iνj such that each ϕi,j is holomorphic on Cn×H and for some

N ≥ 1 admits a Fourier expansion of the form
∑

v∈Z≥0

∑
r∈Zn c(v, r)qv/Ne

(
1
N

∑
i xiri

)
in the region |q| < 1.

6If n = 1, the variable x ∈ C is related to the variable z ∈ C of Section 2.2 by z = 2πix.
7We write e(x) = e2πix for x ∈ C.
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Definition 2.4. A quasi-Jacobi form of weight k and index L for the group Γ ⋉ Λ is the

coefficient of ν0α0 of an almost-holomorphic Jacobi form of the same kind.

A Jacobi form is an almost-holomorphic Jacobi form which is already a holomorphic

function (i.e. does not depend on α and ν).8

The vector spaces of almost-holomorphic Jacobi forms, of quasi-Jacobi forms, and of Jacobi

forms of weight k and index L for Γ⋉ Λ are denoted by:

AHJack,L(Γ⋉ Λ), QJack,L(Γ⋉ Λ), Jack,L(Γ⋉ Λ).

If Λ = Z(n,2) we write Γ instead of Γ⋉Λ. If Γ = SL2(Z) we often drop it from the notation.

The space of quasi-Jacobi forms of index L is denoted by

QJacL =
⊕
k

QJack,L.

Taking the constant term of an almost-holomorphic Jacobi form defines an isomorphism:

(2.6) ct : AHJack,L(Γ⋉ Λ)
∼=−→ QJack,L(Γ⋉ Λ),

∑
i,j

ϕi,jα
iνj 7→ ϕ0,0.

Definition 2.5 ([60, Sec.1]). Define the holomorphic anomaly operators by:9

d

dG2
:= ct ◦ d

dν
◦ ct−1 : QJack,L(Γ⋉ Λ) → QJack−2,L(Γ⋉ Λ).

and for all λ = (λ1, . . . , λn) ∈ Zn,

ξλ := ct ◦

(∑
i

λi
d

dαi

)
◦ ct−1 : QJack,L(Γ⋉ Λ) → QJack−1,L(Γ⋉ Λ).

2.4. Jacobi forms for the E8-lattice. Let E8 = (Z8, · ) be the unique even integral

unimodular lattice of signature (8, 0). Let b1, . . . , b8 be an integral basis of E8, and let

QE8 = (bi · bj)8i,j=1

be the intersection matrix of the lattice in this basis. For example, for a suitable basis,

QE8 =



2 −1
2 −1

−1 2 −1
−1 −1 2 −1

−1 2 −1
−1 2 −1

−1 2 −1
−1 2


We identify x = (x1, . . . , x8) ∈ C8 with

∑
i xibi, and for α ∈ E8 we write

ζα = e(x · α) =
∏
i

ζbi·αi , where ζi = e2πixi .

The theta function of the E8-lattice is defined by:

ΘE8(ζ, q) =
∑
α∈E8

ζαqα·α/2.

It is a Jacobi form of weight 4 and index 1
2QE8 for the group SL2(Z)⋉ Z(8,2), see [75].

8This is called a weak Jacobi form in [17], but we drop the word ’weak’ here since we do not need the
distinction.

9As explained in [60, Sec.1.3.4] one can interprete the first holomorphic anomaly operator as the formal
derivative in the second Eisenstein series G2(τ).
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Lemma 2.6. Let α0 ∈ E8 be a vector of square 4. Let f(x, τ) be a quasi-Jacobi form for

SL2(Z)⋉ (Z8 ⊕ Z8) of weight k and index mQE8 where m ∈ Z≥0. Then the series

Mα0,m(f)(x, τ) := q2me (m(α0 ·E8 x))
(
eξα0/2f

)
(x+ α0τ, 2τ)

is a quasi-Jacobi form of weight k and index m
2 QE8 for the group Γ0(2)⋉(2Z8⊕Z8). Moreover,

d

dG2
Mα0,m(f) =

1

2
Mα0,m

(
d

dG2
f

)
.

Proof. This will be proven in Appendix A.2. □

2.5. Hecke operators for Γ0(2). For a Laurent series

f(ζ, q) =
∑
v

∑
r∈Zn

c(v, r)qvζr

and an integer ℓ ≥ 1 define the series

(2.7) f |k,LVℓ =
∑
v≥0

∑
r∈Zn

∑
odd a|(v,r,ℓ)

ak−1c

(
ℓv

a2
,
r

a

)
qvζr

Proposition 2.7. For every ℓ, s ≥ 1 the mapping f 7→ f |k,LVℓ defines a homomorphism

1

∆(q)s
QJack,L(Γ0(2)) →

1

∆(q)ℓs
QJack,ℓL(Γ0(2))

such that

d

dG2
(f |k,LVℓ) = ℓ

(
d

dG2
f

) ∣∣∣
k−2,L

Vℓ

ξλ(f |k,LVℓ) = ℓ(ξλf)|k−1,L

for all f ∈ 1
∆(q)sQJack,L(Γ0(2)) and λ ∈ Zn

Proof. This is proven in Appendix A.3. □

2.6. Vanishing results.

Lemma 2.8. Let m be a positive integer with m > 2. The subgroup Γ of SL2(R) generated
by −id and the matrices

A :=

(
1 1/m
0 1

)
, B :=

(
1 0
2 1

)
.

is dense in SL2(R).

Proof. We first show that Γ is not discrete in SL2(R). Indeed, the matrix

M = AB−1 =

(
m−2
m

1
m

−2 1

)
.

has characteristic polynomial P (t) = det(M − tI) = t2 + (−2 + 2/m)t + 1 and two distinct

eigenvalues λ1, λ2 of absolute value 1. If λ1 is a primitive k-th root of unity, then its minimal

polynomial over Q (a cyclotomic polynomial) divides P (t). Since ±1 is not a root of P (t) we

hence must have that P (t) equals a cyclotomic polynomial, so must have integer coefficients,

hence m ∈ {1, 2}. Hence for m > 2, λi is not a root of unity, so {M,M2,M3, . . .} ⊂ Γ has

an accumulation point. Hence Γ is not discrete.

Let now G be the closure of Γ in the Lie group SL2(R). We need to show that G = SL2(R).
By the Cartan’s closed-subgroup theorem, G is a Lie group, and since Γ is non-discrete, G

has dimension ≥ 1. The modular group Γ0(2) is generated by −I and
(
1 1
0 1

)
and

(
1 0
2 1

)
, see [41],

and hence Γ0(2) ⊂ Γ. The conjugation action of Γ0(2) on the tangent space sl2 = TidSL2(R)
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is irreducible.10 The Γ0(2) action on sl2 preserves the tangent space to G. Hence TidG is a

non-zero subrepresentation of TidSL2(R), so by Schur’s lemma we get TidG = sl2, and since

SL2(R) is connected, we find G = SL2(R). □

Remark 2.9. If m = 2, the group generated by A, B and −id in Lemma 2.8 is the discrete

group C−1SL2(Z)C for C =
(
2 0
0 1

)
.

Remark 2.10. The problem to decide when a finitely generated subgroup of SL2(R) is

discrete was answered in full generality in [25].

Lemma 2.11. Let m > 2 and let f(τ) be a quasi-modular form of weight k for Γ0(2) with

Fourier expansion f(τ) =
∑

ℓ≥0 aℓq
ℓm. If k ̸= 0, then f = 0. If k = 0, then f is constant.

Proof. Let Γ be the group generated by Γ0(2) and
(1 1/m
0 1

)
. Because

(
1 0
2 1

)
∈ Γ0(2) we have

that Γ is define by Lemma 2.8.

Assume first that f(τ) is a modular form. By our assumption on the Fourier expansion

of f we have f(τ + 1/m) = f(τ) and hence that

(2.8) f

(
aτ + b

cτ + d

)
= (cτ + d)kf(τ)

for all γ =
(
a b
c d

)
∈ Γ. Since both sides of (2.8) depends continously on γ and τ , we must

have that (2.8) holds for all γ in the closure of Γ, that is for all γ ∈ SL2(R). The group

SL2(R) acts transitively on the upper half plane H. Hence, if k = 0 we get that f is constant.

If k ̸= 0, consider the element γ =
(

λ µ
−µ λ

)
∈ SL2(R) for some λ, µ ∈ R with λ2 + µ2 = 1

and µ ̸= 0. Inserting into (2.8) we get f(i) = (−µτ + λ)kf(i), and hence f(i) = 0. By the

transitivity of the SL2(R) action, (2.8) implies hence f = 0.

If f is quasi-modular, let F =
∑

j fjy
−j , where y = Im(τ), be the almost-holomorphic

modular form whose constant term is f0 = f . For γ =

(
1 1/m
0 1

)
, observe that Γ0(2m

2) ⊂

γ−1Γ0(2)γ ∩ Γ0(2). This implies that F (τ + 1/m) and F (τ) are both almost-holomorphic

modular forms for Γ0(2m
2). By assumption, their holomorphic parts are equal to the same

function f(τ) = f(τ + 1/m). Since the constant term map (2.6) is an isomorphism, we get

F (τ +1/m) = F (τ). Hence F satisfies (2.8) for all γ ∈ Γ, so by the same argument as before

it satisfies (2.8) for all g ∈ SL2(R). Hence F constant if k = 0, and F = 0 if k ̸= 0. □

Lemma 2.12. Let f(x, τ) be a quasi-Jacobi form for Γ0(2) ⋉ Z(n,2) of lattice index L and

weight k, and let

f(x, τ) =
∑

i1,...,in

fi1,...,in(τ)x
i1
1 · · ·xinn

be its Taylor expansion around the point x = 0. Then each fi1,...,in is a quasi-modular form

for Γ0(2) of weight k +
∑

l il.

Proof. The restriction to x = 0 of any quasi-Jacobi form for Γ0(2) ⋉ Z(n,2) of index L and

weight k is a quasi-modular form for Γ0(2), see [60, Sec.1.3.5]. Moreover, the derivative

10Concretely, in a suitable basis of sl2(R) conjugation with
(
1 1
0 1

)
and

(
1 0
2 1

)
act by the matrices

S =

 1 0 1
−2 1 −1
0 0 1

 , T =

1 −2 0
0 1 0
4 −4 1

 .

The matrices S, T have a single eigenvalue of geometric multiplicity 1, but the corresponding eigenvectors are
linearly independent. Hence any subspace invariant under them is all of sl2(R).
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operator d
dxi

acts on the space of quasi-Jacobi forms of index L and increases the weight by

1, see [60, Sec.1]. Hence

fi1,...,in =
1

i1! · · · in!

(
d

dx1

)i1

· · ·
(

d

dxn

)in

f(x, τ)
∣∣∣
x=0

is a quasi-modular form of weight
∑

l il increased. □

Proposition 2.13. Let m > 2 and let f(x, τ) be a quasi-Jacobi form for some lattice index L

and weight k for the group Γ0(2)⋉ (Zn⊕Zn). Assume that f has a Fourier-Jacobi expansion

f =
∑

n,r c(n, r)q
nζr such that c(n, r) ̸= 0 only if n = mℓ for some ℓ ∈ Z. If L ̸= 0 or k ̸= 0,

we have that f = 0, otherwise f is constant.

Proof. By Lemma 2.12 each coefficient in the Taylor expansion of f is a quasi-modular form

satisfying the assumptions of Lemma 2.11, and hence is a constant. We see that f does not

depend on q, so it vanishes if (L, k) ̸= 0. If (L, k) = 0, then f is a 2-periodic function of x so

a constant. □

Remark 2.14. Since we never used the boundedness at poles in the above argument, Propo-

sition 2.13 holds also for quasi-Jacobi forms in the space

1

∆(q)s
QJack,L(Γ0(2)⋉ (Zn ⊕ Zn)), s ≥ 0.

3. Monodromy and autoequivalences of the Enriques surface

We study monodromy and auto-equivalences on Enriques surfaces Y by relating them to

the covering K3 surface X → Y and using the global Torelli theorem. In Section 3.3 we first

compute the monodromy group of the Enriques surface. In Section 3.4 we also consider auto-

equivalences and determine in Proposition 3.6 the derived monodromy group of an Enriques

surface. The classification of the orbits of vectors under the derived monodromy group is

given in Section 3.5. For an introduction to Enriques surfaces we refer to [3, VIII] and [15].

3.1. Notation. Let U =
(
0 1
1 0

)
be the hyperbolic lattice and let E8 be the unique unimod-

ular even lattice of signature (8, 0). Given a lattice L, we write L(m) for the lattice with

intersection form multiplied by m.

3.2. Cohomology. Let Y be an Enriques surface, let π : X → Y be the covering K3 surface,

and let G = ⟨τ⟩ ∼= Z2 be the group generated by the covering involution τ : X → X. There

exists an isometry (a ’marking’)

(3.1) φ : H2(X,Z)
∼=−→ U ⊕ U ⊕ U ⊕ E8(−1)⊕ E8(−1)

such that φτ∗φ−1 = τ̃ , where τ̃(x1, x2, x3, y1, y2) = (−x1, x3, x2, y2, y1). In particular, we

have the invariant part:

H2(X,Z)G ∼= E8(−2)⊕ U(2)

and the anti-invariant part:

H2(X,Z)G,− = {α ∈ H2(X,Z)|τ∗α = −α} ∼= U ⊕ U(2)⊕ E8(−2).

Since any invariant class is Hodge and curves on K3 surfaces vary in a linear system, any

invariant class inH2(X,Z) descends to the Enriques surface, so that one has the isomorphism

π∗ : H2(Y,Z)
∼=−→ H2(X,Z)G.

It satisfies π∗(a) · π∗(b) = 2a · b. In particular, H2(Y,Z) ∼= E8(−1)⊕ U .
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3.3. Monodromy group. Let Y1, Y2 be Enriques surfaces. An isomorphism f : H∗(Y1,Z) →
H∗(Y2,Z) is a parallel transport operator, if there exists a smooth projective morphism

ϵ : Y → B over a smooth simply-connected curve, points b1, b2 ∈ B and isomorphisms

φi : Yi → Ybi such that f is the composition

f : H∗(Y1,Z)
φ1∗−−→ H∗(Yb1 ,Z) −→ H∗(Yb2 ,Z)

φ∗
2−→ H∗(Y2,Z),

where the middle arrow is the parallel transport obtained from trivializing Rϵ∗Z. When

Y1 = Y2 =: Y , then f is called a monodromy operator. Let Mon(Y ) ⊂ GL(H∗(Y,Z)) be the

subgroup generated by all monodromy operators.

Let Xi → Yi be the K3 cover for i = 1, 2. A lifted parallel transport operator (of a parallel

transport operator of Enriques surfaces) is the composition

f̃ : H∗(X1,Z)
φ̃1∗−−→ H∗(Xb1 ,Z) −→ H∗(Xb2 ,Z)

φ̃∗
2−→ H∗(X2,Z),

where X → Y is the double cover defined by the relative canonical bundle of ϵ, giving

rise to a family of K3 surfaces X → B, the isomorphisms φ̃i : Xi → Xbi are lifts of φi

(which always exist, since K3 surfaces are simply connected), and the middle arrow is the

parallel transport operator of the family X → B (which is automatically G-equivariant,

since it arises as an double cover). Each lifted parallel transport operator f̃ is G-equivariant,

and its restriction to the invariant part recovers the parallel transport operator f under

the isomorphism H2(X,Z)G ∼= H2(Y,Z). In case Y1 = Y2, so X1 = X2 = X, we call

f̃ a lifted monodromy operator. Let GL(H∗(X,Z))G denote the group of automorphisms

f : H∗(X,Z) → H∗(X,Z) such that f ◦g∗ = g∗ ◦f for all g ∈ G. The lifts φ̃i are unique only

up to composing with the covering involution; hence we define the lifted monodromy M̃on(Y )

as the subgroup of GL(H∗(X,Z))G/G generated by all lifted parallel transport operators.

Since (lifted) parallel transport operators are degree-preserving with fixed action on H0

and H4, and K3 and Enriques surfaces have no odd cohomology, we often identify them with

their restriction to H2, which are isometries. Hence we naturally write:

Mon(Y ) ⊂ O(H2(Y,Z)), M̃on(Y ) ⊂ O(H2(X,Z))G/G.

We have a natural commutative diagram

(3.2)

M̃on(Y ) O(H2(X,Z))G/G

Mon(Y ) O(H2(Y,Z))

rMon r

where r(ψ) = (π∗)−1◦ψ|H2(X,Z)G ◦π∗. By construction rMon is surjective. Since the invariant

lattice H2(X,Z)G is 2-elementary, also r is surjective by a criterion of Nikulin [56, 55].

Definition 3.1. Let L be a lattice of signature (m,n), m > 0. The unit sphere in any

positive-definite m-dimensional subspace of L ⊗ R is a deformation retract of the positive

cone {x ∈ LR : (x, x) > 0}. The top cohomology of the sphere is hence a 1-dimensional

representation of O(L), corresponding to a character ν : O(L) → {±1}. We write O+(L) =

Ker(ν) for the subgroup of O(L) of orientaton-preserving isometries.

Example 3.2. SinceH2(Y,Z) is of signature (1, 9), the cone {x ∈ H2(Y,R)|x·x > 0} has two
connected components. Then O+(H2(Y,Z)) ⊂ O(H2(Y,Z)) is the subgroup of orthogonal

transformations which preserves the components.
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We will also denote by

O+,+(H2(X,Z))G ⊂ O(H2(X,Z))G
the group of G-equivariant isometries of H2(X,Z) such that their restriction to both the

invariant and anti-invariant part are orientation-preserving.

Proposition 3.3. M̃on(Y ) = O+,+(H2(X,Z))G/G.

Proof. Every lifted monodromy operator is a monodromy of a K3 surface, so it preserves the

orientation on H2(X,Z). Moreover, its restriction to the invariant part H2(X,Z)G can be

identified with the monodromy of the Enriques surface, hence is also orientation-preserving.

Since the orientation-character on H2(X,Z) is the product of the orientation characters of

the antiinvariant and invariant parts, this shows that every lifted monodromy operator lies

in O+,+(H2(X,Z))G.
The converse direction is a consequence of the Torelli theorem for Enriques surfaces [55, 3],

as we explain now. A marked Enriques surfaces is a triple (X, τ, φ) where X is a K3 surface

with a fixed-point free involution τ and φ : H2(X,Z) → U3⊕E8(−1)2 is a marking such that

φτ∗φ−1 = τ̃ . By the Torelli theorem for K3 surfaces, the moduli space of marked Enriques

surfaces MEnriques is the subspace of the moduli space of marked K3 surfaces (X,φ) such

that φ−1τ̃φ is a Hodge isometry which sends an ample class to an ample class. Consider the

orthogonal complement of the invariant lattice in U3 ⊕ E8(−1)2:

M := (U(2)⊕ E8(−2))⊥ ∼= U ⊕ U(2)⊕ E8(−2).

Define the period domain

DM = {x ∈ P(M ⊗ C)|x · x = 0, x · x > 0}

and let D◦
M ⊂ DM be the complement of the locus of periods orthogonal to a (−2)-class:

D◦
M := DM \ H, H := {x ∈ P(M ⊗ C)|x · d = 0 for some d ∈M,d · d = −2.}.

The period map on the moduli space of marked K3 surfaces, then restricts to a surjection per :

MEnriques → D◦
M . The moduli space of marked K3 surfaces has two connected components

interchanged by (X,φ) 7→ (X,−φ) [31]. This gives rise to two (not necessarily connected)

components MEnriques,i, i ∈ {1, 2} of MEnriques. By the Torelli theorem of Enriques surfaces

the restriction per : MEnriques,i → D◦
M remains surjective and is generically 1-to-1. Since

M is of signature (2, ∗), DM and hence D◦
M has two connected components. Since per is

generically 1-to-1, it follows that eachMEnriques,i then decomposes as the disjoint union of two

connected components. Let φ be a marking of (X, τ) and let x = per(X, τ, φ) = φ(H2,0(X))

be its period. Let g ∈ O+,+(H2(X,Z))G. Then also (X, τ, φg) is a marked Enriques surface.

Since the restriction of g to the anti-invariant part is orientation-preserving, the period

per(X, τ, φg) = g′(x), where g′ = φ ◦ g ◦ φ−1, lies in the same connected component as

x. Moreover, since g is orientation-preserving on H2(X,Z), (X,φ) and (X,φg) lie in the

same MEnriques,i for some i. We see that (X, τ, φ) and (X, τ, gφ) lie in the same connected

component of MEnriques and hence can be connected by a path. It follows that φ−1 ◦φg = g

is a lifted parallel transport operator. □

Using the diagram (3.2) we obtain the following by restriction:

Corollary 3.4. Mon(Y ) = O+(H2(Y,Z)).

The invariant part of H2(X,Z) carries a canonical orientation determined by any invariant

ample class, and the anti-invariant part has a canonical orientation given by Re([σ]),ℑ([σ])
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where σ is the symplectic form onX. IfXi → Yi are covering K3 surfaces of Enriques surfaces

for i = 1, 2, a G-equivariant isometry φ : H2(X1,Z) → H2(X2,Z) is orientation-preserving,
if its restrictions to the invariant and antiinvariant part preserve the natural orientations.

Corollary 3.5. Let Xi → Yi be K3 surfaces covering an Enriques surface for i = 1, 2.

Any G-equivariant orientation-preserving morphism φ : H2(X1,Z) → H2(X2,Z) is a lifted

parallel-transport operator.

Proof. Clearly, any lifted parallel transport operator is orientation-preserving. Conversely,

since the moduli space of Enriques surfaces is connected, there exists a lifted parallel trans-

port operator ψ : H2(X1,Z) → H2(X2,Z). The claim then follows by applying Corollary 3.4

to ψ−1 ◦ φ. □

3.4. Derived monodromy group. For any smooth projective variety X, let Db(X) be the

bounded derived category of coherent sheaves on X. Let v(E) = ch(E)
√
tdX ∈ H∗(X,Q)

denote the Mukai vector of an element E ∈ Db(X). For γ, γ′ ∈ H2∗(X,Q) let

(γ, γ′) = −
∫
X
γ∨γ′

be the Mukai pairing, where the dualization morphism (−)∨ acts by multiplication by (−1)i

on H2i(X,Q). In paricular, for all E,E′ ∈ Db(X) we have

(v(E), v(E′)) = −χ(E,E′),

where χ(E,E′) =
∑

i(−1)i dimExti(E,E′).

Any derived equivalence Φ : Db(X1) → Db(X2) is the Fourier-Mukai transform along a

kernel E ∈ Db(X × Y ). Let pr1,pr2 be the projections of X × Y to its factors. Then the

induced transform on cohomology is:

ΦH : H∗(X1,Q) → H∗(X2,Q), γ 7→ pr2∗(pr
∗
1(γ) · v(E))

We have ΦH(v(E)) = v(Φ(E)) and (Φ1 ◦ Φ2)
H = ΦH

1 ◦ ΦH
2 .

Let Y be an Enriques surfaces and let Y1, Y2 be smooth deformations of Y . For any

equivalence11 Φ : Db(Y1) → Db(Y2), consider the composition

H∗(Y ) −→ H∗(Y1,Q)
ΦH

−−→ H∗(Y2,Q) −→ H∗(Y,Q),

where the outher arrows are the parallel transport operators induced by the deformations.

The derived monodromy group of Y is the group DMon(Y ) ⊂ O(H∗(Y,Q)) generated by all

these operators. Clearly, we have Mon(Y ) ⊂ DMon(Y ).

Any auto-equivalence Φ : Db(Y1) → Db(Y2) between Enriques surfaces lifts to an auto-

equivalence Φ̃ : Db(X1) → Db(X2) of the covering K3 surfaces, which is equivariant with

respect to, and unique up to, the covering involutions, see [64, Sec.3.3] and [50, Prop.3.5].

We let D̃Mon(Y ) ⊂ O(H∗(X,Z)) then be the subgroup generated by all compositions

(3.3) H∗(X,Z) −→ H∗(X1,Z)
Φ̃H

−−→ H∗(X2,Z) −→ H∗(X,Z),

where the outer arrows are the lifted parallel transport operators. Recall here that for K3

surfaces equivalences act on the integral cohomology, see [31].

Let O(H∗(X,Z))G be the subgroup of G-equivariant isometries, and let

O+,+(H∗(X,Z))G ⊂ O(H∗(X,Z))G
be the index 4 subgroup of G-equivariant automorphisms φ : H∗(X,Z) → H∗(X,Z) such

their restriction to both the invariant and anti-invariant part preserves the orientation.

11In fact, by a result of Bridgeland-Macioca [11], one has that Y1
∼= Y2 in this situation.
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Proposition 3.6. D̃Mon(Y ) = O+,+(H∗(X,Z))G.

Proof. We first explain the direction ’⊂’. For any K3 surface X, the lattice H∗(X,Z) has a
natural orientation determined by (Re(σ), Im(σ), 1−ω2, ω) for any Kähler class ω and for any

symplectic form σ. Moreover, any equivalence between K3 surfaces preserves this orientation,

see [32, Sec.4.5]. If X → Y covers an Enriques, the anti-invariant part has a natural orienta-

tion determined by (Re(σ), Im(σ)). Moreover, any equivalence acts as a Hodge isometry on

cohomology, so preserves this orientation. Taken together, it follows that every equivalence

also preserves the orientation on the invariant given by (1 − ω2, ω) for some G-invariant

Kähler class ω. Further, any lifted parallel transport operator is orientation preserving on

the invariant and anti-invariant part of H∗(X,Z), see Corollary 3.5. Hence we get that any

element in D̃Mon(Y ) is orientation-preserving. Thus D̃Mon(Y ) ⊂ O+,+(H∗(X,Z))G.
Conversely, let ψ ∈ O+,+(H∗(X,Z))G. We will show ψ ∈ D̃Mon(Y ) by following [50,

Proof of Prop.3.5]. Since the statement is independent of the choice of the Enriques surface,

we may assume that Y is generic, so that the Hodge classes in H∗(X,Z) are precisely the

invariant classes, that is:

H1,1(X,C) ∩H2(X,Z) = H2(X,Z)G.

Case 1: ψ(0, 0, 1) = ±(0, 0, 1)

After composing ψ with the shift functor [1]H = −idH∗(X,Z), we may assume ψ(0, 0, 1) =

(0, 0, 1). Let v = ψ(1, 0, 0) and consider the decomposition v = (r, ℓ, s) according to degree.

Since ψ is G-equivariant and (1, 0, 0) is G-invariant, v and hence ℓ is G-invariant. Since

all invariant classes on H2(X,Z) are Hodge, there exists a line bundle L ∈ Pic(Y ) with

c1(L) = ℓ. This shows that v = exp(c1(L)). After composing ψ with tensoring with L∨

we may hence assume ψ(1, 0, 0) = (1, 0, 0). Thus ψ = idH0(X,Z)⊕H4(X,Z) ⊕ ψ2 for some

ψ2 ∈ O+(H2(X,Z))G. By Proposition 3.3 ψ2 is in the image of Mon(Y ) so we are done.

Case 2: ψ(0, 0, 1) = (r, ℓ, s) =: v with r ̸= 0

After composing with the shift, we may again assume that r > 0. As before we have that

v is G-invariant, and hence that it is Hodge. Consider the moduli space M = Mh(v) of

stable sheaves on X of Mukai vector v with respect to a generic ample polarization h (which

by our assumption is automatically G-invariant). Then M is a K3 surface and there exists

a universal family E on M ×X inducing an equivalence ΦE : Db(M) → Db(X).

Consider the composition

Ψ = Φ−1
E ◦ τ∗ ◦ ΦE : Db(M) → Db(M).

For any x ∈ M , we have Ψ(k(x)) = Φ−1
E (τ∗Ex), and since τ∗(Ex) is again stable of Mukai

vector τ∗(v) = v we have that τ∗(Ex) = Ex′ for some x′ ∈ M and hence Ψ(k(x)) = k(x′).

Since Ψ takes sykscraper sheaves to skyscraper sheaves, we have Ψ = (L⊗ (−))◦ τ̃∗ for some

L ∈ Pic(M) and automorphism τ̃ . Since τ is an involution, the same holds for Ψ, and hence

τ̃2 = id and τ̃∗(L) = L∨. Moreover, let T (X) be the transcendental lattice. Then by our

assumption that Y is generic, we have that T (X) is rank 12. The equivalence induces an

isomorphism ΦH
E : T (M)

∼=−→ T (X), so T (M) is of rank 12 and ΨH |T (M) = −idT (M). This

shows that ΨH : H∗(M,Q) → H∗(M,Q) acts as the identity on all algebraic classes. In

particular, ΨH(c1(L)) = 0 shows that L = O, so Ψ = τ̃∗. Moreover, since the antiinvariant

lattice of the action of ⟨τ̃⟩ on cohomology is the same as that of G, namely U(2)⊕ E8(−2),

by [1, Thm.0.1] τ̃ is fixed point free.
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Consider now the composition

ψ̃ := ψ−1 ◦ ΦH
E : H∗(M,Z) → H∗(X,Z).

By construction we have ψ̃(0, 0, 1) = (0, 0, 1). Thus we get ψ̃(1, 0, 0) =: ṽ = (1, ℓ̃, s̃). As in

Case 1 we have that ℓ̃ is G-invariant (since ΨH(1, 0, 0) = τ̃(1, 0, 0) = (1, 0, 0) and ψ̃ is G-

equivariant), hence it is algebraic and ṽ = exp(c1(L̃)) for some L̃ ∈ Pic(X). After replacing

ψ by ψ ◦ (L̃⊗ (−))H we hence may assume that ψ̃(1, 0, 0) = (1, 0, 0), so that

ψ̃(a, β, b) = (a, ψ̃2(β), b),

for some isometry ψ2 : H2(M,Z) → H2(X,Z) which is G-equivariant, i.e. ψ2 ◦ τ̃∗ = τ∗ψ2.

Since ΦH
E is orientation-preserving (as explained when proving the direction ’⊂’), and ψ−1 is

orientation preserving by assumption, we find that ψ2 is orientation-preserving (both on the

invariant and anti-invariant parts). Hence by Corollary 3.5 ψ2 is a lifted parallel transport

operator of an Enriques surface. In conclusion, we get ψ = ΦH
E ◦ ψ̃−1 lies in D̃Mon(Y ).

Case 3: ψ(0, 0, 1) = (0, ℓ, s): Reduce to case 2 as in [50, Case 3] by composing with the

spherical twist along OX . □

We get a description of the derived monodromy group of the Enriques surface Y as follows:

Let ΛY ⊂ H∗(Y,Q) be the lattice generated by the Mukai vectors v(E) for all E ∈ Db(Y ).

Consider the pullback to the K3 cover which is given by:12

π∗ : H∗(Y,Z) → H∗(X,Z), π∗(r, β, n) = (r, π∗β, 2n).

By a direct check, with respect to the Mukai pairing we have the isomorphism of lattices

ΛY (2) ∼= π∗(ΛY ) = {(r, β, n) ∈ H∗(X,Z)|r + n even, β ∈ H2(X,Z)G}

The invariant lattice is the index 2 overlattice:

H∗(X,Z)G = {(r, β, n) ∈ H∗(X,Z)|β ∈ H2(X,Z)G} ∼= U ⊕ U(2)⊕ E8(−2).

Nevertheless, by Lemma 3.9 below any isometry φ ∈ O(H∗(X,Z)G) preserves the sublattice

π∗(ΛY ), so we get an inclusion

O(H∗(X,Z)G) ⊂ O(ΛY ).

We thus have the commutative diagram:

D̃Mon(Y ) O(H∗(X,Z))G

DMon(Y ) O(H∗(X,Z)G) O(ΛY ),

r

where r is the restriction to the invariant part.

Corollary 3.7. DMon(Y ) = O+(H∗(X,Z)G)

Proof. By construction, D̃Mon(Y ) → DMon(Y ) is surjective. Moreover, since H∗(X,Z)G is

2-elementary, by a criterion of Nikulin [56, 55] the restriction map r : O+(H∗(X,Z))G →
O+(H∗(X,Z)G) is surjective. So the claim follows from Proposition 3.6. □

Remark 3.8. In the proof above we only used derived auto-equivalences Φ̃ : Db(X1) →
Db(X2) with the property:

(i) Xi are covering K3 surfaces of generic Enriques surfaces,

(ii) Φ̃ maps Stab◦(X1) to Stab◦(X2) (see [33]),

12On the other hand, π∗(r, β
′, n) = (2r, π∗β

′, n).
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where we let Stab◦(X) denote the distinguished component of the space of Bridgeland stabil-

ity conditions of a K3 surface X constructed by Bridgeland [9]. Hence the group D̃Mon(Y )

is generated by compositions (3.3), where Φ̃ is an auto-equivalence satisfying (i) and (ii).

3.5. Orbit of vectors. Consider the lattice

M = U ⊕ U(2)⊕ E8(−2).

A primitive vector v ∈ M is called of even type if v · w is even for all w ∈ M , and it is odd

otherwise. If we let e1, f1 and e2, f2 be a symplectic basis of U and U(2) respectively (so

ei · ei = 0, fi · fi = 0, and e1 · f1 = 1 and e2 · f2 = 2), and write an element v ∈M as

v = a1e1 + b1f1 + a2e2 + b2f2 + α, α ∈ E8(−2),

then v is even if both a1, b1 are even, and it is odd otherwise. Clearly, the type of a primitive

vector is preserved under any isometry of the lattice.

Lemma 3.9. Define the sublattice L = {a1e1 + b1f1 + a2e2 + b2f2 + α|a1 + b1 even} ⊂M .

Any φ ∈ O(M) satisfies φ(L) = L.

Proof. Let v = a1e1 + b1f1 + a2e2 + b2f2 + α ∈ L. If a1, b1 are both even, then v is of even

type, hence gv is even, hence gv ∈ L. If v is odd, then v2 ≡ 2 modulo 4 if and only if a1, b1
are both odd, that is if and only if v ∈ L. Hence if v is odd and in L, so is gv. □

Proposition 3.10. Any two primitive vectors in M of the same norm and the same type

lie in the same O(M) orbit.

Proposition 3.10 was proven for primitive vectors of norm −2 and −4 in [55, Theorems

2.13 and 2.15] using Nikulin’s criterion. One can check that the same proof also implies the

general case. Alternatively, the general case was proven in [42] using an argument of Allcock.

Corollary 3.11. Any two primitive vectors in M of the same norm and the same type lie

in the same O+(M) orbit.

Proof. By the previous proposition a primitive vector of odd type (resp. even type) lies

in the O(M) orbit of e1 +mf1 (resp. of e2 +mf2) for some m. There exists orientation-

reserving isometries fixing these vectors, namely idU ⊕ (−idU(2))⊕ idE8(−2) for e1+mf1, and

−idU ⊕ idU(2)⊕E8(−2) for e2+mf2, so the O+(M) and O(M) orbits of these vectors agree. □

4. Gromov-Witten theory of the Enriques surface

In this section we study the relative generating series of descendent Gromov-Witten invari-

ants of an elliptic Enriques surface Y → P1. We prove that these series are Γ0(2) quasi-Jacobi

forms for the lattice E8 and satisfy a holomorphic anomaly equation (Theorem 4.3). Exam-

ples are discussed in Section 4.4. The proof takes place in Section 4.5.

4.1. Elliptic fibration. Consider an elliptic fibration on a generic Enriques surface

π : Y → P1.

The fibration π : Y → P1 has 12 rational nodal fibers and two double fibers 2f1, 2f2, where the

half-fibers f1, f2 are smooth rigid elliptic curves on Y . The generic fiber has class 2f1 = 2f2
and the canonical bundle is ωY = OY (f1−f2). We will denote the image of f1 (or equivalently

f2) modulo torsion by

f ∈ H2(Y,Z).
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Since Y is generic, by [3, Thm.17.7] we may assume that π has a 2-section s which is

represented by a smooth rigid elliptic curve, which appears as a half-fiber of another elliptic

fibration of Y . We have

s · s = 0, s · f = 1, f · f = 0.

We will use a fixed identification

(4.1) H2(Y,Z) ∼= U ⊕ E8(−1)

where s, f ∈ H2(Y,Z) are identified with the canonical basis e, f ∈ U .

4.2. Gromov-Witten invariants. The moduli space Mg,n(Y, β) of degree β ∈ H2(Y,Z)
stable maps to Y from connected n-marked genus g curves has a virtual fundamental class of

dimension g−1+n. Let ψi ∈ H2(Mg,n(Y, β)) be the cotangent line classes. If 2g−2+n > 0,

let τ : Mg,n(Y, β) → Mg,n be the forgetful morphism to the moduli space of stable curves.

Consider the pullback of a tautological class [21]

taut := τ∗(α), α ∈ R∗(Mg,n).

In the unstable cases 2g − 2 + n ≤ 0 we always set taut := 1.

For γ1, . . . , γn ∈ H∗(Y ) and k1, . . . , kn ≥ 0 define the Gromov-Witten invariants of Y by

(4.2)
〈
taut; τk1(γ1), . . . , τkn(γn)

〉Y
g,β

=

∫
[Mg,n(Y,β)]vir

taut ∪
n∏

i=1

ev∗i (γi)ψ
ki
i .

Remark 4.1. (a) If taut = 1, we often omit it from the notation in (4.2). Similarly, if

k1 = . . . = kn = 0, we omit the symbols τki from the notation.

(b) If β ̸= 0 is not effective, then the Gromov-Witten invariant vanishes by definition. If

β = ks+ df +α is effective, then since s, f are half-fibers of elliptic fibrations, we mast have

k, d ≥ 0 and (k, d) ̸= (0, 0).

(c) In genus zero, the virtual class of M0,n(Y, β) vanishes for dimension reasons.13 Hence for

2g − 2 + n > 0, the classes ψi and τ
∗(ψi) on Mg,n(Y, β) differ by a term that vanishes after

intersecting with the virtual class. We find that:〈
taut; τk1(γ1), . . . , τkn(γn)

〉Y
g,β

=
〈
taut

∏
i

ψki
i ; γ1, . . . , γn

〉Y
g,β
.

4.3. Generating series. Let α1, . . . , α8 ∈ H2(Y,Z) be an integral basis of the summand

E8(−1) in (4.1). We will identify the element x = (x1, . . . , x8) ∈ C8 with the element∑
i xiαi ∈ E8(−1)⊗C ⊂ H2(Y,C). Let ζi = e2πixi . Then for any β ∈ H2(Y,Z) we will write:

(4.3) ζβ := exp(2πix · β) =
8∏

i=1

ζαi·β
i .

Definition 4.2. Assume either k > 0, or k = 0 and 2g− 2+n > 0. We define the π-relative

generating series of Gromov-Witten invariants of Y by

Fg,k(taut; τm1(γ1) · · · τmn(γn)) =
∑

β∈H2(Y,Z)
β·f=k

qs·βζβ ⟨taut; τm1(γ1) · · · τmn(γn)⟩
Y
g,β

=
∑
d≥0

∑
α∈E8(−1)

qdζα ⟨taut; τm1(γ1) · · · τmn(γn)⟩
Y
g,ks+df+α .

where for the last equality we used Remark 4.1(b).

13The virtual class of M0,n(Y, β) is the pullback of the virtual class of M0(Y, β) and hence vanishes.
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Consider the negative of the pairing matrix of the basis αi,

QE8 := (−αi · αj)
8
i,j=1 ,

which is a intersection matrix of the E8-lattice.

Our main result about the series Fg,k is the following:

Theorem 4.3. Each series Fg,k(taut; τm1(γ1) · · · τmn(γn)) is a quasi-Jacobi form for Γ0(2)⋉
(Z8 ⊕ Z8) of index 1

2kQE8, with pole of order ≤ k at cusps. More precisely, we have

Fg,k(taut; τm1(γ1) · · · τmn(γn)) ∈
(
η8(q2)

η16(q)

)k

QJac 1
2
kQE8

(Γ0(2)).

It satisfies the holomorphic anomaly equation:

(4.4)

d

dG2
Fg,k(taut; τm1(γ1) · · · τmn(γn))

=
∑
i

Fg−1,k(taut
′; τm1(γ1) · · · τmn(γn)τ0(δi)τ0(δ

∨
i ))

+
∑

g=g1+g2
k=k1+k2

{1,...,n}=A⊔B
i

Fg1,k1

(
taut1;

∏
i∈A

τmi(γi)τ0(δi)

)
Fg2,k2

(
taut2;

∏
i∈B

τmi(γi)τ0(δ
∨
i )

)

− 2
n∑

i=1

Fg,k(taut; τm1(γ1) · · · τmi−1(γi−1)τmi+1(U(γi))τmi+1(γi+1) · · · τmn(γn)).

where

•
∑

i δi ⊠ δ
∨
i is a Künneth decomposition of the class

U =
1

2
(π × π)∗∆P1 = pr∗1(f) + pr∗2(f) ∈ H∗(Y × Y )

where ∆P1 ∈ H2(P1 ×P1) is the diagonal class and pri : Y
2 → Y are the projections,

• in the last line we let U act as a correspondence, i.e. U(γ) = pr2∗(pr
∗
1(γ) ∪ U),

• in the stable case, where taut = τ∗(α), we let taut′ := τ∗ι∗(α) where ι :Mg−1,n+2 →
Mg,n is the gluing map, in the unstable case, where taut = 1, we set taut′ := 1,

• where taut1, taut2 stands for summing over the Künneth decomposition of ξ∗(taut)

with ξ the gluing map

ξ :Mg1,|A|+1(Y, β1)×Y Mg2,|B|+1(Y, β2) →Mg,n(Y, β).

Before turning to the proof, we note some basic consequences of the theorem. Consider

the semisimple weight operator

WT = [s ∪ −, U ] : H∗(Y ) → H∗(Y )

and let wt(γ) ∈ {−1, 0, 1} be the eigenvalue of an eigenvector. Concretely, we have

wt(γ) =


1 if γ ∈ {s, p}
0 if γ ∈ E8(−1)

−1 if γ ∈ {1, f}.

Corollary 4.4. If all γi are wt-homogeneous, then the series Fg,k(taut; τm1(γ1) · · · τmn(γn))

is of quasi-Jacobi form of weight 2g − 2 + n+
∑

i wt(γi) and index 1
2kQE8.

Proof. This can be proven by the same argument as in [60, Sec.3.1]. □
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For any λ ∈ E8(−1) ⊂ H2(Y,Z) consider the operator:14

tλ : H∗(Y,Z) → H∗(Y,Z), tλ(x) = (f · x)λ− (λ · x)f.

Corollary 4.5. For any λ ∈ E8(−1) ⊂ H2(Y,Z) we have the elliptic anomaly equation:

(4.5) ξλFg,k(τm1(γ1) · · · τmn(γn)) =
n∑

i=1

Fg,k(· · · τmi−1(γi−1)τmi(tλ(γi))τmi+1(γi+1) · · · ).

Proof. This is proved as in [60, Sec.3.3]. □

4.4. Examples of Theorem 4.3.

4.4.1. Genus 0. Consider the genus 0 series

F0,0(τ0(γ1)τ0(γ2)τ0(γ3)) =

∫
Y
γ1γ2γ3.

A direct check shows that the right hand side vanishes unless
∑

i wt(γi) = −1, which is in

agreement with Theorem 4.3 and Corollary 4.4.

4.4.2. Degree 0. The virtual class in degree β = 0 is as follows:

[Mg,n(Y, 0)]
vir =


[M0,n × Y ] if g = 0, n ≥ 3

[M1,n × Y ]c2(Y ) if g = 1, n ≥ 1

0 if g ≥ 2.

Using the string equation for d > 0 and the constant evaluation we hence obtain:

F1,0(τ1(1)) =
1

24

∫
Y
c2(Y ) =

1

2

which is as predicted of weight 0.

4.4.3. Fiber classes. Maulik and Pandharipande [52] proved that for d > 0 we have

N1,df = 2σ−1(d)− σ−1(d/2), Ng,df = 0, g > 1,

where

σ−1(d) =

{∑
k|d

1
k if d ∈ Z>0

0 otherwise .

For the series F1,0(τ0(s)) which is of weight 2 according to Corollary 4.4 we obtain:

F1,0(τ0(s)) = 2G2(q)− 2G2(q
2) = G2(q) +

1

24
F2(q)

where the modular form F2(q) was defined in (2.1). The holomorphic anomaly equation of

Theorem 4.3 gives correctly:

d

dG2
F1,0(τ0(s)) = 2F0,0(τ0(s)τ0(f)τ0(1))− 2F1,0(τ1(1)) = 2− 1 = 1.

14Under the well-known identification so(H2(Y,Q)) = ∧2H2(Y,Q), we have tλ = λ ∧ f .



CURVE COUNTING ON THE ENRIQUES SURFACE AND THE KLEMM-MARIÑO FORMULA 22

4.4.4. Hodge integrals. For g ≥ 2 or k > 0 define the series

Fg,k := Fg,k((−1)g−1λg−1).

By Corollary 4.4 Fg,k is a quasi-Jacobi form of weight 2g − 2 and index 1
2kQE8 .

By the splitting formulas for the Chern classes c(E) proved in [20, Proof of Prop.2], the

holomorphic anomaly equation (Theorem 4.3) says

d

dG2
Fg,k = 2Fg−1,k(c(E∨); τ0(1)τ0(f)) + 2

∑
g1,g2,k1,k2

Fg1,k1(c(E
∨); τ0(1))Fg2,k2(c(E

∨); τ0(f)).

Because of the τ0(1) insertion, the first term on the right vanishes. Similarly, the only term

that contributes in the second term is g1 = 1 and k1 = 0. We have

F1,0(c(E∨); τ0(1)) =

∫
[M1,1(Y,0)]vir

(−1)λ1 =

∫
M1,1

−λ1
∫
Y
c2(Y ) = −1

2
.

Combined with the elliptic anomaly equation we conclude

d

dG2
Fg,k = −kFg−1,k, ξλFg,k = 0 for all λ ∈ E8(−1).

4.5. Proof of Theorem 4.3. The elliptic Enriques Y → P1 admits a degeneration

Y ⇝ R ∪E X1,

where R is the rational elliptic surface and X1 is an elliptic surface with two double fibers,

glued along a common smooth fiber E [52]. The degeneration respects the elliptic fibrations

and Theorem 4.3 follows by applying the degeneration formula [45, 46]. Concretely, below

we first introduce the elliptic surfaces R and X1, and state their holomorphic anomaly

equations in the relative case (R,E) and (X1, E) following [60]. In Section 4.5.3 we then

construct the degeneration and determine how the cohomology classes of Y specialize to the

central fiber. In Section 4.5.4 we apply the degeneration formula. There is a small extra

step: the degeneration formula does not give us all of the modular behaviour we want. The

remaining bit is proven by using the monodromy in Section 4.5.5.

4.5.1. Rational elliptic surface. Let R be a rational elliptic surface, which is obtained by

blowing up P2 along the base locus of a (sufficiently generic) pencil of cubic curves. Let

π : R → P1 be the elliptic fibration induced from the pencil, let B ⊂ R be a fixed section,

let F ∈ Pic(R) be the class of a fiber and set

W := B +
1

2
F ∈ H2(R,Q).

There is a natural orthogonal decomposition

(4.6) H2(R,Z) ∼= SpanZ(B,F )⊕ E8(−1).

We identify E8(−1) with its image inH2(R,Z) under this decomposition. Following a parallel

convention as in (4.3), we pick a basis of E8(−1) and use the symbols ζβ, β ∈ H2(R,Z).
Let E ⊂ R be a fixed smooth fiber of π : R→ P1 over a point pt ∈ P1, and let

η =
(
(η1, δ1), . . . , (ηl(η), δℓ(η))

)
, with ηi ≥ 1, δi ∈ H∗(E,Q)

be an ordered cohomology weighted partition underlying the partition η = (ηi) of k. Let

M
′
g,n(R/E, β; η) be the moduli space of relative stable maps f : C → R[ℓ] from possibly

disconnected genus g curves in class β to R with ordered ramification profile η over the

relative divisor E, with the requirement that every connected component C ′ of the domain

C satisfies that (i) π ◦ f |C′ is non-constant, or (ii) C ′ has genus g′ and carries n′ markings

with 2g′ − 2 + n′ > 0, see also [60, Sec.3.2] for the condition on the domain. Let evi and
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evreli be the interior and relative evaluation maps of the moduli space and define the relative

Gromov-Witten invariants:〈
taut; τm1(γ1) · · · τmn(γn); η

〉R/E,•
g,β

=

∫
[M

′
g,n(R/E,β;η)]vir

taut

n∏
i=1

ev∗i (γi)ψ
ki
i ·

ℓ(η)∏
i=1

evrel∗i (δi),

The generating series of relative invariants is defined by

F
R/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η) =

∑
β∈H2(R,Z)

π∗β=k

qW ·βζβ
〈
taut; τm1(γ1) · · · τmn(γn); η

〉R/E,•
g,β

Theorem 4.6. We have

F
R/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η) ∈ ∆(q)−k/2QJac k

2
QE8

(SL2(Z)⋉ (Z8 ⊕ Z8)).

We have the G2 holomorphic anomaly equation

d

dG2
F

R/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η) =

F
R/E,•
g−1,k (taut′; τm1(γ1) · · · τmn(γn)τ0τ0(∆

rel
P1/pt); η)

+ 2
∑

{1,...,n}=S1⊔S2
m≥0

g=g1+g2+m

∑
b;b1,...,bm
ℓ;ℓ1,...,ℓm

∏m
i=1 bi
m!

[
F

R/E,•
g1,k

(
taut1;

∏
i∈S1

τmi(γi);
(
(b, 1), (bi,∆E,ℓi)

m
i=1

))

× F
P1×E/E0⊔E∞,•,rubber
g2,k

(
taut2;

∏
i∈S2

τmi(γi);
(
(b, 1), (bi,∆

∨
E,ℓi

)mi=1

)
, η
)]

− 2

n∑
i=1

F
R/E,•
g,k (taut; τm1(γ1) · · · τmi−1(γi−1)τmi+1(π

∗π∗(γi))τmi+1(γi+1) · · · τmn(γn); η)

− 2

l(η)∑
i=1

F
R/E,•
g,k (ψrel

i · taut; τm1(γ1) · · · τmn(γn);
(
(η1, δ1), . . . , (ηi, π

∗
EπE∗δi)︸ ︷︷ ︸
i-th

, . . . , (ηn, δn)
))

and the elliptic anomaly equation

ξλF
R/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η) =

n∑
i=1

F
R/E,•
g,k (taut; τm1(γ1) · · · τmi−1(γi−1)τmi(tλ(γi))τmi+1(γi+1) · · · τmn(γn); η)

for all λ ∈ E8(−1) ⊂ H2(R,Z), where tλ(x) = (F · x)λ− (λ · x)F .

Proof. In the statement of the G2-holomorphic anomaly equation we used additional nota-

tion: For the relative diagonal ∆rel
P1/x and for τ0τ0(· · · ) see [58, Sec.2.4] and [58, Sec.3.2,4.3]

respectively. The supscript ’rubber’ stands for integrating over the moduli space of rubber

relative stable maps to P1 ×E/E0 ⊔E∞, see [58, Sec.4.5]. We let ψrel be the relative ψ-class

on the moduli space of stable maps to (R,E), and let πE : E → pt be the projection.

The proof of the first two parts of the theorem follows by translating Proposition 26 and

Theorems 23 and 24 in [60] into the notation that we use here. The descendent insertions

ψki
i on M

′
g,n(R, β; η) can always be traded for tautological classes pulled back from the

moduli space of curves. The series F
R/E,•
g,k (taut; γ1, . . . , γn; η) in our notation is then precisely∫

p∗(taut)Cπ/E,•
g,k (γ1, . . . , γn; η) in the notation of [60]. A more subtle detail concerns the

formula for the holomorphic anomaly equation. In [60] the holomorphic anomaly equation
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uses the descendent classes ψi ∈ H2(M
•
g,n(B/pt, k)) in the third term (see [60, Sec.3.2] for

the bullet convention here), while we use ψi ∈ H2(M
′
g,n(R/E, β)). This difference does not

make a difference when integrating. Indeed, if q :M
′
g,n(R, β) →M

•
g,n(B, k) is the projection

map, the contribution from the difference q∗(ψi) − ψi consists of genus 0 invariants in fiber

classes, which vanish for dimension reasons (Remark 4.1(c)). Finally, the elliptic anomaly

equation follows from Proposition B.1 in the Appendix. □

We will require a modification of the generating series. Let α0 ∈ E8(−1) be a class with

α2
0 = −4. Recall from Section 2.4 the operator on quasi-Jacobi forms15

Mα0,m(f) := q2me
(
−m(α0 ·E8(−1) x)

) (
eξα0/2f

)
(x+ α0τ, 2τ),

which defines a morphism

∆(q)−mQJacmQE8
(SL2(Z)⋉ (Z8 ⊕ Z8)) → ∆(q2)−mQJac 1

2
mQE8

(Γ0(2)⋉ (2Z8 ⊕ Z8)).

Define the modified series

F̃
R/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η) :=Mα0,k

(
F

R/E,•
g,2k (taut; τm1(γ1) · · · τmn(γn); η)

)
Using the elliptic anomaly equation of Theorem 4.6 we can write explicitly

F̃
R/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η)

=q2ke
(
−k(α0 ·E8(−1) x)

)
F

R/E,•
g,2k (taut; τm1(e

tα0/2γ1) · · · τmn(e
tα0/2γn); η)(x+ α0τ, 2τ)

=
∑

β∈H2(R,Z)
π∗β=2k

q(2W+α0+F )·βe

((
x− 1

2
(α0 ·E8(−1) x)F

)
· β
)〈

taut; τm1(e
tα0/2γ1) · · · τmn(e

tα0/2γn); η
〉R/E,•

g,β

=
∑

β∈H2(R,Z)
π∗β=2k

qe
tα0/2(2W )·βe

(
etα0/2(x) · β

)〈
taut; τm1(e

tα0/2γ1) · · · τmn(e
tα0/2γn); η

〉R/E,•

g,β

As a corollary of Theorem 4.6 and Lemma 2.6 we have:

Corollary 4.7. We have

F̃
R/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η) ∈ ∆(q2)−kQJac k

2
QE8

(Γ0(2)⋉ (2Z8 ⊕ Z8)).

It satisfies the G2-holomorphic anomaly equation of Theorem 4.6 but with the right hand side

multiplied by 1
2 .

4.5.2. The elliptic surface X1. Let E be a smooth elliptic curve. Let tE be translation

on E by a 2-torsion point, and let invP1 denote an involution of P1. The involution τ =

(tE , invP1) ∈ Aut(E × P1) is fixed-point free. Define the quotient

X1 := (E × P1)/⟨τ⟩.

By projecting to the second factor the surface X1 admits an isotrivial elliptic fibration

π : X1 → P1/⟨invP1⟩ ∼= P1

with general fiber E and with two double fibers (the half-fibers are both isomorphic to

E′ := E/⟨tE⟩.) Write fX1 ∈ H2(X1) for the class of the half-fiber, and let sX1 ∈ H2(X1) be

the class of the image of {e} × P1 for any e ∈ E under the quotient map E × P1 → X1. In

particular, sX1 is the class of a 2-section isomorphic to P1. We have

s2X1
= 0, sX1 · fX1 = 1, f2X1

= 0.

15Here the intersection product is on E8(−1); we have α0 ·E8 x = −α0 ·E8(−1) x.
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Define the generating series

FX1
g,k (taut; τm1(γ1) · · · τmn(γn)) =

∑
d≥0

qd ⟨taut; τm1(γ1) · · · τmn(γn)⟩
X1
g,ksX1

+dfX1

Theorem 4.8. Each FX1
g,k (taut; τm1(γ1) · · · τmn(γn)) is a quasi-modular form for SL2(Z) (i.e.

an element of QMod = C[G2, G4, G6]), which satisfies the holomorphic anomaly equation

(4.4) with U replaced by

U =
1

2
(π × π)∗∆P1 = pr∗1(fX1) + pr∗2(fX1) ∈ H∗(X1 ×X1).

For the proof consider the projection to the first factor

p : X1 → E′ = E/⟨tE⟩,

which is a P1-bundle.

Lemma 4.9. We have X1
∼= P(OE′ ⊕L) for a 2-torsion line bundle L ∈ Pic(E′). Moreover,

under this isomorphism p is the morphism to the base E′.

Proof. The P1-bundle p : X1 → E′ has two disjoint sections corresponding to the two fixed

points of the involution invP1 . Hence it is the projectivization of the direct sum of two line

bundles. Let us say X1 = P(OE′ ⊕L) for some L ∈ Pic(E′). A local neighbourhood of one of

the sections is given by (E ×C)/⟨(tE ,−1)⟩ which shows that the section has normal bundle

which is the descent of the line bundle OE along E → E′, where OE carries the negative of

the canonical linearization. Hence it is 2-torsion. Since the normal bundle is isomorphic to

L or L∨, this shows that L is 2-torsion. □

Proof of Theorem 4.8. Gromov-Witten invariants are invariant under deformations of the

complex structure. The relative projective bundle P(Luniv ⊕ OE′) → E′ × Pic0(E′), where

Luniv is the Poincare bundle on E′ × Pic0(E′), defines a deformation of X1 → P1 to the

trivial elliptic fibration E′×P1 → P1. The fiber class fX1 deforms to the class [E′× pt], and

the section class sX1 deforms to [pt × P1]. The result hence follows immediately from the

holomorphic anomaly equation proven for the trivial elliptic fibration in [59, Cor.2]. □

Remark 4.10. Let E ⊂ X1 be a generic fiber of the elliptic fibraton X1 → P1. By the

degeneration formula applied to the normal cone degeneration X1 ⇝ X1 ∪E (P1 × E) the

relative Gromov-Witten invariants of (X1, E) can be expressed in terms of the absolute

invariants of X1 and the relative invariants of (P1 ×E,E0), see the arguments of [60, Sec.5]

in a parallel situation. The quasi-modularity property and holomorphic anomaly equation is

known for both the absolute invariants of X1 (by Theorem 4.8) and the relative invariants

of (P1 × E/E) (by [60, Sec.5]). The same arguments as in [60, Sec.5] then imply that16

F
X1/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η) =

∑
d≥0

qd
〈
taut; τm1(γ1) · · · τmn(γn); η

〉X1/E,•
g,ksX1

+dfX1

16Note that the natural fiber class of P1 × E corresponds to the twice the half-fiber of X1, so needs to
be measured by the variable q2. In other words, we have to apply the operator R2 of Lemma A.8 to the
natural generating series of Gromov-Witten invariants of (P1 × E,E). The compatibility of d

dG2
with R2 in

Lemma A.8 shows that in this variable convention the holomorphic anomaly equation for (P1 × E,E) has
to be stated for the class U = 1

2
∆P1 = 1

2
(pr∗1([pt × E]) + pr∗2([pt × E])) which matches precisely the desired

formula for X1. The operator R2 is also the source of the Γ0(2)-modularity for the relative invariants.
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is an element in QMod(Γ0(2)) and satisfies the relative G2-holomorphic anomaly equation:

d

dG2
F

X1/E,•
g,k (taut; τm1(γ1) · · · τmn(γn); η) =

F
X1/E,•
g−1,k (taut′; τm1(γ1) · · · τmn(γn)τ0τ0(

1

2
∆rel

P1/pt); η)

+ 2
∑

{1,...,n}=S1⊔S2
m≥0

g=g1+g2+m

∑
b;b1,...,bm
ℓ;ℓ1,...,ℓm

∏m
i=1 bi
m!

[
F

X1/E,•
g1,k

(
taut1;

∏
i∈S1

τmi(γi);
(
(b,

1

2
), (bi,∆E,ℓi)

m
i=1

))

× F
P1×E/E0⊔E∞,•,rubber
g2,k

(
taut2;

∏
i∈S2

τmi(γi);
(
(b, 1), (bi,∆

∨
E,ℓi

)mi=1

)
, η
)]

− 2
n∑

i=1

F
X1/E,•
g,k (taut; τm1(γ1) · · · τmi−1(γi−1)τmi+1(

1

2
π∗π∗(γi))τmi+1(γi+1) · · · τmn(γn); η)

− 2

l(η)∑
i=1

F
X1/E,•
g,k (ψrel

i · taut; τm1(γ1) · · · τmn(γn);
(
(η1, δ1), . . . , (ηi,

1

2
π∗EπE∗δi)︸ ︷︷ ︸
i-th

, . . . , (ηn, δn)
))
.

4.5.3. Degeneration. As discussed in [52] there exists a degeneration

Y ⇝ R ∪E X1

which respects the elliptic fibrations. More precisely, there exists a morphism

ϵ : Y → ∆

over an open disk ∆ ⊂ C satisfying the following condition:

(i) Y is smooth and ϵ is flat projective, smooth away from 0,

(ii) ϵ−1(1) = Y

(iii) ϵ−1(0) = R ∪E X1 is a normal crossing divisor

(iv) There exists a flat morphism ϵ̃ : B → ∆ satisfying (i-iii) such that ϵ̃−1(1) = P1 and

ϵ̃−1(0) = P1 ∪pt P1,

(v) There is an elliptic fibration Y → B which restricts over Y,R,X1 to the given elliptic

fibrations.

The degeneration can be constructed by degenerating the Horikawa model (see [3, Sec.

VIII.18]) of the Enriques surface which we recall now: Consider the involution

ι = ι1 × ι2 : P1 × P1 → P1 × P1, ([s0, s1], [t0, t1]) 7→ ([s0,−s1], [t0,−t1]).

Let D be a (4, 4)-divisor on P1 × P1 defined by a generic element of the vector space of ι-

invariant sections of H0(P1×P1,O(4, 4)). Then D is smooth. Let X → P1×P1 be the double

cover branched along D. The involution lifts naturally to an involution ι̃ : X → X which

commutes with the covering involution cov. The composition τ := cov ◦ ι̃ is a fixed-point

free involution, whose quotient Y := X/⟨τ⟩ is a generic Enriques surface.

Let x, y ∈ P1 be distinct points interchanged by the involution ι1 : [s0, s1] → [s0,−s1].
Consider the degeneration Bl(x,0),(y,0)(P1 × A1) → A1. The central fiber is the chain P1 ∪x

P1 ∪y P1. The involution ι1 lifts to a fiberwise involution ι̃1 of the degeneration which on the

central fiber acts by ι1 on the middle copy of P1, and interchanges the two outer components.

Taking the product with P1, we obtain a degeneration

P := Bl(x,0),(y,0)(P1 × A1)× P1 → A1
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such that the involution I := ι̃1 × ι2 acts on the central fiber (P1 ∪x P1 ∪y P1) × P1 by ι

on the middle component P1 × P1 and by swapping the two outher components. Choose a

lift of D to a I-invariant divisor D on P which restricts to a smooth divisor of type (2, 4),

(0, 4), (2, 4) over the components of the central fiber. Let X → A1 be the double cover of P

branched along D, let Ĩ : X → X be the lift of I, and let Cov be the covering involution.

The (2, 4)-double cover of P1 × P1 is a rational elliptic surface, and the (0, 4)-double cover

is P1 × E. The involution T = Cov ◦ Ĩ then swaps the two rational elliptic surfaces, and

acts as ι1 × tE on the P1 × E components. Let Y := X/⟨T ⟩. Then after possible shrinking

A1 to an open disk ∆, in order to make X smooth and T fixed-point free, we obtain the

desired degeneration Y → ∆. Note that the elliptic fibration on Y is precisely the lift of the

projection to the first factor of Bl(x,0),(y,0)(P1 × A1) × P1. On the other hand, the quotient

by ⟨T ⟩ of the double cover of

Bl(x,0),(y,0)(P1 × A1)× {0}

defines a natural divisor sY ∈ H2(Y) which restricts to s ∈ H2(Y,Z) on Y . On the central

fiber it restricts to sX1 on X1, and to a divisor sR which is the preimage of P1 × 0 under the

(2, 4)-branched coverR→ P1×P1. Since sR is rationally equivalent to the preimage of P1×{t}
for any t ∈ P1 and this becomes reducible for some t, we see that sR = B1 + B2 ∈ Pic(R)

for two sections B1, B2 of π : R → P1 meeting in a point. We can choose the distinguished

section of the rational elliptic surface to be B := B1. This implies that B2 is the section

associated to a (−4)-class α0 ∈ E8(−1) ⊂ H2(R,Z), that is B2 = Bα0 := B+2F +α0. Hence

sR = B +Bα0 = 2B + 2F + α0 = 2W + F + α0.

This proves the first part of the following:

Lemma 4.11. (i) There exists a class s̃ ∈ H2(Y,Q) such that

s̃|Y = s, s̃|X1 = sX1 , s̃|R = B +Bα0 = 2B + 2F + α0.

(ii) For every α ∈ E8(−1) ⊂ H2(Y,Z) there exists a class α̃ ∈ H2(Y,Q) such that

α̃|Y = α, α̃|X1 = 0, α̃|R = j(α) = α− 1

2
(α · α0)F.

(iii) There exists a class f̃ ∈ H2(Y,Q) and p̃ ∈ H∗(Y,Q) such that

f̃ |Y = f, f̃ |X1 = 0, f̃ |R =
1

2
F.

p̃|Y = p, p̃|X1 = 0, p̃|R = p,

where p denotes the point class on Y and R.

Proof. We prove (ii). The degeneration X → ∆ is a Type II degeneration of a K3 surface.

The associated Clemens-Schmid exact sequence is well-understood and can be found for

example in [28]. By taking the invariant part, we obtain the following Clemens-Schmid

exact sequence for the degeneration Y → ∆:

0 → H0(Y,Q) → H4(Y0,Q) → H2(Y0,Q) → H2(Y,Q) → 0.

In particular, there is no vanishing cohomology and every class in H2(Y,Q) can be lifted. If

α ∈ E8(−1) ⊂ H2(Y,Z), the class sα = s+α− (α2/2)f is a 2-section of π : Y → P1 which is

the half-fiber of another elliptic fibration on Y . By considering the Horikawa model for the

pair (f, sα) we see that there is in fact an integral class ŝα ∈ H2(Y,Z) such that ŝα|Y = sα,

and hence an integral class α̂ ∈ H2(Y,Z) such that α̂|Y = α (like s, the class f can be easily

lifted to an integral class). Alternatively, the existence of an integral lift of α also follows
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since the Clemens-Schmid exact sequence for X → ∆ is exact over Z, see [24]. Now, by the

Clemens-Schmid sequence, the pair of restrictions

(α̂|X1 , α̂|R) ∈ H2(X1,Z)×H2(R,Z)

is unique up to adding an integral multiple of (2fX1 ,−F ). We can lift 2f to classes F̂1, F̂2 ∈
H2(Y,Z) such that

(F̂1|X1 , F̂1|R) = (2fX1 , 0), (F̂2|X1 , F̂2|R) = (0, F ).

From
∫
Y α · f = 0 we hence obtain that

0 =

∫
Y
α · 2f =

∫
Y
α̂ ∪ F̂i =

∫
R
α̂|R · F̂i|R +

∫
X1

α̂|X1 · F̂i|X1 .

Inserting i = 1, 2 we get that

α̂|X1 ∈ Zf, α̂|R ∈ ZF ⊕ E8(−1) ⊂ H2(R,Z).

Replace now α̃ with the unique half-integral class α̃+ ℓ
2(−F̂1 + F̂2) for some ℓ ∈ Z such that

α̃|X1 = 0, α̃|R = bF + g(α) ∈ 1

2
ZF ⊕ E8(−1)

where g(α) ∈ E8(−1). Since s ·α = 0, we get α̃|R · s̃|R = 0, and therefore b = −(g(α) ·α0)/2.

The map

α 7→ α̃|R = g(α)− (g(α) · α0)/2F
j−1

−−→ E8(−1)

is then given by α 7→ g(α) and an integral isometry of the E8-lattice. After changing our

identification of H2(R,Z) ∼= U⊕E8(−1) we hence can assume g = id. Thus we get as desired

α̃|R = α− 1

2
(α · α0)F. □

The case (iii) is immediate.

4.5.4. Degeneration formula. We now apply the degeneration formula of [45, 46] to the de-

generation Y ⇝ R∪EX1 discussed in the last section. Given cohomology classes γ1, . . . , γn ∈
H∗(Y,Z) we lift the classes in H2(Y,Z)⊕H4(Y,Z) to the total space of the degeneration as

constructed in Lemma 4.11. The unit is lifted to the unit. This yields the following:

Define the isometry φ : H∗(Y,Q) → H∗(R,Q) by

φ(1) = 1, φ(p) = p, φ(s) = 2W, φ(f) =
1

2
F, φ(α) = α for α ∈ E8(−1) ⊂ H2(Y,Z)

For every γ ∈ H∗(Y,Z) with lift γ̃ we then have

e
1
2
tα0 (φ(γ)) = γ̃|R.

Similarly, define ψ : H∗(Y,Z) → H∗(X1,Q) by

ψ(1) = 1, ψ(s) = sX1 , ψ(x) = 0 for x ∈ {f, p} ⊔ E8(−1).

Consider the series of disconnected17 Gromov-Witten invariants of Y ,

F Y,•
g,k (taut; τm1(γ1) · · · τmn(γn)) =

∑
β∈H2(Y,Z)

β·f=k

qs·βζβ ⟨taut; τm1(γ1) · · · τmn(γn)⟩
Y,•
g,β

The quasi-Jacobi form property and holomorphic anomaly equations are equivalent for dis-

connected and connected series, so we may consider the disconnected case, see [60, Sec.3.2].

17As before, we require that the every connected component C′ of the domain curve of the stable map f :
C → Y either satisfies (i) π◦f |C′ is non-constant, or (ii) C′ has genus g′ and n′ markings with 2g′−2+n′ > 0.
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The degeneration formula yields:

(4.7) F Y,•
g,k (taut; τm1(γ1) · · · τmn(γn))

=
∑

g1,g2,η

∑
{1,...,n}=A⊔B

F
X1/E,•
g1,k

taut1;
∏
j∈A

τmj (ψ(γj)) ; η

 F̃
R/E,•
g2,k

taut2;
∏
j∈B

τmj (φ(γj)) ; η
∨


By Corollary 4.7 we have

F̃
R/E,•
g2,2k

taut2;
∏
j∈B

τmj (γj) ; η
∨

 ∈ ∆(q2)−kQJac 1
2
kQE8

(Γ0(2)⋉ (2Z8 ⊕ Z8)).

By Remark 4.10 we have

F
X1/E,•
g1,k

taut1;
∏
j∈A

τmj (γj) ; η

 ∈ QMod(Γ0(2)).

Hence together we obtain that:

(4.8) F Y,•
g,k (taut; τm1(γ1) · · · τmn(γn)) ∈ ∆(q2)−kQJac 1

2
kQE8

(Γ0(2)⋉ (2Z8 ⊕ Z8)).

Moreover, the proof of [60, Prop.21] shows the compatibility of the holomorphic anomaly

equation for Y , (X1, E) and (R,E) with the degeneration formula. Hence the holomorphic

anomaly equation for (X1, E) and (R,E) given in Remark 4.10 and Corollary 4.7 imply the

holomorphic anomaly equation for Y given in Theorem 4.3.

4.5.5. Use of the monodromy. In the last section we have seen that

(4.9) Fg,k(taut; τm1(γ1) · · · τmn(γn)) ∈ ∆(q2)−kQJac 1
2
kQE8

(Γ0(2)⋉ (2Z8 ⊕ Z8)).

and satisfies the holomorphic anomaly equation (4.4). We prove here that the series is a

quasi-Jacobi form for the larger group Γ0(2)⋉ (Z8 ⊕ Z8).

To do so, observe first that each Fg,k(taut; τm1(γ1) · · · τmn(γn)) satisfies the elliptic holo-

morphic anomaly equation stated in Corollary 4.5. Indeed, the proof of Corollary 4.5, which

is given in [60, Sec.3.3], does not require the larger group, because it is only uses relations

coming from the Lie algebra of the Jacobi group.

Next we use the monodromy group of the Enriques surface. For any λ ∈ E8(−1) ⊂
H2(Y,Z) recall the operator:

tλ(x) = (f · x)λ− (λ · x)f.

Exponentiating we obtain an element in the monodromy group:

etλ ∈ O+(H2(Y,Z)) = Mon(Y ).

By using deformation invariance of Gromov-Witten invariants we get〈
taut;

∏
i

τki(γi)

〉Y

g,ks+df+α

=

〈
taut;

∏
i

τki(e
tλγi)

〉Y

g,ks+(d−α·λ− 1
2
kλ2)f+α+kλ

.

Thus we have

Fg,k(taut; τm1(γ1) · · · τmn(γn)) = q−
1
2
kλ2

ζkλFg,k(taut; τm1(e
tλγ1) · · · τmn(e

tλγn))(x+ λτ, τ)

= q−
1
2
kλ2

ζkλeξλFg,k(taut; τm1(γ1) · · · τmn(γn))(x+ λτ, τ),

where in the last line we used the elliptic anomaly equation. This precisely says that the non-

holomorphic Jacobi form corresponding to (4.9) satisfies the transformation law of Jacobi

forms under the action of (x, τ) 7→ (x+ λτ, τ).
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4.5.6. Prefactor. In the last section we have seen that

Fg,k(taut; τm1(γ1) · · · τmn(γn)) ∈ ∆(q2)−kQJac 1
2
kQE8

(Γ0(2)⋉ (Z8 ⊕ Z8)).

It remains to show that

Fg,k(taut; τm1(γ1) · · · τmn(γn)) ∈
(
η8(q2)

η16(q)

)k

QJac 1
2
kQE8

(Γ0(2)⋉ (Z8 ⊕ Z8)).

Let us denote F = Fg,k(taut; τm1(γ1) · · · τmn(γn)) and write

F =
1

∆(q2)k
H, where H ∈ QJac 1

2
kQE8

(Γ0(2)⋉ (Z8 ⊕ Z8)).

By Remark 4.1 F has no terms with negative q-exponents. We find that H(p, q) = O(q2k).

Let f(q) = η16(q2)/η8(q). By Lemma 2.1 it follows that

H̃ :=
H

f2k
∈ QJac 1

2
kQE8

(Γ0(2)⋉ (Z8 ⊕ Z8)).

We conclude that

F =
f(q)2k

∆(q2)k
H̃ =

(
η8(q2)

η(q)16

)k

H̃.

This completes the proof of Theorem 4.3. □

5. Donaldson-Thomas theory of the Enriques Calabi-Yau threefold

5.1. Definition. Let X be a K3 surface and let τ : X → X be a fixed-point free involution.

Let E be an elliptic curve and consider the involution

(τ,−1) : X × E → X × E, (x, e) 7→ (τ(x),−e).

The Enriques Calabi-Yau threefold is the quotient:

Q = (X × E)/G, G = ⟨(τ,−1)⟩.

By projecting to the second factor Q has an isotrivial K3 fibration with 4 double Enriques

fibers:

p : Q→ P1 = E/⟨−1⟩.

By projecting to the first factor we have an isotrivial elliptic fibration

πY : Q→ X/⟨τ⟩ = Y.

The fibration πY has 4 sections index by the 2-torsion points a ∈ E[2],

ιa : Ya ↪→ Q, Ya := (X × a)/Z2.

Since we work modulo torsion, the pushforward of classes

ιa∗ : H∗(Y,Z) → H∗(Q,Z)

is independent of a and we often drop a from the notation.
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5.2. Overview. In this section we study the invariants of the Enriques Calabi-Yau threefold,

in particular, the Gromov-Witten and Pandharipande-Thomas invariants and the correspon-

dence between them (Section 5.4), and the generalized Donaldson-Thomas invariants of Joyce

and Song (Section 5.5). We consider only fiber curve classes and fiber sheaves with respect

to the fibration p : Q→ P1. For the Donaldson-Thomas invariants we follow closely the work

of Toda [68] on the local K3 surface K3×C. First, in Theorem 5.4 we establish that the DT

invariants are unchanged under the derived monodromy group and hence only depend on

the square, divisibility and type of the class. Then in Theorem 5.14 we prove Toda’s formula

relating Pandharipande-Thomas invariants and 2-dimensional DT invariants. Applications

are discussed in Section 5.7 of which the most important is that the Gromov-Witten invariant

depend on the curve class only through the square and the divisibility (Proposition 5.15).

A key observation throughout the section is that Toda’s methods from [68] carry over

here almost literally by applying them to K3 × E instead and then taking every step G-

equivariantly. This is based on the priciple:

Geometry of Q = G-equivariant Geometry of X × E.

For example, one has the equivalence of the (derived) category of coherent sheaves on Q with

the (derived) category of G-equivariant sheaves on X × E,

Coh(Q) ∼= CohG(X × E), Db(Coh(Q)) ∼= Db
G(Coh(X × E)).

Under this equivalence, Gieseker stability of sheaves on Q correspond to Giesker stability of

sheaves on X × E with respect to the pullback of the polarization. Moreover, G-invariant

Bridgeland stability conditions (on subcategories of) Db(X ×E) induce stability conditions

on (corresponding subcategories of) Db(Q) [50]. G-equvariant autoequivalences on X induce

G-equivariant auto-equivalences of X × E, which then induce auto-equivalences of Q [64].

A G-invariant semi-orthogonal decomposition induces a semi-orthogonal decomposition on

the equivariant category [18]. Moduli stacks of semi-stable sheaves on Q are the fixed loci

of the induced G-action on moduli stacks of semistable sheaves on X ×E [4], etc. Hence at

several steps below we will just refer to Toda’s work, instead of rewriting every detail. For

an introduction to equivariant categories and further references we refer to [5].

5.3. Gromov-Witten theory. For β ∈ H2(Y,Z) consider the Gromov-Witten invariant

NQ
g,β =

∫
[Mg(Q,ι∗β)]vir

1.

By [52] one has the following relationship between the Gromov-Witten invariants of Q and

the invariants (1.1) of the Enriques Y , which we denote here for clarity by NY
g,β.

Proposition 5.1 ([52, Lemma 2]). NQ
g,β = 4NY

g,β.

Proof. We give a sketch. Let invP1 be an involution on P1 and consider the threefold

T = (X × P1)/⟨(τ, invP1)⟩.
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The projection T → Y is isomorphic to the P1-bundle P(OY ⊕ ωY ) → Y . There exists18 a

degeneration Q⇝ T ∪X T , which gives (with the obvious notation)

NQ
g,β = 2N

T/X
g,β = 2NT

g,β = 4NY
g,β.

where the second equality follows by the degeneration formula for the normal cone degener-

ation T ⇝ T ∪X (X × P1) and since the Gromov-Witten invariants of X × P1 vanish by a

cosection argument, and the third equality follows by a localization argument with respect

to the fiber C∗-action of T → Y . □

Let also NQ,′
g,β denote the Gromov-Witten invariants of Q with disconnected domain, but

with no collapsed connected components [61]. The connected and disconnected Gromov-

Witten invariants can be related by the transformation

exp

∑
g≥0

∑
β>0

Ng,βu
2g−2qβ

 =
∑
g,β

NQ,′
g,βu

2g−2qβ.

5.4. GW/PT correspondence. Consider the Pandharipande-Thomas invariant [62]

PTn,β :=

∫
[Pn,ι∗β(Q)]vir

1,

where we let Pn,β(Q) denote the moduli space of stable pairs (F, s) on Q with χ(F ) = n and

ch2(F ) = β. In [61, Sec.7.6] the GW/PT correspondence [62] was proven for the Enriques

Calabi-Yau threefold. In particular, in the special case of fiber classes we obtain:

Theorem 5.2 (Pandharipande-Pixton, [61]). For any β ∈ H2(Y,Z) the series
∑

n PTn,β(−p)n
is the expansion of a rational function, and under the variable change p = ez we have∑

n

PTn,β(−p)n =
∑
g

NQ,′
g,β (−1)g−1z2g−2.

5.5. Donaldson-Thomas invariants of fiber sheaves. Consider a fixed class

v = (r, β, n) ∈ H∗(Y ) = H0(Y,Z)⊕H2(Y,Z)⊕H4(Y,Z).

For any v = (r, β, n) and v′ = (r′, β′, n′) we define the Euler pairing19

v · v′ :=
∫
Y
ββ′ − rr′ − rn′ − r′n.

For any objects E,F ∈ Db(Y ) we have

ch(F ) · ch(G) = −χ(F,G).

Consider the cone of effective classes20

C(CohY ) := Im(ch : Coh(Y ) → H∗(Y,Z)).

Definition 5.3. Let ω ∈ Pic(Q) be ample and let v ∈ H∗(Y,Z). Define the invariant

DTω(v) ∈ Q as follows:

18The quotient map E → E/⟨−1⟩ = P1 has 4 branch points. Degenerate P1 to the union of two P1’s
meeting at a point, where two of the branch points specialize to each component. By taking the double cover
of the total space of this degeneration branched along this locus and the corresponding covering involution
we obtain a degeneration of the pair (E,−1) to (P1 ∪x,y P1, inv), where inv acts by invP1 on each component
and interchanges the two gluing points x, y. The degeneration Q⇝ T ∪X T is constructed from this by taking
the product with X and taking the quotient with respect to the diagonal action.

19Previously we defined the Mukai pairing (v, v′) = ββ′−rn′−r′n. Here we work with the Chern character
of a sheaf and use therefore a different pairing. The both pairings are related by (v, v′tdY ) = v · v′.

20The class ch(F ) lies in H∗(Y,Z) since the intersection form on H2(Y,Z) is even.
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• If v ∈ C(CohY ), then let DTω(v) be the generalized Donaldson-Thomas invariant of

Q defined by Joyce and Song [37], which counts ω-Gieseker semi-stable sheaves F on

Q with Chern character ch(F) = ι∗v ∈ H∗(Q,Q) for the ample class ω.

• If −v ∈ C(CohY ), then set DTω(v) := DTω(−v).
• If ±v /∈ C(CohY ), then set DTω(v) := 0.

For a non-zero vector v in a lattice L, we write div(v) (or divL(v) if we want to emphasize

the lattice) for the largest positive integer such that v/div(v) ∈ L. If v = 0 we also set

div(v) = 0. We analyse the dependence of DTω(v) on the polarization ω and the Chern

character v:

Theorem 5.4. Let v = (r, β, n) ∈ H∗(Y,Z).
(i) The invariant DTω(v) does not depend on the choice of ω. We write DT(v) = DTω(v).

(ii) The invariant DT(v) depends upon v only through:

• the square d := v · v = β2 − r2 − 2rn,

• the divisibility21 m := m(v) := divH∗(X,Z)G(π
∗v) = gcd(r, div(β), 2n).

• the type t := t(v) ∈ {odd, even} of
√
tdX · π∗(v)/div(π∗v) in H∗(X,Z)G, given

by

t =

{
even if r

m ,
2n+r
m are both even

odd otherwise .

We write DTt
d,m := DT(v).

Proof. (i) This is parallel to [68, Proof of Thm. 4.21]. For any two choices ω, ω′ the invariants

DTω(v), DTω′(v) are related by Joyce’s wall-crossing formula [36]. Let χ(v, w) =
∫
Q v

∨w ·tdQ
be the Euler pairing on H∗(Q,Q). Then because of the vanishing χ(ι∗v, ι∗v

′) = 0, the wall-

crossing terms do not contribute, and we have DTω(v) = DTω′(v).

(ii) We use the notation of Section 3.4. Let ΛY ⊂ H∗(Y,Q) be the lattice generated by

all Mukai vectors of objects in Db(Y ). Consider the isomorphism

φ : H∗(Y,Z) ·
√
tdY−−−−→ ΛY

π∗
−→ π∗ΛY ⊂ H∗(X,Z)G.

Precisely, for v = (r, β, n) ∈ H∗(Y,Z) we have

φ(v) = π∗(v
√
tdY ) = π∗(v)

√
tdX = (r, π∗β, 2n+ r) ∈ π∗ΛY ⊂ H∗(X,Z)G.

For w ∈ π∗ΛY define J(w) := DT(φ−1(w)).

Any derived autoequivalence Φ : Db(Y ) → Db(Y ) of the Enriques surface lifts to a G-

equivariant derived autoequivalence Φ̃ : Db(X) → Db(X) which induces a G-equivariant

action Φ̃H : H∗(X,Z) → H∗(X,Z). By restriction we obtain

Φ̃H |H∗(X,Z)G : H∗(X,Z)G → H∗(X,Z)G

which sends π∗(ΛY ) to itself. Assume that Φ̃ preserves the distinguished component of the

stability manifold Stab(X) constructed by Bridgeland in [9] and that Y is generic. Then by

Proposition 5.5 below we have

J(Φ̃Hw) = J(w).

Any deformation between two Enriques surfaces induces a deformation of the covering

K3 surfaces, and hence a deformation of the associated Enriques Calabi-Yau threefolds.

By the deformation invariance of generalized Donaldson-Thomas invariants, it follows that

DT(v) = DT(gv) and J(w) = J(g̃w) for any parallel-transport operator g and lifted parallel

transport operator g̃ between two Enriques surfaces respectively.

21Please note that we multiply n by 2.
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By Remark 3.8 we conclude the basic invariance

∀ g ∈ D̃Mon(Y ) : J(w) = J(gw).

With respect to the Mukai lattice we have

H∗(X,Z)G ∼= U ⊕ U(2)⊕ E8(−2),

and by Corollary 3.7 the image of D̃Mon(Y ) under the restriction to the invariant part

is O+(H∗(X,Z)G). By Corollary 3.11 we hence conclude that J(w) only depends on the

divisibility of w in the lattice H∗(X,Z)G, the square (w,w) with respect to the Mukai lattice,

and the type of w/div(w). With w = φ(v) = (r, π∗β, 2n + r) for v = (r, β, n) we have (see

the beginning of Section 3.5 for the type):

div(w) = gcd(r, div(β), 2n+ r) = gcd(r, div(β), 2n) = divH∗(X,Z)G(π
∗v) = m

(w,w) = (π∗β)2 − 2r(2n+ r) = 2
(
β · β − r(2n+ r)

)
= 2v · v,

Type of
w

div(w)
in H∗(X,Z)G =

{
even if r

m ,
2n+r
m both even

odd otherwise .
□

The following result was used in the proof above:

Proposition 5.5. Let X → Y be the covering K3 surface of a generic Enriques surface Y ,

and let Φ̃ : Db(X) → Db(X) be a G-equivariant Fourier-Mukai transform which preserves

the distinguished component Stab◦(X). Then for any w ∈ π∗ΛY we have

J(Φ̃Hw) = J(w).

Proof. We sketch the argument following [68]: Let

Coh(X × E)0 ⊂ Coh(X × E)

be the subcategory of coherent sheaves supported on fibers of X × E → E, and let

D0 = Db(Coh(X × E)0).

As explained in [68, Thm.4.20] there is a distinguished connected component Stab◦(D0) ⊂
Stab(D0) satisfying

Stab◦(D0) ∼= Stab◦(X).

Let Coh(Q)0 be the subcategory of Coh(Q) consisting of sheaves supported on fibers of

p : Q→ P1, and let DQ
0 be its derived category. There is then an equivalence of categories:

DQ
0
∼= (D0)G.

Let σ ∈ Stab◦(X) be a stability condition and write σ′ ∈ Stab◦(D0) for the corresponding

stability condition on D0. Since Y is generic, by [50, Prop.3.12] σ is G-invariant and hence

so is σ′. Therefore, by the main result of [50] the stability condition σ′ induces a stability

condition σ′G on (D0)G = DQ
0 . We let Jσ(w) ∈ Q be the generalized Donaldson-Thomas

invariant counting σ′G-semistable objects E in (D0)G ∼= DQ
0 satisfying v(E) = j∗(w) ∈ H∗(X×

E) where j : X → X ×E is the inclusion of a fiber. (The existence of moduli stacks of semi-

stable objects in (D0)G and their boundedness can be seen as follows: First the discussion

in [68, p.33] implies the existence/boundedness for the σ′-semistable sheaves in D0, and the

G-equivariant case follows then by [4, Sec.3.6]). By an argument as in Theorem 5.4(i) Jσ(w)

does not depend on σ (compare [68, Thm.4.21]), and hence as in [68, Thm.4.24] we have

Jσ(w) = J(w).
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The G-equivariant Fourier-Mukai transform Φ̃ : Db(X) → Db(X) induces a G-equivariant

Fourier-Mukai transform Φ̃′ : Db(X × E) → Db(X × E). Indeed, if Φ̃ has G-equivariant

kernel F ∈ Db(X×X)G, we have the G-equivariant kernel F⊠O∆E
∈ Db((X×E)2)G which

defines Φ̃′. Since Φ̃ preserves Stab◦(X), Φ̃′ preserves Stab◦(D0). Hence as in [68, Sec.4.10]

we get

J(w) = Jσ(w) = J
Φ̃σ

(Φ̃Hσ) = J(Φ̃Hσ).

□

Example 5.6. Let β ∈ H2(Y,Z) be primitive with β · β = 0. Then

v1 = (0, 0, 1), v2 = (0, β, 0)

are primitive classes H∗(Y,Z) of square zero, which lie in different orbits of the derived

monodromy group. Indeed, we have div(π∗v1) = 2, t(v1) odd, and div(π∗v2) = 1, t(v2) even.

Remark 5.7. Assume that v = (r, β, n) ∈ H∗(Y,Z) has divisibility div(π∗v) = gcd(r, β, 2n) =

1. If v is odd, then r is odd, and then v · v = β2 − 2rn − r2 is odd. If v is even, then r is

even, and v2 is even. Hence DT
odd/even
d,1 is non-zero only for d odd/even.

Remark 5.8. We will give representatives of the D̃Mon(Y ) orbits onH∗(Y,Z) andH∗(X,Z)G

which will be useful later on; we write v ∼ v′ if two vectors lie in the same orbit, or equiv-

alently, have the same square, divisibility, and type. For any d ∈ Z, let αd ∈ H2(Y,Z) be

a primitive class of square 2d. We first consider representatives of the orbits of primitive

vectors w ∈ H∗(X,Z)G which are given as follows:

(i) w even, primitive, then w ∼ (0, π∗αd, 0) for some d

(ii) w odd, primitive, then w ∼ (1, 0, n) for some n ∈ Z.
However, instead of (ii) one can also consider the following:

(ii’-a) w odd, primitive, 4|(w,w), then w ∼ (0, π∗αd, 1) for some d,

(ii’-b) w odd, primitive, 4 ∤ (w,w), then w ∼ (1, αd, 1) where d is odd.

Vectors w as in (ii’-a) do not lie in π∗ΛY , only their even multiplies do. Hence if v ∈ H∗(Y,Z)
has (t(v),m(v), v · v) = (odd,m, d) and d/m2 is even, then m must be even. We get the

following orbits for v ∈ H∗(Y,Z) and the corresponding vector w = φ(v) ∈ H∗(X,Z):
(i) v even, divisibility m, then v ∼ (0,mαd, 0) for some d

(ii-a) v odd, divisibility m, v2/m2 odd, then v ∼ (m,mαd, 0) and w ∼ (m,mπ∗αd,m).

(ii-b) v odd, divisibility m, v2/m2 even, then m = 2m′ even and v ∼ (0, 2m′αd,m
′) and

w ∼ (0, 2m′π∗αd, 2m
′).

The last remark gives the following Corollary:

Corollary 5.9. Let αd ∈ H2(Y,Z) be a primitive class of square 2d. The invariants DT(v)

for all v ∈ H∗(Y,Z) of divisibility div(π∗v) ≤ m0 are determined by the following set of

invariants (where d runs over all integers):

(i) DT(0,mαd, 0) for 1 ≤ m ≤ m0,

(ii) DT(0, 2m′αd,m
′) for m′ ≥ 1 with 2m′ ≤ m0,

(iii) DT(m,mαd, 0) for 1 ≤ m ≤ m0

Proposition 5.10. The primitive DT invariants are determined as follows:

∀d ∈ Z odd: DTodd
d,1 = 8e(Hilb(d+1)/2(Y )) = 8

[
1

η(τ)12

]
qd/2

(i)

∀d ∈ Z even: DTeven
d,1 = 0.(ii)
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Equivalently, for all v ∈ H∗(Y,Z) of divisibility div(π∗v) = 1,

DT(v) = 8

[
1

η(τ)12

]
qv·v/2

.

Proof. (i) For DTodd
d,1 to be non-zero, we must have d odd (see Remark 5.7), let us say

d = 2n− 1. It hence suffices to prove that

DT(1, 0,−n) = 8

[
1

η(τ)12

]
qn−1/2

= 8

∏
r≥1

1

(1− qr)12


qn

.

Any semi-stable sheaf in class v = (1, 0,−n) is the pushforward by ιa : Ya → Q of a semi-

stable sheaf E on Y with ch(E) = (1, 0,−n), where a ∈ E[2] is a 2-torsion point. Hence

E is stable torsion free sheaf on Y with c1(E) = 0 ∈ H2(Y,Z). There are two possibilities:

Either E = IZ for some length n subscheme Z ⊂ Y , or E = IZ ⊗ ωY . We see that the

moduli space of semi-stable sheaves on Q in class ι∗(1, 0,−n) is isomorphic to 8 copies of the

Hilbert schemes Hilbn(Y ). If semi-stability equals stability, the generalized DT invariant is

by definition just given by the Behrend-function weighted Euler characteristic of the scheme.

Moreover, since the Hilbn(Y ) is even-dimensional and smooth, the Behrend function is +1

everywhere [37]. Hence we obtain DTω(v) = 8e(Hilbn(Y )). The desired equality follows

therefore by Göttsche’s formula [27].

(ii) Let us denote DTn,β = DT(0, β, n). By Bridgeland [10] and Toda [69, 70] the generating

series of PT invariants can be expanded as

(5.1)
∑

n,β∈H2(Y,Z)≥0

PTn,β(−p)nqβ = exp

−
∑

n>0,β>0

nDTn,βp
nqβ

 ·
∑
n,β

Ln,β(−p)nqβ

where for every β the invariants Ln,β ∈ Z satisfy Ln,β = L−n,β for all n, and Ln,β = 0 for all

n≫ 0. Moreover, for each β > 0 we have DTn,β = DTn+div(β),β and DTn,β = DT−n,β.

Assume β is primitive. Then from this conditions we get∑
n>0,β>0

nDTn,βp
n = DT1,β

p

(1− p)2
.

Hence the qβ-coefficient of the logarithm of (5.1) reads

(5.2) −DT1,β
p

(1− p)2
+
∑
n

Ln,β(−p)n

All genus zero Gromov-Witten invariants of the Enriques Y vanish for dimension reasons.

Hence the same holds by Proposition 5.1 for the Enriques threefold Q. By the Gromov-

Witten correspondence (Theorem 5.2) we conclude that (5.2) does not have a z−2 under the

variable change p = ez, and hence no pole at p = 1. So DT1,β = 0. □

Lemma 5.11. For all even d, we have DTodd
4d,2 = −DTeven

4d,2 .

Proof. Let d even and let β = 2s+ df ∈ H2(Y,Z) which is of divisibility 2. We then have

DTeven
4d,2 = DT(0, β, 0), DTodd

4d,2 = DT(0, β, 1).

We argue similarly as in the proof of Proposition 5.10(ii). By DT(0, β, n) = DT(0, β, n+ 2)

we find ∑
n>0

nDT(0, β, n)pn = DT(0, β, 1)
p(1 + p2)

(1− p2)
+ DT(0, β, 0)

2p2

(1− p2)2
.

By the GW/PT correspondence this series does not have any pole at p = 1, which implies

the claim. Indeed, if DT(0, β, 0) = −DT(0, β, 1) the series becomes DT(0, β, 1)p/(1+p)2. □
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Remark 5.12. The Gopakumar-Vafa finiteness conjecture implies that if all positive de-

gree genus 0 Gromov-Witten invariants of a Calabi-Yau threefold vanish, then also the 1-

dimensional generalized Donaldson-Thomas invariants vanish for all curve classes and Euler

characteristics. The finiteness conjecture was recently proven in [16], so we would get the

vanishing of DTeven
d,m for free. However the proof in [16] uses methods from symplectic geom-

etry, so we prefer here to give a direct algebraic argument. The vanishing of DTeven
d,m for all

d,m follows later from Corollary 6.2.

Lemma 5.13. Let β ∈ H2(Y,Z) be non-zero. The invariant DT(r, β, n) is non-zero only if

β2 + 4(β · ω)2 ≥ 2rn+ r2.

Proof. If F ∈ Coh(Y ) is ω-Gieseker semi-stable with ch(F ) = ι∗(r, β, n), then π∗Q(F ) is

π∗Q(ω)-semistable with class ch(π∗QF ) = ι∗(r, β, 2n), see e.g. [4, Lemma 2.8]; Here πQ :

X × E → Q denotes the projection. Hence by [68, Lemma 2.5] we have

(5.3) (π∗β)2 + 2(π∗(β) · π∗ω)2 ≥ 2r(2n+ r).

We see that if the inequality (5.3) is violated, then the moduli space of semi-stable sheaves

of Chern character ι∗(r, β, n) is empty, and so DT(r, β, n) = 0. □

5.6. Toda’s formula. Define the generating series in fiber classes

PT(Q) =
∑

β∈H2(Y,Z)

∑
n∈Z

PTn,β(−p)nqβ.

Theorem 5.14 (Toda’s formula).

PT(Q) =
∏
r≥0
β>0
n≥0

exp
(
(n+ r)DT(r, β, n)qβpn

)
×
∏
r>0
β>0
n>0

exp
(
(n+ r)DT(r, β, n)qβp−n

)

Proof. We first remark that the formula is well-defined by Lemma 5.13. To prove the formula,

one argues exactly as in [68] with the only difference that one works on X×E, but performs

every step G-equivariantly. For example, given a semi-orthogonal decomposition, one consid-

ers the induced semi-orthongal decomposition on the G-equivariant category, etc. We refer

to Section 5.2 for references for the results that are needed. This is mostly straightforward,

and hence we only highlight the main differences here:

(1) The geometry X × P1 in [68] is replaced by the G-equivariant geometry of X × E.

(2) The pairing χ : Γ × Γ0 → Z in [68, 2.7] has to be replaced by the G-equivariant

pairing, which gives

χ(ch(F1), ch(F2)) =
∑
i

(−1)i dimExtiX×E(F1, F2)
G,

or equivalently, which computes the Euler pairing on the quotient Q = (X ×E)/Z2.

In particular, the wall-crossing factor χ(OX×P1 , ι∗(r, β, n)) = (n+2r) which appears

in the main formula in [68, Thm.1.1] is replaced in our case by the pairing

χQ(ch(OQ), ι∗(r, β, n)) =

∫
Y
(r, β, n)tdY = n+ r.

(3) The sheaf p∗OP1(r) in [68, Defn.2.12] has to be replaced by the set of G-equivariant

sheaves on X ×E which are pullbacks of degree r line bundles of E, or in our words,

by the set (p∗ Picr(E))G.

Note that there are precisely 8 of them: Indeed, for any a ∈ E, the line bundle

p∗OE(a) = OX×E(X × a) is G-invariant if and only if a is 2-torsion. Moreover,
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O(X × a) is simple, so for any 2-torsion point a ∈ E[2] the line bundle O(X × a)

admits precisely 2 different G-linearizations, by [64, Lemma 1]. Hence there are 4 · 2
elements in (p∗ Pic1(E))G which shows the claim for r = 1.22 The case of general r

follows since (p∗ Picr(E))G is non-canonically isomorphic to (p∗ Pic1(E))G.

As a consequence, M̂ω,θ(1, r, β) in [68, Prop.3.17] consists now of 8 isolated reduced

points if β = 0, and is empty for β ̸= 0.

(4) Right after [68, Defn.4.2], the moduli space of stable pairs (F, s) in class (n, β) is

identified with the moduli space of certain 2-term complexes L → F in the derived

category of Chern character (1, 0,−β,−n). In [68] the condition on the Chern char-

acter implies c1(L) = 0, so L ∼= O. In the G-equivariant case, we work modulo

torsion, and there are precisely 8 torsion line bundles, so the stable pair invariant is
1
8 times the invariant counting stable objects in the derived category. This cancels

the factor of 8 which appears in point (3), so overall there is no change in the final

formula.

(5) The paper [68] uses DT invariants, which are defined by unweighted (virtual) Euler

numbers, that is, which do not carry any weight by the Behrend function. This

simplification was made for technical reasons and the technical gaps were later filled

in [70]. Hence the Behrend weight can be added in [68] and we do the same here. □

5.7. Consequences of Toda’s formula. Define the invariants dt(v) ∈ Q for v ∈ H∗(Y,Z)
inductively by the equation

(5.4) DT(v) =
∑
k|v

k≥1 odd

1

k2
dt
(v
k

)

Note here ’odd k|v’ means k is an odd integer ≥ 1 such that v/k ∈ H∗(Y,Z) or equivalently,
k| gcd(r, β, n). Since k is odd, this is equivalent to k|m(v) = gcd(r, β, 2n). By Theorem 5.4

the invariant dt(v) again only depends upon v through the square d = v · v, the divisibility

m = gcd(r, β, 2n) and the type t(v). Hence we again write

dttm,d := dt(v).

By taking the log in Toda’s formula and inserting (5.4), and interchanging sums, we obtain:

logPT(Q) =
∑
β>0

∑
k≥1
k odd

1

k
qkβ

∑
r≥0

∑
n≥0

(n+ r)dt(r, β, n)pkn +
∑
r>0

∑
n>0

(n+ r)dt(r, β, n)p−kn


Define the series:

fPTβ (p) =
∑
r≥0

∑
n≥0

(n+ r)dt(r, β, n)pn +
∑
r>0

∑
n>0

(n+ r)dt(r, β, n)p−n

=
∑
n>0

∑
r>0

(n+ r)dt(r, β, n)(pn + p−n) +
∑
n>0

ndt(0, β, n)pn +
∑
r>0

rdt(r, β, 0)(5.5)

We find that

logPT(Q) =
∑
β>0

∑
k≥1
k odd

1

k
qkβfPTβ (pk).

22The 8 elements in (p∗ Pic0(E))G correspond to the 8 line bundles on Q given by OQ,OQ(Ya − Yb) for
a, b ∈ E[2] with a ̸= b, and OQ(Ya1 − Ya2 + Ya3 − Ya4) for E[2] = {a1, a2, a3, a4}.
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On the Gromov-Witten side, define invariants nQg,β inductively by

NQ
g,β =

∑
k|β

k≥1 odd

k2g−3nQg,β/k.

Define also

fGWβ (z) =
∑
g

nQg,β(−1)g−1z2g−2

By the Gromov-Witten/Pairs correspondence we have under the variable change p = ez

logPT(Q) =
∑
g,β

NQ
g,β(−1)g−1z2g−2qβ

=
∑
β>0

∑
k≥1
k odd

1

k
qkβ

∑
g

nQg,β(−1)g−1(kz)2g−2

=
∑
β>0

∑
k≥1
k odd

1

k
qkβfGWβ (kz).

We hence find that under the variable change p = ez we have:

fGWβ (z) = fPTβ (p).

Proposition 5.15. The Gromov-Witten invariant NQ
g,β depends on β only through β2 and

the divisibility of β.

Proof. It suffices to show that nQg,β only depends on β2 and div(β). For v = (r, β, n) ∈
H∗(Y,Z), the square of v, the divisibility of π∗(v), and the type of v only depends on

r, n,div(β), β · β. Hence by Theorem 5.4, the series fPTβ (p) only depends upon β through β2

and div(β). The claim hence follows from fGWβ (z) = fPTβ (p). □

Recall the coefficients ωg(n) defined for all g, n by

ωg(n) = (−1)g−1

[
Θ(z, 2τ)2

Θ(z, τ)2
η(2τ)8

η(τ)16

]
z2g−2qn

Proposition 5.16. The following two statements are equivalent:

(i) For all v ∈ H∗(Y,Z) of divisibility div(π∗v) ≤ m we have

dt(v) = 8[η−12(τ)]qv·v/2 .

(ii) For all effective β ∈ H2(Y,Z) of divisibility div(β) ≤ m we have

nQg,β = 8ωg

(
β2

2

)
.

We start with the following basic computation:

Lemma 5.17. For any β ∈ H2(Y,Z) we have[
Θ(z, 2τ)2

Θ(z, τ)2
η(2τ)8

η(τ)16

]
qβ

2/2

=
∑
n>0

r>0 odd

(n+ r)[η−12(τ)]
qβ

2/2−rn−r2/2(p
n + p−n) +

∑
r>0
r odd

r[η−12(τ)]
qβ

2/2−r2/2
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Proof. By Proposition 2.2 we have:

η−12(τ)
Θ(z, 2τ)2η(2τ)8

Θ(z, τ)2η4(τ)
=η−12(τ)

∑
r>0
r odd

(∑
n>0

(n+ r)(pn + p−n)qrn+r2/2 + rqr
2/2

)

=
∑

d≥0,n>0
r>0 odd

(n+ r)[η−12(τ)]
qd−rn−r2/2(p

n + p−n)qd−rn−r2/2qrn+r2/2

+
∑
d

∑
r>0
r odd

r[η−12(τ)]
qd−r2/2q

d−r2/2qr
2/2.

The claim follows by taking the qβ
2/2 coefficient. □

Proof of Proposition 5.16. Assume (i) first. Since the q-expansion of η−12(τ) has only half-

integral exponents, it follows that dt(v) = 0 for all v of divisibility ≤ m with v · v even. Let

β ∈ H2(Y,Z) be of divisibility ≤ m. Since on the right hand side of (5.5) there are only DT

invariants of classes v = (r, β, n) of divisibility ≤ m, we get

fGWβ = fPTβ = 8
∑
n>0

r>0 odd

(n+ r)[η−12(τ)]β2/2−rn−r2/2(p
n + p−n) + 8

∑
r>0
r odd

r[η−12(τ)]β2/2−r2/2

= 8

[
Θ(z, 2τ)2

Θ(z, τ)2
η(2τ)8

η(τ)16

]
qβ

2/2

where the second line is Lemma 5.17. Taking the z2g−2-coefficient yields: nQg,β = 8ωg

(
β2/2

)
.

Hence (i) implies (ii). Conversely, we need to argue that the condition

(5.6) ∀β ∈ H2(Y,Z) with div(β) ≤ m :

[
8
Θ(z, 2τ)2η(2τ)8

Θ(z, τ)2η16(τ)

]
qβ

2/2

=
∑
n>0

∑
r>0

(n+ r)dt(r, β, n)(pn + p−n) +
∑
n>0

ndt(0, β, n)pn +
∑
r>0

rdt(r, β, 0)

has at most one solution for the dt(v) where div(π∗v) ≤ m.

By Proposition 2.2 the q-coefficients of Θ(z, 2τ)2η(2τ)8/Θ(z, τ)2η16(τ) are Laurent poly-

nomials in p invariant under p 7→ 1/p. Hence condition (5.6) and Lemma 5.13 imply

dt(0, β, n) = 0 for all div(β) ≤ m and n > 0.

Since dt(0, β, n) = dt(0, β, n+ div(β)) we get that

(†) dt(0, β, n) = 0 for all div(β) ≤ m, n ∈ Z.

Let v = (r, β, n) ∈ H∗(Y,Z) of divisibility m′ ≤ m. Let αd ∈ H2(Y,Z) denote any

primitive class of square 2d. We check the possible cases of v according to Corollary 5.9:

• If v is of even type, then dt(v) = dt(0,m′αd, 0) for some d. By (†) this gives dt(v) = 0

which is as claimed by (i).

• If v is odd and v2/(m′)2 is even, then m′ = 2m′′ is even and dt(v) = dt(0, 2m′′αd,m
′′)

for some d. Hence dt(v) = 0 as claimed by (i).

• If v is odd and v2/(m′)2 odd, then dt = dt(m′,m′αd, 0) for some d. Assume that

dt(v′) is already determined inductively if v′ is of divisibility m(v′) < m′, or if v′ has

divisibility m(v′) = m′ but (v′)2 < v2. Then consider the p0-coefficient of fPTm′αd
(p):

[fPTm′αd
(p)]p0 =

∑
r>0

rdt(r,m′αd, 0).
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The left hand side is determined from (ii). If r < m′ then (r,m′αd, 0) has divisibility

< m′, so dt(r,m′αd, 0) is known. If r > m′, then (r,m′αd, 0)
2 = (m′)2α2

d − r2 < v2,

so is also known. Hence dt(m′,m′αd, 0) is the only undetermined term in the above

equation, hence is a posteriori also determined.

We conclude that given (ii) for divisibility ≤ m, there is a unique way to fix dt(v) for

divisibility ≤ m, and in the first part we have seen that this must be dt(v) = [η−12(τ)]
qv

2/2 .

□

6. Putting everything together

In this section we conclude the Klemm-Mariño formula from what we have done before.

6.1. Statement of result. Consider the generating series of Gromov-Witten invariants:

FGW
ℓ =

∑
g≥1

(−1)g−1z2g−2FGW
g,ℓ , FGW

g,ℓ (ζ, q) :=
∑
d≥0

∑
α∈E8(−1)

NQ
g,ℓs+df+αζ

αqd

where for ℓ = 0 we assume g > 1 or df + α > 0. In the language of the last section, we have

(6.1) FGW
ℓ =

∑
d≥0

∑
α∈E8(−1)

qdζα
∑

k|(ℓ,d,α)
k odd

1

k
fGWℓ

k
s+ d

k
f+α

k

(kz)

Consider also the analogues expected from the Klemm-Mariño formula:

FKM
ℓ =

∑
g≥1

(−1)g−1z2g−2FKM
g,ℓ , FKM

g,ℓ :=
∑
d≥0

α∈E8(−1)

∑
k|(ℓ,d,α)
k odd

8k2g−3ωg

(
2ℓd+ α2

2k2

)
qdζα

where ∑
n

ωg(n)q
n = (−1)g−1

[
Θ(z, 2τ)2

Θ(z, τ)2
η(2τ)8

η(τ)16

]
z2g−2

.

For the cases ℓ > 0 we have equivalently:

FKM
g,1 (ζ, q) = 8ΘE8(ζ, q)

∑
n

ωg(n)q
n

FKM
g,ℓ = FKM

g,1 |2g−2, 1
2
QE8

Vℓ

where the Hecke operator was defined in (2.7). If we also let

(6.2) fKMβ :=

[
Θ(z, 2τ)2

Θ(z, τ)2
η(2τ)8

η(τ)16

]
qβ

2/2

then the analogue of (6.1) is:

FKM
ℓ =

∑
d≥0

∑
α∈E8(−1)

qdζα
∑

k|(ℓ,d,α)
k odd

1

k
fKMℓ

k
s+ d

k
f+α

k

(kz)

Our goal in this section is to prove that all of these above are equal:

Theorem 6.1. The difference

F̂g,ℓ := FGW
g,ℓ (ζ, q)− FKM

g,ℓ (ζ, q).

vanishes for all g, ℓ. In particular,

FKM
ℓ = FGW

ℓ , FKM
g,ℓ = FGW

g,ℓ , fKMβ = fGWβ = fPTβ .

Using Proposition 5.16 we obtain the following corollary (which implies Theorem 1.1 due

to Proposition 5.1):
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Corollary 6.2. For any β ∈ H2(Y,Z), g ≥ 0 and v ∈ H∗(Y,Z) we have

NQ
g,β =

∑
k|β

k≥1 odd

8k2g−3ωg

(
β2

2k2

)
, nQg,β = 8ωg

(
β2/2

)

DT(v) = 8
∑
k|v

k≥1 odd

1

k2

[
1

η(τ)12

]
q
v/k·v/k

2

, dt(v) = 8

[
1

η12(τ)

]
qv·v/2

6.2. Similarities between FGW and FKM. Before starting the proof of Theorem 6.1 we

recall some basic properties of our generating series from earlier sections:

Proposition 6.3. For ℓ > 0, FKM
g,ℓ (ζ, q) and FGW

g,ℓ (ζ, q) are elements of weight 2g − 2 in the

space of quasi-Jacobi forms 1
∆(q)ℓ

QJac 1
2
ℓQE8

(Γ0(2)) satisfying

d

dG2
F ∗
g,ℓ = −ℓF ∗

g−1,ℓ, ξλF
∗
g,ℓ = 0 for all λ ∈ E8(−1), for ∗ ∈ {GW,KM}.

Proof. For FGW
g,ℓ this follows from the example discussed in Section 4.4.4, and the comparision

of GW invariants of Q and Y in Proposition 5.1.

On the KM-side, we consider first

FKM
g,1 = 8ΘE8(ζ, q)(−1)g−1

[
Θ(z, 2τ)2

Θ(z, τ)2
η(2τ)8

η(τ)16

]
z2g−2

.

The right side is the weight 4 Jacobi form ΘE8(ζ, q) multiplied by a quasi-modular form in
1

∆(q)QMod(Γ0(2)) of weight 2g − 2− 4, see (2.2) and (2.4). Hence we have

FKM
g,1 ∈ 1

∆(q)
QJac 1

2
QE8

(Γ0(2)),

Moreover, FKM
g,1 is of weight 2g − 2 and satisfies ξλF

KM
g,1 = 0. Since by (2.4) we have

Θ(z, 2τ)2

Θ(z, τ)2
= exp

(
G2(τ)z

2 + terms involving only modular forms
)
,

we further find
d

dG2
FKM
g,1 = −FKM

g−1,1.

The general case follows by applying the Hecke operators |Vℓ and Proposition 2.7. □

Proposition 6.4. For ∗ ∈ {KM,GW}, the coefficient of qdζα of F ∗
g,ℓ only depends on g, the

square 2ℓd+ α2 and the divisibility gcd(ℓ, d,div(α)). In other words, there exists a function

a∗(g,D,m) such that that
[
F ∗
g,ℓ

]
qdζα

= a∗(g, 2ℓd+ α2, gcd(ℓ, d,div(α))) for all g, ℓ, d, α.

Proof. For the Gromov-Witten invariants, this was proven in Proposition 5.15. The KM-side

follows by inspection. □

Consider the difference of the invariant dt(r, β, d) and the expected answer:

d̂t(r, β, d) := dt(r, β, d)− 8[η−12(τ)]β2/2−r2/2−rn

Set also

f̂β := fGWβ (z)− fKMβ (z) = fPTβ (p)− fKMβ (p)

where we identify here a rational function in p again with the Taylor expansion at z = 0

under the variable change p = ez.
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Lemma 6.5. For any β we have

f̂β =
∑
n>0

∑
r>0

(n+ r)d̂t(r, β, n)(pn + p−n) +
∑
n>0

nd̂t(0, β, n)pn +
∑
r>0

rd̂t(r, β, 0).

Proof. Recall the description from (5.5):

fPTβ (p) =
∑
n>0

∑
r>0

(n+ r)dt(r, β, n)(pn + p−n) +
∑
n>0

ndt(0, β, n)pn +
∑
r>0

rdt(r, β, 0)

By the definition (6.2) and Lemma 5.17 we also have

fKMβ =
∑
n>0

r>0 odd

(n+ r)[η−12(τ)]
qβ

2/2−rn−r2/2(p
n + p−n) +

∑
r>0
r odd

r[η−12(τ)]
qβ

2/2−r2/2 .

Subtracting both terms yields the result (observe that again, η−12(τ) is a power series with

half-integer exponents only). □

6.3. Proof of Theorem 6.1. We argue by induction on ℓ.

Case ℓ = 0. By Maulik and Pandharipande’s computation of Ng,df in [52] which was recalled

in Section 4.4.3 we have

FGW
g,0 = δg=1

∑
d>0

8
∑

odd k|d

1

k
qd.

This equals FKM
g,0 by observing that

ωg(0) = (−1)g−1

Θ(z, 2τ)2

Θ(z, τ)2
η(2τ)8

η(τ)16

∣∣∣∣∣
q=0


z2g−2

= (−1)g−1[1]z2g−2 = δg=1.

Case ℓ = 1. By Proposition 5.10 we know all fiber DT invariants of Q for primitive classes,

and by Proposition 5.16 this implies that for all primitive curve classes β we have

NQ
g,β = nQg,β = 8ωg

(
β2

2

)
.

In particular, this applies to β = s+ df + α and immediately gives F̂g,1 = 0.

Case ℓ = 2. By Proposition 6.4 and the cases ℓ ∈ {0, 1} we have for all g:

• The qdζα-coefficient of F̂g,2 vanishes whenever 2s+ df + α is primitive,

• The coefficient q0 of F̂g,2 vanish.

Hence F̂g,2 is a linear combination of the monodmials q2dζ2α for some d ≥ 1 and α ∈ E8(−1).

Since gcd(ℓ, 2d, 2α) is always equal to 2, by Proposition 6.4 the coefficient of this monomial

depends only on
1

8
(2s+ 2df + 2α)2 = d+ α2/2.

Therefore we may write [
F̂g,2

]
q2dζ2α

= αg(d+ α2/2)

for some cofficients αg(n). Summing over d, α we get:

(6.3)

F̂g,2 =
∑
d,α

αg(d+ α2/2)q2dζ2α

=
∑
d,α

αg(d+ α2/2)q2(d+α2/2)ζ2α(q2)−α2/2

=

(∑
n

αg(n)q
2n

)
ΘE8(ζ

2, q2).
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Hence:

• It suffices to prove the vanishing of F̂g,2 for its q2dζ0-coefficients.

We can conclude one more vanishing from (6.3): Recall that

F̂g,2 ∈
1

∆(q)2
QJacQE8

(Γ0(2)).

By standard facts on Jacobi forms (e.g. [57, Lemma 2.20] or the Appendix) we also have

ΘE8(ζ
2, q2) ∈ QJacQE8

,4(Γ0(2)).

We conclude that

Hg(q) :=
∑
n

αg(n)q
2n ∈ 1

∆(q)2
QMod(Γ0(2)).

The holomorphic anomaly equation for F̂g,2 (Proposition 6.3) shows that

(6.4)
d

dG2
Hg(q) = −2Hg−1(q).

Since F̂g,2 is of weight 2g − 2 and ΘE8(ζ
2, q2) is of weight 4, the weight of Hg is 2g − 6.

Lemma 6.6. Hg(q) = 0 for g ≤ 8.

Proof. We argue by induction on g, with H0 = 0 the base. By induction and (6.4) we may

assume that Hg lies in 1
∆(q)4

Mod(Γ0(2)). Since Hg(q) has only even q-exponents, the quasi-

modular form Hg(q) satisfies Hg(τ +
1
2) = Hg(τ) in the variable τ where q = e2πiτ , that is it

satisfies the modular transformation property also for the matrix

(
1 1/2
0 1

)
. By Remark 2.9

it follows that Hg(τ) is hg(2τ) for a function hg(τ) that satisfies the modular transformation

properties for SL2(Z). Since hg has only a single cusp, and hg(2τ) = Hg(τ) is bounded for

q → 0, we get that hg(τ) ∈ Mod = C[G4, G6]. Since the q0 coefficient of Hg vanishes, also

the q0-coefficient of hg vanishes. Hence hg = 0 if its weight 2g − 6 ≤ 10, or g ≤ 8. □

By the lemma we conclude:

• F̂g,2 = 0 for g ≤ 8.

In particular, the series F̂2 =
∑

g(−1)g−1z2g−2F̂g,2 satisfies:

(6.5) F̂2|z=0 = 0,
d2F̂2

d2z

∣∣∣
z=0

= 0.

We want to apply Lemma 5.11 to the coefficient[
F̂2

]
q2dζ0

= f̂βd
, where βd := 2s+ 2df.

For all odd r we have that (r, βd, n) ∈ H∗(Y,Z) has divisibility m(r, βd, n) = 1. Hence by

the case ℓ = 1 above, and Theorem 5.4 and 5.16 we have for all odd r,

d̂t(r, βd, n) = 0.

Moreover, Lemma 5.11 and using the definition of dt observe also that

dtodd4t,2 = DTodd
4t,2 = −DTeven

4t,2 = −dteven4t,2 for all even t ∈ Z

and hence

d̂t
odd

4t,2 = −d̂t
even

4t,2 for all even t ∈ Z.

where we write d̂t
t

s,m for d̂t(v) if v is of type t, square v2 = s and divisibility div(π∗(v)) = m.

Define

a(s) := d̂t
odd

8s,2.
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For even r, lets say r = 2r̃, we then have gcd(r, βd, 2n) = 2 and so:

d̂t(2r̃, βd, n) =

d̂t
odd

β2
d−4r̃2−4r̃n,2 if r̃ odd or n odd

d̂t
even

β2
d−4r̃2−4r̃n,2 if r̃, n even

= (−1)(r̃−1)(n−1)a

(
d− r̃n

2
− r̃2

2

)
.

Inserting this into Lemma 6.5 we get that

f̂βd
=
∑
n,r̃>0

(−1)(r̃−1)(n−1)a

(
d− r̃n

2
− r̃2

2

)
(n+ 2r̃)(pn + p−n)

+
∑
r̃>0

(−1)r̃−1a
(
d− r̃2/2

)
+ a(d)

p

(1 + p)2
.

We argue now by induction on d that a(d) = 0 for all d. The base of the induction is

d < 0, where clearly a(d) = 0 (since all Gromov-Witten invariants vanish for curve classes

of negative square, and then use the argument in the proof of Proposition 5.16). Assume we

have a(d′) = 0 for all d′ < d. Then by (6.5) we have

0 = f̂βd

∣∣∣
p=1

=
1

4
a(d) + a(d− 1

2
) + (. . .)

0 =

((
p
d

dp

)2

f̂βd

)∣∣∣
p=1

= −1

8
a(d) + (. . .)

where (. . .) stands for terms a(s) where s ≤ d − 1, so for terms which vanish by induction.

We conclude that both a(d) = 0 and a(d− 1/2) = 0.

In summary, the vanishing of a(d) implies f̂βd
= 0 for all d, and hence the vanishing of the

ζ0-coefficient of F̂2. However, we have already seen that this implies the vanishing of F̂2, so

we are done with this step.

Case ℓ > 2. Assume that we have F̂g,ℓ′ = 0 for all ℓ′ < ℓ. By Proposition 6.4 and induction

it follows that the qdζα-coefficient of F̂g,ℓ vanishes unless the class ℓs+ df +α is divisible by

ℓ. Moreover, by Proposition 6.3 F̂g,ℓ is a quasi-Jacobi form of a certain weight and index.

We conclude that F̂g,ℓ is a quasi-Jacobi form with Fourier expansion of the form

F̂g,ℓ(ζ, q) =
∑
d≥0

∑
α∈E8(−1)

b(α, d)ζℓαqℓd.

By Proposition 2.13 and Remark 2.14 we get that F̂g,ℓ = 0. □

Remark 6.7. In the proof above, we could have argued the case ℓ > 2 parallel to the ℓ = 2

case, but we instead chose the more general and simpler approach.

7. Vafa-Witten theory

Let Y be an Enriques surface equipped with a generic polarization OY (1). Let p : KY → Y

be the projection and let OKY
(1) = p∗OY (1) be the induced polarization.

Definition 7.1 ([67, 3.1]). Let v ∈ H∗(Y,Q) and n ≫ 0. A Joyce-Song pair (E, s) consists

of a compactly supported coherent sheaf E on KY with ch(π∗E) = v, and a non-zero section

s ∈ H0(KY , E(n)) such that

• E is Gieseker semi-stable with respect to OKY
(1), and

• for any proper subsheave F ⊂ E which destabilizes E , the section s does not factor

through F(n) ⊂ E(n).
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The moduli space of Joyce-Song pairs Pv(n) is fine, carries a symmetric perfect obstruction

theory, and has proper fixed locus with respect to the induced C∗-action coming from scaling

the fibers of KY , see [66, 67]. Using equivariant localization we hence can define invariants

Pv(n) :=

∫
[Pv(n)C

∗ ]vir

1

e(Nvir)
.

Since H1,0(Y ) = H2,0(Y ) = 0 one has the following special case of a conjecture of Tanaka

and Thomas:

Conjecture B ([67, Conj.1.2]). There exist VW(vi) ∈ Q such that for all n≫ 0:

Pv(n) =
∑

ℓ≥1, (vi=δiv)ℓi=1:

δi>0,
∑ℓ

i=1 δi=1

(−1)ℓ

ℓ!

ℓ∏
i=1

(−1)χ(vi(n))χ(vi(n)) VW(vi)

where v(n) := vec1(OY (n)) and χ(v) :=
∫
Y tdY v.

We prove here the following:

Theorem 7.2. Conjecture B holds and the invariants VW(v) are given by

VW(r, β, n) = 2
∑

k|(r,β,n)
k≥1 odd

1

k2
b

(
β2 − 2rn− r2

2k2

)
, b(n) :=

[
1

η12(τ)

]
qn
.

Vafa and Witten predicted that for fixed rank the generating series of Vafa-Witten invari-

ants has modular behaviour [67, Sec.1.4]. We obtain here the following corollary:

Corollary 7.3. For each r > 0 the series

ZVW
r,0 (q) =

∑
n

VW(r, 0, n)q−2n−r

is a (weakly-holomorphic) modular form for Γ0(4r) of weight −6.

Proof. Let c(n) = 2b(n/2) where b(n) is defined in Theorem 7.2. Then we find

ZVW
r,0 (q) =

∑
n

∑
odd k|(r,n)

1

k2
c
(nr
k2

)
qn = 2η−12(2τ)|−1Vr

where Vr is the Hecke operator in weight −1 for group Γ0(4), see Section A.3. By [41, Exercise

III §3.17] the function η12(2τ) is a modular form of weight 6 for Γ0(4), so the result follows

from the discussion of ”wrong-weight” Hecke operators in [2, Prop.13] or [57, Sec.2.8]. □

Remark 7.4. In order to generalize Corollary 7.3 to non-vanishing first Chern class, it is

tempting to consider the formal series

ZVW
r =

∑
β∈H2(Y,Z)

∑
n∈Z

VW(r, β, n)ζβq−n− r
2 .

Since H2(Y,Z) ∼= U ⊕ E8(−1) is indefinite, the theta-like series

ϑH2(Y,Z) =
∑

β∈H2(Y,Z)

ζβq−
1
2
β2
.

does not converge. Nevertheless we may view ϑH2(Y,Z) as a formal Jacobi form of weight 5

and index 1
2H

2(Y,Z). Then Theorem 7.2 says that

ZVW
r =

∑
β

∑
n:n−r/2∈Z

qnζβ
∑

k|(r,β,2n)

1

k2
b

(
rn+ β2/2

k2

)
=
(
2ϑH2(Y,Z)η

−12(τ)
)
|−1Vr
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so ZVW
r may be viewed as a formal Jacobi form of weight −1 and index r

2H
2(Y,Z). To

actually obtain a convergent function for ZVW
r which satisfies (Mock-)Jacobi form behaviour,

one needs to instead regularize the theta series. We refer to [51] for a discussion in the case

of Hirzebruch surfaces and further references. □

The proof of Theorem 7.2 follows from our computation of the generalized Donaldson-

Thomas invariants DT(r, β, n) and a degeneration argument as we now explain.

Let Q = (R×E)/Z2 be the Enriques Calabi-Yau threefolds, where X → Y is the K3 cover,

and let p : Q→ Y and ι : Y → Q denote the projection and one of the sections respectively.

Let OQ(1) = p∗OY (1). For n≫ 0, let PQ
v (n) be the moduli space of Joyce-Song pairs (E , s)

on Q with respect to OQ(1) satisfying ch(E) = ι∗(v), or equivalently, that E is supported on

the fibers of Q → E/Z2 = P1 and ch(p∗E) = v.23 The moduli space PQ
v (n) is proper and

carries a symmetric perfect obstruction theory. Define the pairs invariants

PQ
v (n) :=

∫
[PQ

v (n)]vir
1.

By the wall-crossing formula of Joyce-Song [37, Thm.5.27] (compare [67, Eqn. (3.4)]) we

have

(7.1) PQ
v (n) =

∑
ℓ≥1, (vi=δiv)ℓi=1:

δi>0,
∑ℓ

i=1 δi=1

(−1)ℓ

ℓ!

ℓ∏
i=1

(−1)χ(vi(n))χ(vi(n)) DT(vi).

Consider the generating series:

fQv,n(t) = 1 +
∑

0<δ≤1

PQ
δv(n)t

δ +O(t1+)

where O(t1+) stands for considering the series modulo t1+ϵ for all ϵ > 0, that is as an element

in the ring

Q[tδ|δ ∈ Q>0]/(t
1+ϵ)ϵ>0

Similarly, we can put the invariants of KY in a generating series:

fKY
v,n (t) = 1 +

∑
0<δ≤1

Pδv(n)t
δ +O(t1+).

Lemma 7.5 (Degeneration formula). fQv,n(t) = fKY
v,n (t)4

Proof. We use the same degeneration as in Proposition 5.1. By the degeneration formula for

pairs [47] and with the obvious notation we have

fQv,n(t) = fT/Rv,n (t)2 = fTv,n(t)
2 = fKY

v,n (t)4,

where the second and third equality can be argued like in the proof of Proposition 5.1; the

modifications to the pairs space are explained in detail in [54, Sec.4, Sec.7]. □

Proof of Theorem 7.2. Note that we can rewrite (7.1) in generating form as:

fQv,n(t) = exp

(∑
δ>0

tδ(−1)χ(δv(n))χ(δv(n))DT(δv)

)
+O(t1+).

23The pairs space is formed here with respect to OQ(1) which is not ample, but only relative ample with
respect to Q → P1, but this suffices since the sheaves we consider are supported in the fibers.
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Hence by Lemma 7.5 we obtain

fKY
v,n (t) = exp

(∑
δ>0

tδ(−1)χ(δv(n))χ(δv(n)) · 1
4
DT(δv)

)
+O(t1+).

By taking the t1-coefficient we obtain that VW(v) are well-defined and satisfy VW(v) =
1
4DT(v). The precise value of VW(v) now follows from Corollary 6.2. □

Appendix A. Background on quasi-Jacobi forms

In Section A.1 we first introduce slash operators for quasi-Jacobi forms following partially

work of Ziegler [75]. Subsequently we give two basic ways to modify quasi-Jacobi forms. Then

we discuss Hecke operators for quasi-Jacobi forms. This proves claims made in Section 2.

A.1. Definition. Write R(m,n) for the group of m × n-matrices with coefficients in a ring

R. The Heisenberg group on n variables is given by

H
(n)
R = {[(λ, µ), κ]|λ, µ ∈ R(n,1), κ ∈ R(n,n), (κ+ µλt) symmetric}.

The group structure is defined by

[(λ, µ), κ] · [(λ′, µ′), κ′] = [(λ+ λ′, µ+ µ′), κ+ κ′ + λµ′t − µλ′t].

The group SL2(R) acts on H
(n)
R from the right by

[(λ, µ), κ] · γ = [(λ, µ) · γ, κ], γ ∈ SL2(R).

The associated semidirect product is called the Jacobi group:

G
(n)
R := SL2(R)⋉H

(n)
R .

Explicitly the product in this group is written by

(γ, [X,κ]) · (γ′, [X ′, κ′]) = (γγ′, [Xγ′ +X ′, κ+ κ′ +Xγ′JX ′t])

where X = (λ, µ), X ′ = (λ′, µ′) and J =
(

0 1
−1 0

)
.

Let H = {τ ∈ C|ℑ(τ) > 0} be the upper half plane. The group G
(n)
R acts on Cn ×H by

(γ, [(λ, µ), κ]) · (x, τ) =
(
x+ λτ + µ

cτ + d
,
aτ + b

cτ + d

)
, where γ =

(
a b

c d

)
and x = (x1, . . . , xn)

t.

Consider the following real analytic functions on Cn ×H:

ν(τ) =
1

8πIm(τ)
, αi(x, τ) =

xi − xi
τ − τ

=
Im(xi)

Im(τ)
, i = 1, . . . , n.

An almost holomorphic function on Cn ×H is a function

Φ(x, τ) =
∑
i≥0

∑
j=(j1,...,jn)∈(Z≥0)n

ϕi,j(x, τ)ν
iαj , αj = αj1

1 · · ·αjn
n

such that each of the finitely many non-zero ϕi,j(x, τ) is holomorphic on Cn ×H. We write

AH(Cn ×H) for the vector space of almost-holomorphic function.

Definition A.1. Let L be a symmetric rational n × n matrix. Let k ∈ Z. For any γ =(
a b
c d

)
∈ SL2(R), [(λ, µ), κ] ∈ H

(n)
R and Φ(x, τ) ∈ AH(Cn ×H) we define the slash operator:

(Φ|k,Lγ)(x, τ) = (cτ + d)−ke

(
− cxtLx

cτ + d

)
Φ

(
x

cτ + d
,
aτ + b

cτ + d

)
(Φ|L[(λ, µ), κ]) = e

(
λtLλτ + 2λtLx+ λtLµ+Tr(Lκ)

)
Φ(x+ λτ + µ, τ)

where e(x) := e(2πix) for every x ∈ C.
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The functions ν and α = (α1, . . . , αn) satisfy the transformations:

ν

(
aτ + b

cτ + d

)
=

1

det(γ)

[
(cτ + d)2ν(τ) +

c(cτ + d)

4πi

]
α

(
det(γ)x

cτ + d
,
aτ + b

cτ + d

)
= (cτ + d) · α(x, τ)− cx

α(x+ λτ + µ, τ) = α(x, τ) + λ

for all γ =
(
a b
c d

)
∈ GL+

2 (R) and λ, µ ∈ R. This shows that the slash operator sends (almost)

holomorphic functions to themselves. A further direct calculation shows:

Lemma A.2 ([75, Lemma 1.2]). For γ, γ′ ∈ SL2(R), ζ, ζ ′ ∈ H
(n)
R we have

Φ|k,Lγ|k,Lγ′ = Φ|k,L(γγ′), Φ|Lζ|Lζ ′ = Φ|L(ζζ ′), Φ|Lζ|k,Lγ = Φ|k,Lγ|L(ζγ)

Corollary A.3. The group G
(n)
R acts on AH(Cn ×H) by Φ 7→ Φ|k,L(γ, ζ) := Φ|k,Lγ|Lζ.

Let Γ ⊂ SL2(Z) be a congruence subgroup, and let Λ ⊂ Z(n,2) be a finite index subgroup

which is preserved under the action of Γ on Z(n,2) by multiplication on the right. Define the

subgroup of H
(n)
Z given by

HΛ =
{
[(λ, µ), κ] ∈ H

(n)
Z

∣∣∣ (λ, µ) ∈ Λ, κ ∈ SpanZ(µλ
t, λµt|(λ, µ) ∈ Λ), κ+ µλt symmetric

}
.

We obtain the subgroup Γ⋉HΛ ⊂ G
(n)
R .

Definition A.4. An almost holomorphic Jacobi form for Γ⋉ Λ of weight k and index L is

an almost-holomorphic function Φ(x, τ) =
∑

i≥0

∑
j ϕi,j(x, τ)ν

iαj satisfying

(i) Φ(x, τ)|k,Lg = Φ(x, τ) for all g ∈ Γ⋉HΛ,

(ii) for all g ∈ SL2(Z), the almost-holomorphic function Φ|k,Lg is of the form
∑

i,j ϕi,jα
iνj

such that each of the finitely many non-zero holomorphic functions ϕi,j admits a

Fourier expansion of the form
∑

v≥0

∑
r∈Zn c(v, r)qv/Nζr/N in the region |q| < 1 for

some N ≥ 1, and we used here the notation ζr = e(x · r).

Any element [(0, 0), κ] ∈ HΛ acts trivially on H × Cn; hence for an almost-holomorphic

Jacobi form for group Γ⋉ Λ to be non-zero we must have that the index L satisfies:

(†) Tr(Lκ) ∈ Z for all [(0, 0), κ] ∈ HΛ

In Section 2.3 we assumed that L satisfies (†), hence Definition (A.4) recovers and generalizes

the previous Definition 2.3.

We will use the definitions of quasi-Jacobi forms, the vector spaces AHJack,L(Γ⋉ Λ) and

QJack,L(Γ⋉ Λ), and the holomorphic anomaly operators d
dG2

, ξλ as in Section 2.3.

A.2. Modifications. We describe two basic ways to modify quasi-Jacobi forms.

We start with two technical lemmata. Extend the slash operators to the group GL2(R)+

of 2 × 2-matrices with positive determinant as follows. For any γ =
(
a b
c d

)
∈ GL2(R)+ let

γ := γ/
√
det γ where we take the positive squareroot. Then set

f |γ := f |γ = det(γ)k/2(cτ + d)−ke

(
− cxtLx

cτ + d

)
Φ

(√
det γ · x
cτ + d

,
aτ + b

cτ + d

)
.

If we let GL2(R)+ act on H
(n)
R by ζ · γ := ζ · γ, then the slash operator for GL2(R)+ satisfies

the relations in Lemma A.2 and we obtain an action of GL2(R)+ ⋉H
(n)
R .

For ℓ ∈ R>0 define also

(f |Uℓ)(x, τ) := f(ℓx, τ).
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Lemma A.5. For any γ ∈ GL+
2 (R) and ζ = [(λ, µ), κ] ∈ H

(n)
R we have

f |k,Lγ|Uℓ = f |Uℓ|k,ℓ2Lγ, f |L[(λ, µ), κ]|Uℓ = f |Uℓ|ℓ2L
[(

λ

ℓ
,
µ

ℓ

)
,
κ

ℓ2

]
Proof. Straightforward computation. □

Lemma A.6. Let Φ be an almost-holomorphic Jacobi form for Γ⋉Λ of weight k and index L.

Then for any γ =
(
a b
c d

)
∈ GL+

2 (Q) we have that Φ|k,Lγ|U√det(γ)
is of the form

∑
i,j ϕi,jα

iνj

such that each of the finitely many non-zero holomorphic functions ϕi,j admits a Fourier

expansion of the form
∑

v≥0

∑
r∈Zn c(v, r)qv/Nζr/N in the region |q| < 1 for some N ≥ 1,

Proof. Any γ ∈ GL+
2 (Q) can be written as γ1 ·γ2 where γ1 ∈ SL2(Z) and γ2 =

(
a b
0 d

)
, compare

[41, III.3, Lemma 2]. By definition of an almost-holomorphic Jacobi form we have that

Φ|k,Lγ1 =
∑
j≥0

∑
i=(i1,...,in)∈(Z≥0)n

αiνj
∑
v≥0

∑
r∈Zn

ci,j(v, r)e
(vτ
N

)
e
(rx
N

)
for some N ≥ 1. Hence we get that

Φ|k,Lγ1|γ2 =
∑
i,j

(
d√
ad

)−k+2j+
∑

r ir

αiνj
∑
v≥0

∑
r∈Zn

ci,j(v, r)e

(
v(aτ + b)

Nd

)
e

(√
adrx

dN

)
.

Appling U√
ad we hence get the desired form. □

Let L be a fixed index and consider the subgroup

VL = {[(0, 0), κ] ∈ H
(n)
Z |Tr(Lκ) ∈ Z}.

Let ζX = [X,κX ] ∈ H
(n)
Z , X = (λ, µ), and let ζX be its image in the coset (HΛ · VL) \H(n)

Z .

Let ΓX ⊂ Γ be the stabilizer of ζX with respect to the induced action of Γ on the coset.24

With J =
(

0 1
−1 0

)
as before, consider also the subgroup

ΛX = {X ′ ∈ Λ | 2 · Tr(LXJ(X ′)t) ∈ Z}.

Lemma A.7. Let ϕ(x, τ) be a quasi-Jacobi form for Γ⋉ Λ of weight k and index L. Then

ϕ||L(λ, µ) := e
(
λtLλτ + 2λtLx

) (
eξλϕ

)
(x+ λτ + µ, τ)

is a quasi-Jacobi form for ΓX ⋉ ΛX of weight k and index L. Moreover,

(A.1)
d

dG2
(ϕ||L(λ, µ)) =

(
d

dG2
ϕ

)
||L(λ, µ).

Proof. Let Φ = ct−1(ϕ) be the non-holomorphic completion of ϕ. Observe that

ϕ||L(λ, µ) = ct(Φ|LζX).

To prove the first claim it hence suffices to prove that Φ|LζX is an almost-holomorphic Jacobi

form of weight k and index L for ΓX ⋉ΛX . This is a straightforward application of the slash

operator: First, for γ ∈ ΓX we can write ζXγ = ζ ◦ [0, κ] ◦ [X,κX ] for some ζ ∈ HΛ and

[0, κ] ∈ VL. Then we get (with omitting the index L from the notation):

Φ|ζX |γ = Φ|γ|(ζX ◦ γ) = Φ|(ζX ◦ γ) = Φ|ζ|[0, κ]|ζX = Φ|ζX .

24ΓX is independent of the choice of κX .
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Second, for any ζX′ = [X ′, κ′] ∈ HΛX
we have

Φ|ζX |ζX′ = Φ|ζX′ |[0,−X ′JXt +XJX ′t]|ζX
= e(Tr(L(−X ′JXt +XJX ′t)))Φ|ζX
= e(2Tr(LXJX ′t))Φ|ζX
= Φ|ζX .

This shows that Φ satisfies part (i) of Definition A.4. The part (ii) of the definition is

immediate by using Φ|ζX |g = Φ|g|(ζXg) for any g ∈ SL2(Z) and condition (ii) for Φ.

The equality (A.1) follows immediately by observing

d

dG2
(ϕ||L(λ, µ)) =

d

dG2
ct(Φ|LζX) = Coeffν1α0(Φ|LζX). □

For an integer N ≥ 1 define an operator RN on functions f(x, τ) by

(f |RN )(x, τ) := f(x,Nτ).

Lemma A.8. The operator RN restricts to a homomorphism

QJack,L(SL2(Z)⋉ Z(n,2)) → QJack,L/N (Γ0(N)⋉ (NZn ⊕ Zn)), f 7→ f |RN

satisfying d
dG2

(f |RN ) = 1
N ( d

dG2
f)|RN and ξλ(f |RN ) = 1

N (ξλf)|RN .

Proof. Let γN =
(
N 0
0 1

)
. Then we have

f |RN = N−k/2 · f |k,LγN |U1/
√
N .

Let f ∈ AHJack,L(SL2(Z) ⋉ Z(n,2)). We check that f |RN satisfies the conditions of Defini-

tion A.4. For γ ∈ Γ0(N) by Lemma A.5 we have

(f |RN )|k,L/Nγ = N−k/2f |k,LγN |U1/
√
N |k,L/Nγ

= N−k/2f |k,LγNγ|U1/
√
N

= N−k/2f |k,LγNγγ−1
N |k,LγN |U1/

√
N

= f |RN ,

since γNΓ0(N)γ−1
N ⊂ SL2(Z). Similarly, for ζ = [(λ, µ), κ] ∈ HNZn⊕Zn , we have

(f |RN )|L/Nζ = N−k/2 · f |k,LγN |L
[(

λ√
N
,
µ√
N

)
,
κ

N

]
|U1/

√
N

= N−k/2 · f |L
[(

λ√
N
,
µ√
N

)
,
κ

N

]
◦ γ−1

N |γN |U1/
√
N

= N−k/2 · f |L
[(

λ

N
, µ

)
,
κ

N

]
|γN |U1/

√
N

= f |RN .

Finally, for any γ ∈ SL2(Z) we have

f |k,LγN |U1/
√
N |k,L/Nγ = f |k,Lγaγ|U1/

√
N = f |k,Lγaγ|U√

N |U1/N ,

hence property (ii) of Definition A.4 follows from Lemma A.6. We hence have an operator

AHJack,L(SL2(Z)⋉ Z(n,2)) → AHJack,L/N (Γ0(N)⋉ (NZn ⊕ Zn)).

The first claim follows from this and by noting that ct(f |RN ) = ct(f)|RN . If f =
∑

i,j fijα
iνj

then f |RN =
∑

i,j fijN
−j−

∑
r irαiνj , hence the ν1 and α1

i coefficient of f |RN are both

multiplied by 1/N , which shows the second claim. □
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Proof of Lemma 2.6 in Section 2. Let f(x, τ) be a quasi-Jacobi form for SL2(Z)⋉ (Z8⊕Z8)

of weight k and index mQE8 where m ∈ Z≥0. By using the commutation between R2 with

ξα0 stated in Lemma A.8 we have

Mα0,m(f) = (f |R2)||m
2
QE8

(α0, 0).

By Lemma A.8 f |R2 is a quasi-Jacobi form of weight k and index m
2 QE8 for Γ0(2)⋉(2Z8⊕Z8).

Hence by Lemma A.7, Mα0,m(f) is a quasi-Jacobi form of the same weight and index, for

the group Γ(α0,0) = Γ0(2) (use that for
(
a b
c d

)
∈ Γ0(2) we must have a odd), and lattice

Λ(α0,0) = {(λ′, µ′) ∈ 2Z8 ⊕ Z8|m(α0 ·E8 µ
′) ∈ Z} = 2Z8 ⊕ Z8.

The compatibility with the G2-derivative follows likewise by Lemmata A.8 and A.7. □

A.3. Hecke operators. Let N ≥ 1 be fixed. For ℓ ≥ 1 consider the set

Sℓ =

{(
a b
c d

)
∈ Z(2,2)

∣∣∣∣c ≡ 0(N), gcd(a,N) = 1, ad− bc = ℓ

}
.

The set Sℓ is preserved under multiplication by Γ0(N) from the left and right.

For f ∈ AHJack,L(Γ0(N)) define the Hecke operator

f |k,LVℓ := ℓk−1
∑

γ∈Γ0(N)\Sℓ

(cτ + d)−ke

(
−cℓx

tLx

cτ + d

)
f

(
ℓx

cτ + d
,
aτ + b

cτ + d

)
.

By observing that this can be rewritten as

f |k,LVℓ = ℓk/2−1
∑

γ∈Γ0(N)\Sℓ

f |k,Lγ|U√
ℓ

one observes that this is well-defined, i.e. independent of the representative of γ.

By using Lemma A.5, the properties of the slash operation, and Lemma A.6 one checks

that the Hecke operator gives a map

AHJack,L(Γ0(N)) → AHJack,ℓL(Γ0(N)), f 7→ f |k,LVℓ.

We obtain a Hecke operator on quasi-Jacobi forms:

(A.2) QJack,L(Γ0(N)) → QJack,ℓL(Γ0(N)), f 7→ f |k,LVℓ := ct
(
ct−1(f)|k,LVℓ

)
.

A system of representatives of Γ0(N) \ Sℓ is given by the collection of matrices [35, A.24](
a b
0 d

)
, ad = ℓ, a, d > 0, gcd(a,N) = 1, 0 ≤ b ≤ d− 1.

Then arguing precisely as in [57, Proposition 2.18] proves that if f ∈ QJack,L(Γ0(N)) has

Fourier expansion

f(x, τ) =
∑
v

∑
r∈Zn

c(v, r)qvζr

then

(A.3) (f |k,LVℓ)(x, τ) =
∑
v

∑
r∈Zn

qnζr
∑

a|(v,r,ℓ)
gcd(a,N)=1

ak−1c

(
ℓv

a2
,
r

a

)
.

Moreover, as in [57, Proposition 2.18] for all λ ∈ Zn we get

d

dG2
(f |k,LVℓ) = ℓ

(
d

dG2
f

) ∣∣∣
k−2,L

Vℓ

ξλ(f |k,LVℓ) = ℓ(ξλf)|k−1,L
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Proof of Proposition 2.7. The above arguments about the transformation properties of f |Vℓ,
its Fourier expansion and the holomorphic anomaly equation work identifically if we start

with f ∈ 1
∆(q)sQJack,L(Γ0(N)). We hence only have to show that for N = 2, the function

∆(τ)ℓs(f |k,LVℓ) is a quasi-Jacobi form.

Let F = ct−1(f) be the non-holomorphic completion of f . We hence have to show that

F ′ = ∆(τ)ℓs(F |k,LVℓ)

satisfies the cusp condition given by Definition A.4(ii). We only need to check the conditions

for representatives of the coset Γ0(2) \ SL2(Z). Since Γ0(2) has two cusps, at τ ∈ {0, i∞},

these representatives can be chosen to be the identity matrix and S =

(
0 1
−1 0

)
. The case of

the identity matrix is clear by the Fourier-expansion (A.3). For S, a system of representatives

of Γ0(2) \ Sℓ can be chosen by an elementary argument (see [35, App.C]) to be

(A.4) I1 =

{(
a 0
c d

) ∣∣∣∣ ad = ℓ, a, d > 0, gcd(a,N) = 1, c = Nc0, 0 ≤ c0 ≤ a− 1

}
.

if ℓ is odd, and the set I1 ⊔ I2 if ℓ is even, where

I2 =

{(
a −b
c 0

) ∣∣∣∣ bc = ℓ, bc > 0, gcd(a,N) = 1, c ≡ 0(N), 0 ≤ a ≤ c− 1

}
.

We obtain that:

F |Vℓ|k,ℓLS = ℓk/2−1
∑
γ∈I1

(F |k,LS)|k,L(S−1γS)|U√
ℓ

+ δℓevenℓ
k/2−1

∑
γ∈I1

(F |k,LγS)|U√
ℓ

By observing that S−1γS =

(
δ −γ
0 α

)
for γ ∈ I1, and γS =

(
−b a
0 γ

)
for γ ∈ I2, one checks

immediately that the νiαj-coefficients of F |Vℓ|S have a Fourier expansion with lowest term

at most q−sℓ. Hence (∆(τ)sℓ(F |Vℓ))|S is bounded as q → 0. □

Appendix B. Elliptic holomorphic anomaly equation in relative geometries

Let π : X → B be an elliptic fibration with section ι : B → X and integral fibers such

that H2,0(X) = 0. Let D ⊂ X be a smooth divisor and assume that π restricts to an

elliptic fibration πD : D → A for a smooth divisor A ⊂ B. In [60] the π-relative Gromov-

Witten classes of (X,D) were studied and conjecturally linked to quasi-Jacobi forms. A main

conjecture is the holomorphic anomaly equation with respect to G2 stated in [60, Conj D].

By the Lie algebra relations for quasi-Jacobi forms [60, Sec.1] the conjecture immediately

implies an elliptic holomorphic anomaly equation. The purpose of this subsection is to state

this elliptic equation. This is used in Theorem 4.6 in the main text.

We use the notation of [60] for Gromov-Witten classes. In particular, let Nι be the

normal bundle of the section and set W = ι∗[B] − 1
2π

∗c1(Nι) ∈ H2(X,Q). Consider the

natural splitting given in [60, Sec.2.1.2],

H2(X,Z) ∼= Z[B]⊕ π∗H2(B,Z)⊕ Λ,

let b1, . . . , bn be a basis of the lattice Λ, and identify x = (x1, . . . , xn) ∈ Cn with
∑

i xibi.

Let γ1, . . . , γn ∈ H∗(X) and consider an ordered cohomology weighted partition

η =
(
(η1, δ1), . . . , (ηl(η), δl(η))

)
, δi ∈ H∗(D).
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Let k ∈ H2(B,Z). The π-relative disconnected Gromov-Witten series of X is then

Cπ/D,•
g,k (γ1, . . . , γn; η) =

∑
π∗β=k

e(x ·β)qW ·βπ∗

[M ′
g,n(X/D, β; η)

]vir n∏
i=1

ev∗i (γi)

l(η)∏
i=1

evrel∗i (δi)

 .

Conjecture C ([60, Sec.4]). We have

Cπ/D,•
g,k (γ1, . . . , γn; η) ∈ H∗(M

•
g,n(B/A, k; η))⊗∆(q)

1
2
c1(Nι)·kQJac 1

2
Qk
.

Moreover, the cycle-valued quasi-Jacobi form Cπ/D,•
g,k (γ1, . . . , γn; η) satisfies a holomorphic

anomaly equation of the form

d

dG2
Cπ/D,•
g,k (γ1, . . . , γn; η) = (4 explicit terms),

where we refer to [60, Conj D] for the precise form of the terms.

Here we are interested in the following consequence of this conjecture:

Proposition B.1. If Conjecture C holds for X → B, then for any λ ∈ Λ we have the elliptic

holomorphic anomaly equation

ξλC
π/D,•
g,k (γ1, . . . , γn; η) =

n∑
i=1

Cπ/D,•
g,k (γ1, . . . , γi−1, tλ(γi), γi+1, . . . , γn; η)

+

ℓ(η)∑
i=1

Cπ/D,•
g,k

(
γ1, . . . , γn; η

∣∣
δi 7→tλ|D (δi)

)
where tλ(γ) = λ∪π∗π∗(γ)−π∗π∗(λ∪γ), and η

∣∣
δi 7→tλ|D (δi)

stands for the cohomology weighted

partition η but with the i-th weighting replaced by tλ|D(δi).

Moreover, if Conjecture C only holds numerically, i.e. after integrating against any tauto-

logical class pulled back from the moduli space of curves (see [60]), then the elliptic anomaly

equation above also holds numerically.

Proof. This is argued precisely as in [60, Lemma 16]. If λ =
∑

i λibi is the decomposition of

λ in our chosen basis, and Dλ =
∑

i λi
1

2πi
d
dxi

, then one has the commutation relation:[
d

dG2
, Dλ

]
= −2ξλ.

Let p : M
•,†
g,n+1(B, k) → M

•
g,n(B, k) be the morphism forgetting the (n + 1)-th component,

where the supscript ’†’ stands for the union of all connected components of M
•
g,n+1(B, k)

where p is defined. Then by the divisor equation one has

DλC
π/D,•
g,k (γ1, . . . , γn; η) = p∗

(
Cπ/D,•
g,k (γ1, . . . , γn, λ; η)|M•,†

g,n+1(B,k)

)
.

Hence we obtain:

− 2ξλC
π/D,•
g,k (γ1, . . . , γn; η) = p∗

(
d

dG2

(
Cπ/D,•
g,k (γ1, . . . , γn, λ; η)|M•,†

g,n+1(B,k)

))
−Dλ

d

dG2
Cπ/D,•
g,k (γ1, . . . , γn; η).

In this difference four terms contribute, corresponding to the four terms of the G2 holomor-

phic anomaly equation on M
•
g,n+1(B, k).
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The first term arises when there is a contracted genus 0 component with 3 markings labeld

by some i ≤ n, by n+ 1 and either n+ 2 or n+ 3 (these correspond to the relative diagonal

insertion). By using the relative diagonal splitting (e.g. [58, Sec.4.6]) it evaluates to

2

n∑
i=1

Cπ/D,•
g,k (γ1, . . . , γi−1, π

∗π∗(λ · γi), γi+1, . . . , γn; η).

The second term arises from the second term in the holomorphic anomaly equation when

the marking (n + 1) lies on the bubble, and the bubble is contracted after forgetting the

marking. Since the (n + 1)-th insertion can lie on a connected component with relative

markings either (b,∆∨
A,ℓ) and (ηi, δi), or (bi,∆

∨
D,ℓ and (ηi, δi) we get the contribution:

2

ℓ(η)∑
i=1

Cπ/D,•
g,k

(
γ1, . . . , γn; η

∣∣
δi 7→π∗

DπD∗(λ|D·δi)

)
+ 2

ℓ(η)∑
i,j=1
i ̸=j

ηi
ηj

Cπ/D,•
g,k

(
γ1, . . . , γn; η

∣∣
δi 7→λ·δi

δj 7→π∗
DπD∗(δj)

)
.

The third term arises from comparing p∗(ψi) with ψi, corresponding to contributions when

the i-th marking lies on a rational tail together with the (n + 1)-th markings. There are

again two choices corresponding to the distributions of the relative markings, giving the

contribution

−2

n∑
i=1

Cπ/D,•
g,k (γ1, . . . , γi−1, λ · π∗π∗(γi), γi+1, . . . , γn; η).

Finally, the last term comes from comparing the relative ψ-classes p∗(ψrel
i ) and ψrel

i which

yields contributions from bubbles which are contracted when forgetting the (n+1)-th marking

(which lies in the rubber necessarily). This yields:

−2

ℓ(η)∑
i=1

Cπ/D,•
g,k

(
γ1, . . . , γn; η

∣∣
δi 7→λ|D·π∗

DπD∗(δi)

)
− 2

ℓ(η)∑
i,j=1
i ̸=j

ηi
ηj

Cπ/D,•
g,k

(
γ1, . . . , γn; η

∣∣
δi 7→λ·δi

δj 7→π∗
DπD∗(δj)

)
.

Adding up then yields the claim. The second claim follows by cupping the above computa-

tions by an arbitrary tautological class. □

Appendix C. Including the torsion

Let Y be an Enriques surface. Let H̃2(Y,Z) denote the integral second homology of Y ,

and let H2(Y,Z) = H̃2(Y,Z)/torsion. There is a natural exact sequence

0 → Z2 → H̃2(Y,Z)
[−]−−→ H2(Y,Z) → 0

where the first map sends the generator to c1(ωY ) ∩ [Y ], and the second map is written as

γ 7→ [γ]. The sequence splits but not canonically.

For β ∈ H2(Y,Z) the moduli space of stable maps Mg(Y, β) is a disjoint union of two

componentsMg(Y, γ) corresponding to maps of degree γ ∈ H̃2(Y,Z) with [γ] = β. We define

the Gromov-Witten invariants of degree γ to be

Ng,γ =

∫
[Mg(Y,γ)]vir

(−1)g−1λg−1.

If γ1 and γ2 = γ1 + c1(ωY ) are the two lifts of β, then

Ng,β = Ng,γ1 +Ng,γ2 .

An interesting question is to compute these refined invariants Ng,γ . We give two basic

results in this direction:
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Proposition C.1. If β ∈ H2(Y,Z) is not 2-divisibile (that is β/2 /∈ H2(Y,Z)), then Ng,γ1 =

Ng,γ2 where γ1, γ2 ∈ H̃2(Y,Z) are the two lifts of β.

Proof. By a recent result of Knutsen [40] the pairs (Y, γ1) and (Y, γ2) are deformation equiv-

alent if and only if β is not 2-divisible. The claim hence follows from the deformation

invariance of Gromov-Witten invariants. □

If β is 2-divisible, then the lifts γ1, γ2 are not deformation-equivalent: one of them is 2α

for a class α ∈ H̃2(Y,Z), while the other is not. Hence the invariants Ng,γ1 and Ng,γ2 may

be different in this case. We give an example that they are in fact different:

Let f1, f2 be the half-fibers of an elliptic fibration, and let f = [fi]. The two lifts of df are

df1 and (d− 1)f1 + f2. Consider their difference

N−
g,df = Ng,df1 −Ng,(d−1)f1+f2 .

Proposition C.2.

N−
g,df =

{
0 if d is odd

Ng,df if d is even

Proof. The case d odd follows from Proposition C.1 so let us assume that d is even. Stable

maps h : C → Y in class df must map to a single fiber: Hence h∗[C] as a divisor is either

df1, df2 or d/2 ·Fx where Fx is a fiber which is not a half-fiber. Thus the refined degree of h

is always df1 and we get Ng,(d−1)f1+f2 = 0. This shows that N−
g,df = Ng,df1 = Ng,df . □

The last proposition shows that Ng,γ contains non-trivial information. It is plausible that

the methods of this paper can be extended to also determine Ng,γ . However it would require

to lift all steps in the proof to include torsion, which would take us too far here.
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[42] C. Koca, A. Sertöz, Irreducible Heegner divisors in the period space of Enriques surfaces, Internat. J.

Math. 19 (2008), no. 2, 209–215.
[43] H. Lho, Gromov-Witten invariants of Calabi-Yau manifolds with two Kähler parameters, Int. Math. Res.

Not. IMRN 2021, no. 10, 7552–7596.
[44] H. Lho, R. Pandharipande, Stable quotients and the holomorphic anomaly equation, Adv. Math. 332

(2018), 349–402
[45] J. Li, Stable morphisms to singular schemes and relative stable morphisms, J. Differential Geom. 57

(2001), no. 3, 509–578.
[46] J. Li, A degeneration formula of GW-invariants, J. Differential Geom. 60 (2002), no. 2, 199–293.
[47] J. Li, B. Wu, Good degeneration of Quot-schemes and coherent systems, Comm. Anal. Geom. 23 (2015),

no. 4, 841–921.

https://dept.math.lsa.umich.edu/~idolga/EnriquesOne.pdf


CURVE COUNTING ON THE ENRIQUES SURFACE AND THE KLEMM-MARIÑO FORMULA 58
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