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0. Introduction 

This report originates from work done by Dov Aharonov and Harold S. 
Shapiro ([AS 2]) concerning so called "quadrature domains". A quad­
rature domain is a domain ft c (E with the property that an identity 
of the kind 

m (n,) 
0 ) / fdxdy = I a. f (z.) (z. € ft) 

ft j=1 J J J 

1 
holds for all f £ L (ft) , the class of integrable, analytic func-
tions on ft (or for some suitable subclass thereof). 

In [AS 2], among other things, precise versions of the following 
statements are proved: 

1) ft is a quadrature domain if and only if there exists a mero-
morphic function h(z) on ft such that 

(**) h(z) = z on 3ft 

([AS 2, Lemma 2.3]; see also [D1, Ch 14]). 

2) a simply connected domain ft is a quadrature domain if and only 
if ft is the conformal image of D (the open unit disk) under a 
rational function (with the poles off D). In particular there exist 
plenty of simply connected quadrature domains. ([AS 2, Theorem 1] 
and [D1, Ch 14].) 

3) if ft is a quadrature domain, 3ft is part of an algebraic curve 
([AS 2, Theorem 3]). 

In all three cases the a priori assumption about ft is that 

= x + iy) , 

and the test class of functions is L (ft). 
a 

Among the questions left open in [AS 2] are: 
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4) the question of existence of multiply connected quadrature 
domains 

5) uniqueness questions: to what extent can different domains have 
the same quadrature formula? 

In this report question 4) is settled: for any (bounded) domain W, 
bounded by finitely many analytic Jordan curves, there are quad­
rature domains ft, arbitrary close to W and conformally equivalent 
to W (Theorem 3.3). 

As to the uniqueness question 5), it turns out that, in the multiply 
connected case, there in general are whole families of domains 
satisfying the same quadrature identity (Theorem 7.1, 7.2, Sugges­
tion 7.3). 

However, the hardest uniqueness question remains open: can two 
different simply connected (or, more generally, two conformally 
equivalent) domains have the same quadrature formula for the test-

1 class L ? a 

Further, point 3) above is worked out a little: we show that the 
boundary of a quadrature domain must be a whole algebraic curve 
(Theorem 3.4), and the explicit relation between the coefficients 
of the polynomial function of that curve and the datas (Zj, n^, â  
in (*)) in the quadrature formula is obtained (Theorem 5.1). 

The general idea, underlying most results in this report, is that 
of completing a plane domain ft with a "backside" ft*, so that a com­
pact Riemann surface 

ft = ft U 3ft U ft , 

the Schottky double of ft, is obtained ([SS 1, Ch 2.2]). 

From this point of view, the relation (**) simply means that the 
pair (h(z), z) defines a meromorphic function on ft", namely the 
function which = h(z) on ft, = z on ft, extending continuously over 
3ft by (**) . 



0.3 

Thereby we get an analogue of property 2) for the multiply connect­
ed case: 

2') Let W be a standard domain (bounded by analytic Jordan curves, 
say) representing a certain conformal type. Then all quadrature 
domains ft, conformally equivalent to W, are obtained as conformal 
images of W under functions meromorphic on the Schottky double 
ft = W U 9W U ft. (Theorem 3.1.) (Note that, in 2, the rational 
functions are just the meromorphic functions on f) ~ the Riemann 
sphere.) Although the classical theory of compact Riemann surfaces 
guarantees a good supply of meromorphic functions on W, we must 
have functions on W which moreover are univalent on W in order to 
produce quadrature domains. The existence of such functions is 
proved by approximating some explicit function, defined and uni­
valent in some neighbourhood of W U 3W in W, with functions mero-
morphic on W, using a Runge approximation theorem for compact Rie­
mann surfaces. 

This is the way the existence of multiply connected quadrature 
domains is proved. 

It should be remarked that we mostly work with a somewhat more 
general type of quadrature formula than (*), namely quadrature 
formulas also involving line integrals: 

m (n,) n 
(*') / fdxdy = I a.f J (z.) + z b. / fdz . 

ft j=1 3 3 j=1 J Yj 

Here y ^ , ..., Y n are closed or non-closed curves in ft. 

If all the Y,• are closed, and ft has finite connectivity, a quad-
1 

rature formula like (*') holds for all f e L (ft), if and only if a 1 a quadrature formula of type (*) holds for all f € L.fft), the sub-^ as 
class of L (ft) consisting of functions with single-valued integral 
in ft. 

A limitation in our method of doubling plane domains ft, is that it 
requires stronger a priori assumptions on ft than that (condition 
(***)) used in [AS 2], namely that ft has finite area and is bounded 
by finitely many continua (Lemma 1.1). 
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Moreover, with our method the test class L (ft) turns out to be more 
1 

natural than L (ft). However, the assumption of finite area implies 
2 a1 

that L (ft) c L (ft), and it can be shown (according to [AS 2, 1.3]), 
3. 3-

that the assumption that ft is bounded by finitely many continua 
2 1 implies that L„(ft) is dense L'(ft), so the difference is not signifi-a a 

cant. 
The disposition of the material is as follows: 

Section 1 contains a lemma which characterizes those plane domains 
which can be doubled (in a certain technical sense). 

In section 2 we prove a kind of abstract quadrature formula on 
symmetric Riemann surfaces (Proposition 2.1). This formula is fun­
damental, and by conformal mapping it leads to the basic theorems 
about quadrature domains in section 3 (Theorems 3.1 and 3.2). 
Theorem 3.2 is essentially the characteristic property 1) (on p. 0.1) 
of quadrature domains, which is proved in [AS 2] in quite another 
way. 

Application of a Runge approximation theorem to Theorem 3.1 leads 
to the main theorem about existence of quadrature domains, Theorem 
3.3. 

Our Schottky double point of view throws some new light on known 
results about quadrature identities of certain specified types, and 
also enables us to generalize some of them. This is in section 4. 

Section 5 deals with the relation between the coefficients of the 
polynomial function of the algebraic boundary curve of a quadrature 
domain and the data in the quadrature formula for it. 

In section 6 we illustrate the general theory by working out the 
details a little for quadrature formulae of the type: 

/ fdxdy = c f(z ) + c.f*(z ) + ...+ c ,f ( n~ 1)(z ) (z £ ft) . 

Section 7, finally, deals with questions about uniqueness and mul­
titude of the quadrature domains associated with a fixed quadrature 
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functional. This section is somewhat sketchy and very incomplete. 

Lastly, I wish to thank Professor Harold S. Shapiro for having 
proposed this problem, for many stimulating discussions about it 
and for all the great interest and encouragement he has shown 
during the work on this manuscript. 

List of Notations: 

D(a;r) = { z € ( C : | z - a | < r } . 

D = D(0;1) . 

C + = {z £ (E : Im z > 0} , flf = {z £ IE : Im z < 0} . 

I?n = the n-dimensional complex projective space. 

^ = = t n e Riemann sphere. 

H(ft) : the space of holomorphic functions on ft, provided with the 
topology of uniform convergence on compacts (ft any Riemann 
surface). 

M(ft): the meromorphic functions on ft. 

Lp(ft): the Banach space of holomorphic functions f on ft c (E with 
||f || = {/ |f| pdxdy} 1 / p < • , 1 < p < - . 

p ft 

L P
s(ft): the subspace of Lp(ft) consisting of those f which have 

single-valued integrals. 

r (W): the Hilbert-space of analytic square-integrable differentials 
on W with inner product: 

<a(z)dz, b(z)dz> = - 4T I a(z)bTzTdzdz . 
L ± W 
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r (W): the subspace of r (W) consisting of exact differentials 
3. € 3. 

(i.e. a(z)dz = df(z) for some single valued analytic func­
tion f) . 

2 2 L, (ft) and L„fft) are naturally identified with F„(ft) resp 3- 3-S dL 

R O Q ( ^ ) Y I A the isometric isomorphism: 

L̂ (ft) 3 f(z) -S- f(z)dz € Ta(ft) 

W: the Schottky double of a bordered Riemann surface, W U T. 
W = W U T U W, where W is the "back-side". 

X: the conjugate (opposite) point of a point E, £ W 
(£ e w •-..few and so on) . 

()): W -»• W the involution, i.e. the anticonformal automorphism 
of order 2 (<J> o 4> = identity) which exchanges conjugate 
points (V % = *(£)) • 

df: this kind of notation for analytic differentials will often 
be used even if the integral f(£) = J^df is not single-valued. 

7, f*, df*, df*: if f is a function on W, then: 

£ = f o <(. (i.e. f(C) = f(?) 

L* = (f o <J>R f*(o = f(?) ) 

f analytic => f anti-analytic, f* analytic. 

If df is an analytic differential then df, df* are well-
defined by: 

df = d(f) 

^df* = d(f*) . 

Warning: the notations f* and df* have nothing to do with 
harmonic conjugates (the harmonic conjugates of f and df 
are -i • f resp -i • df). 



S(z), S(z): if y is a (regular) analytic 
arc, ?(z) is the anticonformal re­
flection in Y and S(z) the so call­
ed Schwarz function of y, i.e.: 

S(z) = ?(z) for z € some neighbour­
hood of Y -

z = c(z) = S(z) for z e Y • (P- 1.3 f) 

(regular) analytic arc: continuous arc, 
Y > which locally can be parametrized 
by analytic functions 

f : I + (C 

where I <= R are open intervals and f,-̂  Q j 
f'(t) * 0 for t e l . The condition 
f'(t) * 0 for t £ I can be replaced 
by the condition that f shall be univalent in some neighbour 
hood U of I (by breaking up Y into sufficiently small para­
metric arcs) . 

quasi-regular analytic arc: oriented con­
tinuous arc, Y> which locally can 
be parametrized by analytic functions 

f : I + C 

(I c R open intervals) such that: 

i) f preserves the orientation (I oriented in the obvious way) 

ii) f is univalent in U + = U D {z : Im z > 0} for some neighbour 
hood U of I. 
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1. A Lemma about doubles of plane domains 

This first section is devoted to some generalities about doubles of 
plane domains which will be needed in the following. For the pre­
cise definition and basic properties of the Schottky double see 
for example [AS 1, II3E] and [SS 1, Ch 2.2]. 

Lemma 1.1: A domain ft c ff is conformally equivalent to one half, 
W, of a compact symmetric Riemann surface W = W u r u W i f and only 
if 

a) ft has finite connectivity 

b) no component of ff ̂  ft consists of a single point. 

Moreover, if f : W -* ft is any such conformal equivalence: 

i) ft has finite area 

ii) 8ft is a finite union of 
disjoint Jordan curves 

df € r a e(W) 

f extends to a homeomorphism: 
f : W u r + ftU3ft 

iii) 9ft is a finite union of 
quasi-regular analytic curves, 
positively oriented with 
respect to ft (private termin­
ology, to be explained in the 
proof) 

f extends to a meromorphic func­
tion on a neighbourhood of W U T 

iv) 3ft is part of an al- *» f extends to a meromorphic func-
gebraic curve. If ft U 3ft <= ff tion on W 
3ft is even a whole algebraic 
curve. 

Remarks: 

^T) The conditions a) and b) may be summarized: 3ft c ff consists of 
a finite number of continua (closed connected sets consisting of 
more than one point). Domains with this property are the only ones 
to be considered in this report. 
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© The hypothesis that ft U 3ft c ff in (iv) is necessary for the 
conclusion that 3ft shall be a whole algebraic curve. A counter­
example is : 

W = {z : Im z > 0} , 

< ft = ff , 

f(z) = z 2 . 

One finds that f is univalent on W, meromorphic on ft 

ft = f(W) = C ^ I + (I + = {x £ R : x > 0}) , 

and 

3ft = 1 + U {«} , 

which is not a whole algebraic curve. 

(5) In (iv) one clearly wants to have an implication in the direc­
tion •* . In order to have that it is necessary to strengthen the 
left hand side by some condition of combinatorial nature which 
guarantees that the branches of algebraic functions related to the 
curve 3ft fit together in the right way. A sufficient condition 
would be that the Schwarz function S(z) of 3ft extends to a mero­
morphic function in ft. With this condition, however, (iv) almost 
reduces to a tautology. 

Proof of lemma 1.1: If ft satisfies a) and b) then ft can be mapped 
conformally onto a domain W c ff bounded by analytic curves (by re­
peated use of the Riemann mapping theorem in a well-known manner), 
and this domain can be doubled in the usual way. 

Conversely, if ft is conformally equivalent to W where W = W U r U W 
is compact symmetric, then ft has finite connectivity since ft has 
finite genus (connectivity (ft) = genus (ft) + 1). This proves a). 
To prove b) , suppose I ^ ft had a component consisting of a single 
point z . 



If £ : W 5 Q is conformal, the inverse 
image under f of 

{0 < | z - z Q | < e} <= 

is doubly connected and closed in W, 
but not compact and hence not closed 
in W. Therefore its closure in W must 
contain a (unique) component YQ of r. 
(fig 1.1). Since T Q is a whole con­
tinuum it follows that f maps a ring 
domain (f ({0 < |z - z | < e} con-
formally onto a disc with a point 
deleted, and this is known to be im­
possible, proving b ) . 

(i) follows immediately from: 
% 1.1 

area(ft) = - -X- / dzdz = - X / df A df 
Z 1 w 

- *• l|df|| 

(ii) *• is obvious, and is proved in the same way as the corre­
sponding statement for plane domains, W. 4 3 
(iii) The terminology: First, by a (regular) analytic arc we mean 
an arc, y, which locally can be parametrized by analytic functions 

I 

where I C E are open intervals and 
f 1 (t) + 0 for t € I (fig 1.2). 

When y is oriented only orientation-
preserving parametrizations (with 
the obvious orientations on the 
intervals I C R ) are allowed. 

The functions f : I -»• (C are holo-
morphic in neighbourhoods U C I of 
I. The condition f'(t) * 0, t € I 
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I 

which are univalent in U + = U fl I + for sufficiently small neigh­
bourhoods U c C of the open intervals I c R . 

Examples of quasi-regular analytic arcs 
which are not regular are the oriented 
boundaries of the various kinds of slit 
domains, where in neighbourhoods of the 
end-points of the slits quasi-regular 
parametrizations such as 

1.3 

("1, D (C f(t) = t' 

have to be used (fig 1.4). 

Suppose f : (-e, £) •+ (C has the power 
series at the origin 

2 3 f(t) = a + a„t + a-t + a 7t + ... v J o 1 2 3 

Then f defines a regular analytic arc for 
some e > 0 if * 0. If â  = 0 but 
Im * 0, then it is easily seen that the arc defined by f is 
quasi-regular for some e > 0 if and only if Im > 0. 

If a^ = = 0 then the arc is not quasi-regular (it is supposed 
that the zero of f' at t = 0 is of minimal order among all para­
metrizations of the same arc). 

implies that £ can be supposed to be univalent in U (by partition­
ing y into sufficiently small parts and taking the U:s sufficiently 
thin). 

Now, we define quasi-regular analytic arcs by relaxing the above 
condition in the following way: 

An oriented arc, y, is a quasi-regular analytic arc if it can be 
parametrized by analytic functions 
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When y is an (regular) analytic arc 
there is the anti-analytic reflec­
tion mapping, £, defined in a strip 
ft around Y> and locally given by 

S(z) - f (f~1 (z)) , z € f(U) <= n 

where f : I + E , I c U c I i s a para-
metrization as usual, z, o z, = identity 
and Y is the set of fix points of z, 
(fig 1.5). 

iiq iS 

When Y is only quasi-regular we have 
a one-sided reflection, z;. Its domain 
of definition is a strip, ft+, to the 
left of Y (fig 1.6). Locally 

?(z) = f(f"1(z)) , z € f(U +) c fl + 

with notations as before. Trying to 
extend z, over Y i n a neighbourhood 
of a singular point on Y leads to 
many-valued function. 

The existence of £ leads to the following reflection principle for 
quasi-analytic arcs: 

Suppose: h: ft^ -* Q,^ is holomorphic (Q̂  , c ^) » 

Y-j <= 3fl̂  an (regular) analytic arc, 

Y-

h(z) 

3^2 quasi-regular and positively oriented with 
respect to Ĵ * 

Y 2 as z Y 1 

Then: h extends to a holomorphic function in a neighbourhood of 
^ U Y 1 • 
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If J;̂  and ^ a r e the reflections in Y 1 and y^ respectively, 
defined in the strip o y^ and 
^2 in the half-strip <= &2> 
then the extension is given by 

h(z) = c 2(h( 5 lCz))) 

for z e U 1 

The proof consists of applications 
of the ordinary reflection principle 
to functions of the type f' •1 where f<j and f- are local 
parametrizations of the arcs Y-j and Y2 (the details are left to 
the reader). 

Having established the definition and elementary properties of 
quasi-regular analytic arcs, part (iii) of the lemma is now almost 
a triviality: 

-» follows immediately from the above reflection principle, and to 
prove *• one only has to notice that the function f : W -*• ft itself, 
expressed in local coordinates around y, serves as parametrization 
of 9ft as quasi-regular analytic curve (observe, in the «- - part,-
that f(T) = 9ft since, first f(T) c ft U 9ft by the continuity of f, 
then f(T) c 9ft by univalency of f in W, and finally f(T) = 9ft by a 

_ -1 

compactness argument: Zj ->• z € 9ft, {z^} c ft => f ({z^}) c W con­
tains a convergent subsequence, {£j}, so f(£) = z where E, = lim £j 
e r ) . 
(iv) If f is any meromorphic function on W, then y = f(T) is a sub 
set of an algebraic curve. In fact, put 

g ( 0 = f*(£) = f(C) , S € W . 

Then f and g are two meromorphic functions of the same order, say m 
on W. Hence, there is a non-trivial, irreducible polynomial: 

k 1 

P(z, w) = I a^z w 

of degree < m in each of z and w separately, such that: 
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P(f(C), g ( O ) * o , s e w . 
Since g(£) = FTTT for £ € r, it follows that: 

P(z, z) = 0 for z £ y , 

proving the assertion. 

Moreover, P is uniquely determined up to multiplication by a con­
stant factor * 0, and it is not hard to see that this factor can 
be chosen so that 

a^^ = ^ik ' ^' i = ^' ^ » ...,m . 

We shall call a polynomial with this property self-conjugate. It 
is equivalent to the polynomial 

Q(x, y) = P(x + iy , x - iy) 

having real coefficients. 

Now, put 

V = {z € ff : P(z, z) = 0} 

This is an algebraic set which in general consists of a finite 
number of curves plus a finite number of isolated points. Put 

V = V U V 1 o 

where V n is the n-dimensional part of V i.e. 

V o {isolated points of V} 

V 1 {points of V belonging to some curve of V} = 
{limit points in V} 

By the algebraic curve of P we mean the part V 

We have just proved that Y C V ( Y = f(r))> which of course implies 
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tgCO = z 

((£(£)» g(O) runs through the whole 
complex curve {(z, w) £ ff? : P(z, w) = 0} 
as C runs through W). 

It follows that there is an arc r c W such that for each z £ y 
o o 

there is exactly one 5 £ T with 

fCO = z 
g(5) = z 

that y c V-| since, otherwise, f would have to map a whole component 
of T into a single point £ V , which is impossible. 

We have until now only assumed that f is meromorhpic on W. If f 
moreover is univalent on W it is straight forward to check that 
Y = 3ft (= the topological boundary of ft = f (W) in IP) (see remark 
at the end of the proof of (iii)). 

Hence 3ft c which proves the first part of the assertion in (iv). 
The second statement in (iv) is that in fact 3ft = V,j if ft U 3ft c ff. 

To prove this it clearly suffices to prove the following two state-
ments (f meromorphic on W, notations as above): 

(?) If f and g = f* generate the field of meromorphic functions on 
W, then Y = V 1. 

© If f is univalent on W and ft U 3ft = 1, then f and g = f* do 
generate the function-field on W. 

Proof of © : it only remains to prove that y => . Take any point 
z € V„ . We have to find a point £ £ T <=. W with f (£ ) - z . Let o 1 r o o 
Y Q <= be an arc which passes through z Q. Since 
P(z, z) = 0 
for z £ Y o » there is for each z £ Y q at 
least one £ £ W with 
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(so that £ maps TQ homeomorphically onto y ) (fig 1.8). 

Now we have: 

>g(0 = f(C) = z = g(?) 
£or 5 € ro. fig tj 
Since f and g generate the function-field on W this implies that 

hU) = h(?) , C € ro 

for every meromorphic function, h, on W. In fact, h can be written 

h(0 = RQ(fU)) + R1(f(0)g(0 + ... + Rm_1(f(?))g(C)m"1 , 
K € w , 

where R , R „ are rational functions, o m-1 

Hence h(£) = h(£) for E, £ r ^ (a finite set), where the finite 
set consists of those points at which the right-hand-member of the 
equation above contains undetermined expressions such as -̂ , ̂  , 
00 + 00 # 

This implies, by continuity, h(£) = h (%) for all £ £ T . 

But now, if all meromorphic functions take equal values at two 
points, £ and %, these points must coincide, £ = %. For example it 
is a well-known consequence of the Riemann - Roch theorem that if 
£ * %, there is a meromorphic function with a pole at E, and regular 
at £. 

Hence £ = X for all £ € rQ, i.e. TQ c r. In particular £ q £ r, 
where £ Q is the point on TQ which corresponds to ZQ £ Y o (f(£Q) 
= z Q, g(£ Q) = i Q ) . 

This proves statement M 
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Remark It may happen that there are points E,^ € W ^ r with 

, £«1> -

z 
0 

but they are isolated, and so cannot make up a whole arc. 

Proof of (z) '• It is well-known (it is a consequence of the dis­
cussion in [AS 1, Ch V 25 D and 25 F]) that for f and g to generate 
the function-field it is sufficient (and necessary) that there is a 
point z 6 I such that g takes distinct values at ^ , 5 m G W, 
where 

U 1 ? £ m} = f"1({z}) 

and m is the order of f. 

In our case we simply take any 

z € ff (ft U 3ft) = ff x f(W U T) 

_ - j 

such that E,^, Em are distinct ( { ^ , E,^} = f (z)). 

This is clearly possible since I ^ (ft U 3ft) is open and non-empty, 
and £.j , Em are distinct for all but finitely many z € ff. 

But now z € f(W U T) implies that 

and since f is univalent on W, g is univalent on W. Hence 

are distinct, proving statement (2). 



2.1 

2. Some basic properties of quadrature formulas 

The following proposition contains the "abstract" quadrature for­
mula which is the origin of all more concrete quadrature identities 
for plane domains. 

Proposition 2.1: 

Let: W = W U T u W b e a compact 
symmetric Riemann surface 
of genus = p (W conformally 
equivalent to a plane domain); 

, a , & n a canonical 
homology basis of W as indicat­
ed in fig 2.1; 

a finite number of 
points £ W; 
? 1 ' 

n^ , ... integers > 0 associat­
ed with , ... ; f»9 X.i 

Y r " 
a finite number of arcs c W, supposed not to inter­

sect any of , Bp; 

dyk = ^v) " (nk) (formal difference; £ k , n k € W). 

Suppose: dg is a meromorphic differential on W with: 

i) residue-free poles of orders + 1 at the points ^ € W, 

ii) simple poles at 1^, n k with res dg + res dg = 0, 
^k 

iii) no other singularities, hence dg € r (W). J 
a i 

Then: the following formula holds for all df 6 r (W): 

- X 7 r e s * ( \ ) 
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(2.1) / df A dg = 2Tri I res (fdg*) + 2Tri I res dg*-/ df - I / dg* •/ df 
W k C k k C k Y k k g k a k 

Remarks: 

(1) Obviously the differentials dg allowed in the Proposition are 
exactly those meromorphic differentials on W that have all their 
singularities on W, since 1^ res dg = 0 implies that the residue-
points can be coupled into pairs fulfilling (ii) (it is allowed 
that £ k = rij , C k = Sj etc for certain k, j). \) 

(2) Suppose dg* has the singular parts (expressed in suitable local 
variables z, about ^ , E,^ , r\^, ) : 

a k , n k
d ? a, .d? dg*(0 = — — r + . . . + 2 j + regular terms at 5 = 5, , 

U - C k) k (? " ̂  
b kd? 

dg*(0 = 7 p - + regular terms at ? = , 
C - ^ k 

b k d ? 

dg*(s) = - + regular terms at £ = ru 
c - n k K 

(b k does not depend on the local variable). 
Also put: 

ck = " 2Fi / d§ 
Sk 

Since f has the developments 

0 0 1 (') 
f ( 0 = integration constant + I jy f (C - S k ) J at 5 = c k 

the (quadrature) formula then becomes: 
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( 2 . 2 ) 

nk a 
^ w d f A d i = V - Z 1

 f0)^)+ l b k * / d £ + ^ C k ' / W k 2=^ J k Yv k ai 
df 

Proof of the Proposition: 

Put W = W v . U B V and let 
k=1 K 

B K , B K be the boundaries of W 
at the cuts B K oriented as 
indicated in fig 2 . 2 . Then W 
is simply connected and: 

3 W = R + Z B I 

For z, € W N B K , let z,+ € 0 * , f £ B K 

denote the two boundary points 
of W arising from £. 

Thus 

( 2 . 3 ) f(£ +) = f( C") + / df 
a. 

for df £ T (W), where f is any integral of df in W 
CL 

The following, easily verified, formula will also be needed in the 
computations to come: 

( 2 . 4 ) / dg* = / dg* - / dg . 
Bk 3k ek . 

Now, suppose (to begin with) that df € R (W) is continuous on W U R . 
3 . 

Then, equations ( 2 . 3 ) , ( 2 . 4 ) and the fact that dg = dg* along T 
give: 
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/ df A dg = / df A dg = / fdg 
W W 3W ! 

= / fdg + I (/ fdg - / fdg) = 
r k >+ ' 
/ fdg + Z / df • / dg 
r k a k h 

/ fdg* + z / df • / dg 
r k a k B-

dg / fdg* - Z ( / fdg* - / fdg*) + Z / df • / 
3W k \ + o~ k a k 8" 6 k e k k B k 
/ fdg* - Z / df • / dg* + Z / df • / dg 

3W* k a k B" k a k B" 
2TTi Z res (fdg*) - Z / df • / dg* W k a k B k 

27ri Z res (fdg*) + 2iti Z [res (fdg*) + res (fdg*) 1 - Z / df • / dg' 
k ^k L ^k n k J k a k B k 

= 2iri Z res (fdg*) + 2-rri Z f(£k)res dg* + f(nk)res dg*] - Z / df-/ dg< 
k ? k k^ ~ £ k n k k a k B k 

= 2-rri Z res (fdg*) + 2-rri Z res dg* • / df - Z / dg* • / df , k 5 k k S k Y k k B k a k 

proving formula (2.1) in the case df is continuous on W U r. 

I) 
To prove the formula for general df e T (W) one has to carry out an ^ 
approximation procedure. For this purpose, choose a sequence £2̂ , 9,^. . 
of domains c W such that: 

1) JTn <= , n = 1 , 2, . . . 

2) is suitably nice, n = 1, 2, ... 

3) ti^ contains all £^ , , n-j , •••> Y-j > •••> a>| > ••• > 
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4) U ft = W 
n-1 n 

Also, put: 

ft' = ft n W n n 

< ek,n = ek n Cn n u n n) 

3k,n = gk n «n 

Hence 

9ft ' = 9ft + 1 6 , - I 8 i n n k k,n k k,n 

0£ the computations on p. 2.4 
the following can be saved 
(with ftn in place of W): 

V 

f i g A . 3 

(2.5) / df A dg 
ft 

/ fdg + I / df • / dg , 
n 9ft. n k a n 

k ,n 

and (starting from the end and going backwards) 

(2.6) 2TT i I res (fdg*) + 27ri I res dg* • / df - I / dg* • / df = 
^k k h a k 

= 2-rri I res (fdg*) - I / dg* • / df 
ft n k 3 i a . 

= / fdg* - I / dg* -7 df 
9ft 1 

n 
k 6k a k 

(2.6) / fdg* + Z / df • / dg* - I / df • / dg' 
9ft n k a n 

'k ,n 
k ak Bk 

Since, as n -»• 0 0 

/ df A dg ->• / df A dg 
ft n W 
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and 

/ dg* - / dg * / dg' (by (2.4)) , 
6 k ,n 6 k ,n 

comparing equations (2.5) and (2.6) gives, that in order to prove 
formula (2.1), it is enough to prove that: 

(2.7) / f(dg - dg*) ->- 0 as n -»• » . 
3ftn 

To see that (2.7) holds we use a partition of unity argument: 

Let (p̂  , . . . , <PN be C°° functions on W with compact supports contain­
ed in coordinate neighbourhoods , and such that: 

N 
I cpv = 1 in a neighbourhood of r. 

k=1 K 

Then we must prove: W 

/ tp. • f (dg - dg*) + 0 
3ft n 

as n 0 0, k = 1 , ...,N. 

Let tp denote any of cp̂  , . 
and let z = x + iy be a local 
parameter z : U -»• Q, where 

RU 3 supp tp , 

<-Q = {x + iy € (C: |x| < 1, |y| < 1} 

and such that: 

,z(U n W) = Q n <C+ , 
4 ( u n r) = Q n & . 

(It is clearly enough to consider 
those tpj for which supp (pj fl r * f.) 

* 9 A . ^ 
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Put: 

Y n = z(3ftn n U) , 

a(x, y)dx + b (x, y)dy = dg - dg* , (x, y) £ Q , 

k h(x, y) = <p • f , (x, y) £ Q n (C+ . 

Observe that adx + bdy is continuous on Q and that a = 0 on R 
(since dg = dg* along T). 

Clearly, we can assume that the domains fln were chosen so that y n 

have equations: 

y = y n(x) n = 1 , 2 , . . . 

with 

dy (x) 
max |—? 1 + 0 as n + » . 
Ixl<1 a x 

Now, we have to prove that: 

/ h -(adx + bdy) 0 as n °° 
Y n 

i.e. that: 

1 dy (x) 
/ h(x, yn(x))(a(x, y n(x)) + b(x,y n(x)) gx ) dx - 0 . 

Since 
dy (x) 

max |a(x, y_(x)) + b(x, y_(x)) * \ - 0 
|xl<1 n n a x 

by the above remarks, it is enough to prove that 

1 
/ |h(x, y (x)) |dx < M < c o 

-1 n 

for some constant M . 
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But, now df £ r (W) implies that h = cp • f has finite Dirichlet-
a + integral (over Q n I ) : 

D(h) - } ) (||||2 . |ff|2)dxdy < 00 

In particular 

/ / |§£| 2 dxdy < -
-1 o 3 

Hence 

1 1 , K / 1 1 ah 7 \ 1 / 2 / 1 1 ? / / |f£|dxdy < ( / / ||^|2dxdy) -(in2 dxdy 
-1 o y v-1 o y J 0 

\1/2 
< 00 

On the other hand (using that h(x, 1) = 0): 

|Mx, y n(x))| 
y (x) 
1 n v J 

y n(x) 
3h, j 

d y 

so that, finally: 

/ |h(x, yn(x))|dx < / / ||^|dydx < / / |§£|dxdy < 
-1 n -1 y (x) d y -1 o d y 

n 
as was to be proved. 

Quadrature data 

To simplify the formulations of 
the forthcoming theorems we in­
troduce the symbols Q and A to 
denote totalities of quadrature 
data as follows: 

Given W = W u r u W o f genus p, 
W (conformally equivalent to) a 
plane domain, a data, set Q shall 
consist of: 

w 
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E^: dg £ EQ if dg is meromorphic on W with (and having no other 
singularities than) 

residue-free poles of orders < + 1 at ^ , k = 1, ... 

simple poles at ^ and rf̂  with res dg + res dg = 0 , k = 1 , 
^k ^k 

/ dg = 0 , k ( I 

(1) a finite number of points z,^ , . . . £ W together with local 
variables at these points, 

(2) integers n^ , ... > 0 associated with ^ , . . . , 

(3) a finite number of arcs y^ , . . . c W , supposed not to intersect 
any of , ..., Bp (canonical homology basis), 

@ a subset I <= {1, 2, p}. 

and a data set A associated with Q (the coefficients) shall consist 
of: 

Q coefficients a^ ^, • • • > a
k n f° r e a c n k = 1, ... , 

@ coefficients b^, ... for each y^ , . . . , 

(l) coefficients c^ for each k £ I . 

Given Q we introduce two classes of differentials: 

DQ: df £ D Q if df £ r & ( W ) and 

' £'Cc k) = ... = f K (? k) = 0 , k = 1, ... 
/ df = 0 , k = 1 , . . . 
^k 

/ df = 0 , k £ I 
a. 
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Given Q and A we define the functional L n . on r (W): 

L Q , A ( d £ ) = I * a k j f ( : ) ) ^ k ) + I b k / df + I c k / df . 
y ' k j=1 J Yk a k 

Remark: f ^ ( ? k ) means of course the j:th derivative of f ( O = / df 
with respect to the local variable chosen at ? k > 

Now we can state one of the main theorems. 

Theorem 2.2: Suppose dg £ T (W) and quadrature data Q are given. 
Then the following are equivalent: 

a) dg extends to a meromorphic differential dG on W with dG £ EQ 

b) there exist coefficient data A such that 

/ df A di = L Q ) A(df) for all df £ r &(W) . 

C ) _ U / df A dg = 0 for all df £ D N . 
2TTI ^ Q 

Comments: 

0 D Q = jdf £ T a(W) : L Q A(df) = 0 for all A (associated with Q ) | , 

i.e. DQ is the (pre-)annihilator of the finite-dimensional space 
of functionals 

{ LQ A 6
 r

a W * : a 1 1 A associated with Q j. 
By elementary functional analysis this in fact proves: b) «=*• c) . 

© In b) dg is the element £ r
a ( w ) which represents the functional 

LQ a in the Hilbert space T &(W). Hence, taking Q to consist of a 
single point <^ (and a ^ = - dg becomes the Bergman kernel for the 
class r &(W): 

dg(z) = k(z, S^dz , z £ W . 
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The extension of dg to W given by a) is the so called adj oint 
kernel h(z, £^)dz: 

dg*|w(z) = h(z, z^Jdz 

(J) For I <= {1 , ..., p} there are the intermediate Hilbert spaces 
r T(W) defined by: a, i 

r T(w) = jdf e r rw) : / df = o for k e i\ . 
3 > -1 l a

 N J a k 
Clearly: 

1 " * - ra,I = r a 
i - {1, P } - r a J - r a e 

and r c r T c r in general, ae a 91 a 

The theorem can be adapted for these spaces as follows: 

Theorem 2.3: Let dg £ T , (W) and quadrature data Q be given, 
a, i 

where it is supposed that I is the subset of {1, p} which 
occurs in Q. Then the following are equivalent: 

a) dg extends to a meromorphic differential dG on W with dG £ Ep . 

b) there are coefficient data A with c^ = 0 for all k £ I such that 

^ / df A 31 - L Q > A ( d f ) for all d f € r a > I ( W ) . 

c) $ df A dg = 0 for all df £ D n c r T (W) . ; 2tti w
 5 Q a,I^ J 

(A) Taking I = {1, ... , p} and Q to consist of a single point t,. 
(a^=-^-) together with I in the theorem, dg| w and dg*| w become the 
Bergman kernel and adjoint kernel respectively for the class 
r a , l W = r a e W ' 

Moreover, dg j ̂  and dg*| w have single-valued integrals, g and g* on W, 
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and the functions 

= g* + g 
{ g 2

 = g* ~ g 

map W univalently onto horizontal resp. vertical slit domains in I. 
Even more, for all X, y > 0 the function: 

is univalent on W and maps W onto a domain in ff the complement of 
which consists of convex sets bounded by analytic Jordan curves. 
In particular A = y = 1/2 gives that g* is univalent on W. This has 
a consequence which will be used later, namely that for p > 0, g is 
not univalent on W. In fact, since dg has a pole of order 2 at 
as only singularity it follows that dg has altogether 

zeroes on W. But since g* is univalent on W, dg* has no zeroes on W 
or even on W U r, since r is mapped onto regular analytic Jordan 
curves. Hence dg has no zeroes on W u r, and so must have all its 
2p zeroes on W. And if p > 0 this implies that g cannot be univalent 
on W. 

(If p = 0, g is univalent on W, since W = ff, W = a disc or a half-
plane and g a meromorphic function of order 1, i.e. a Mobius-trans­
formation .) 

The fact that dg has 2p zeroes on W is interesting enough to be 
stated explicitly: 

Theorem 2.4: if W is a plane domain bounded by p + 1 continua, the 
reproducing kernel (Bergman kernel), k(z, c)dz, for the class r„ fW) 

ae 
has exactly 2p zeroes in W, for every choice of z, £ W. 

Proof of theorem 2.2: b) •*=» c) is already proved. (Comment Qy .) 

A • g 1 + u • g 2 = (A + u)g* - (A - y)g 

(2p - 2) + 2 = 2p 

a) »» b) follows directly from the formula (2.2). 
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b) •* a) : it is a standard fact that on W (or any compact Riemann 
surface) there exists a unique meromorphic differential dG with: 

1) poles with arbitrary prescribed singular parts, subject to the 
only condition that the sum of the residue be 0. 

2) the periods / d G , k = 1, p prescribed. 
V 

Hence it follows from the formula (2.2) that there exists a unique 
dG € E~ such that 

But clearly dG| w £ I" (W) so the uniqueness for the representative 
of a functional on a Hilbert space gives that dG | ̂. = dg. Hence 
dG £ E n is the extension of dg, and the theorem is proved. 
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3. Behaviour under Conformal Mapping and Existence Theorems 

Suppose $ : W -»• W is a conformal equivalence between the plane 
domains W and W . Then $ induces an isometric isomorphism 

$* : r a ( w ) - r a(w) 
by "pull-back of differentials". That is: 

**(df) = d(f o 4>) for df € T fW) , 

or, more explicitly, if z and £ are local variables at correspond­
ing points on W resp W , and 

df - f dc , 
then 

**(df) = df($(z)) = || • || • dz . 

That $* is isometric is an immediate consequence of the "change of 
variable formula": 

/ df A dg = / df A dg = / d(f o $) A d(g o $) = 
W *(W) W 

= / **(df) A $*(dg) , df, dg € r ( W ) . 
w 

Loosely speaking, the inner product on r (W) is invariantly defined. 
3. 

If Q is a set of quadrature data on W, '$ maps Q onto a dataset Q' 
on W defined in an obvious way 

(if Q consists of £^ , ... ; rv^} ••• '•> Y-j > ••• i I > Q' consists of 
$(Cj)> n,| , *(Y.|)> •••i I > where it is assumed that 
I c {1, ..., p} refers to canonical homology basises , Bp 
on W resp $(<*,,), *(B_) on W ) . 

Hence there are the subspaces 
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d q <= r a(W) 
and 

and it is easily seen that $* maps Dq, onto Dq. 

From these considerations it follows, that given: 

dg € r (W) 

{ 
ldG = $*(dg) e r rw) , 

cL 

/ df A dg = 0 for all df 6 D N , 

if and only if 

^U- / dF A dG = 0 for all dF e D N . 
2 T R I

 W
 Q 

By the equivalence b) «—» c) in Theorem 2.2 we therefore get (with 
Q> Q'> dg, dG given as above): 

there exist coefficients A' such that 

jL- / ̂  df A dg = L Q I j A,(df) for all df £ r a ( W ) 

if and only if there exist coefficients A such that 

jL- / dF A dG = L Q j A(dF) for all dF G r &(W) 

Now, we apply this in the following situation: 

Let W = ft c £ be a domain of finite area bounded by p + 1 continua* 
By Lemma 1.1 there exists a compact symmetric Riemann surface 
W = W U T U W and a conformal equivalence 

G : W - ft . 

* a continuum is a closed connected set consisting of more than one 
point 
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If z denotes the usual coordinate variable in E, we have: 

dz G r (fl) 

G*(dz) = d(z o G) = dG £ T (W) . 

Suppose quadrature datas Q' are given on ft, and let Q be the 
corresponding datas on W. 

Observing that 

2?T / d f A 3 1 = 2?T / ff d z d i = - ? / f ' d x d y ' £ l r l ft Z 7 r x ft a z "ft 

Theorem 2.2 then gives: 

Theorem 5.1 : I f f t c E , W = W u r i ) W , G :W-»ft,Q and Q' are as 
above, the following are equivalent: 

a) dG extends to a meromorphic differential on W with dG € Eq. 

b) there exists coefficients A' such that 

/ fdxdy = L n f A,(fdz) for all f € L2(ft) (i.e. fdz € rfflj). ft x > A a a 

c) / fdxdy = 0 for all fdz G D n, . 
ft w 

A more suggestive version of the theorem is obtained if one 
identifies W with ft via G. The differential dG is then identified 
with dz. 

Suppose first that dG extends to W. Then its values on the "back­
side" W may be represented by dG*|^ (dG*(?) = dG(£)). 

Observe that 

d G U = ^ j w o n r 

and that dG*| w is the only meromorphic differential on W with this 
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property. Hence there is a meromorphic differential dH(z) = h(z)dz 
on ft with 

(3.1) dz = h(z)dz on 9ft . 

Indeed 

dH = dG*| w o G"1 . 

Observe also that (when dG is meromorphic on W) 9ft consists of 
analytic curves by Lemma 1.1, and that h(z)dz becomes continuous 
on 9ft, so that (3.1) can be interpreted literally. (3.1) can also 
be written in integrated form: 

(3.2) z = H(z) + local constant , z £ 9ft. 

Here "local constant" means: constant on each component of 3ft; 
in general the constant takes different values on different com­
ponents of 3ft because dG may have periods on W. The integral H(z) 
is single-valued in a neighbourhood of 3ft; the only periods of H(z) 
are those arising from logarithmic singularities corresponding to 
the residue poles of dG*. 

"Suppose conversely that we do not know a priori that G : W -> ft 
extends to W, but that we have a meromorphic differential dH(z) 
= h(z)dz on ft which satisfies (3.1) - (3.2) in the sense that: 

(3.3) z - HTzJ Cj 
as z -»• the j : th component of 3ft for some constants ĉ  , cp + -| 
(p + 1 = connectivity of ft). 

Then: 

G ( 0 - H(G(C)) - C j as £ - T. (? 6 W) , 

where T 1, r 1 are the components of r, appropriately numbered. 
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It follows that the harmonic function: 

u ( 0 = G ( 0 - h T g T U T , C € w 
extends over by reflection: 

u(£) - Cj := - (u(c) - Cj) for £ £ W near 1^ . 

This makes du into a (complex-valued) harmonic differential on W, 
with the properties: 

du(cj) = dG(£) - dH(G(0) for t, £ W , 

^du(0 = dH(G(£)) - dG(£) for 5 £ W . 

In other words, the analytic part of du(0 is dG(£) on W and 
dHfGf^)) on W, and hence dG itself extends to a meromorphic differ-
ential on W by: 

dG(0 := dH(G(£)) for £ £ W . 

Hence the condition (3.3) forces dG to extend meromorphically to W, 
and therefore also 3ft to consist of analytic curves and H(z) to 
extend analytically over 3ft (the analytic curves may be only quasi-
regular in the sense of Lemma 1.1, and the extension of H(z) may be 
multiple-valued with branch points on 3ft). 

Combining this discussion with Theorem 3.1 now gives (denoting the 
items in Q' in that theorem by £̂  , n^ , Y-j > I) : 

Theorem 3.2: Suppose ft c (C has finite area and is bounded by p + 1 
continua (p < °°) . Then ft admits a quadrature formula of the type 

if and only if the differential dz extends to a meromorphic differ-
ential on the double ft, in the sense that there exists a meromorphic 
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differential 

dH(z) = h(z)dz on ft 

with 

dz = h(z)dz on 3ft , 

interpreted according to (3.3). 

When this occurs the singularities of dz on the "back-side", i.e. 
the singularities of dH(z) = h(z)dz, correspond to the data 
? 1 > n-j » Y 1 , •••> I in the following way: 

the integral H(z) has: 

(T) poles of orders < n^ at z = c k, k = 1 , ... , 

(D logarithmic singularities of opposite sign at the end-points 
C k and n k of Y k, k = 1, ... , 

($) and if two boundary components of 3ft can be connected without 
intersecting any with k € I, then the local constant in 

z = H(z) + local constant on 3ft 

takes the same value on these two components 

The last point, (3) , is the inter­
pretation of the part of the state­
ment dG € Eq in Theorem 3.1 which 
says that 

/ dG = 0 for k € I . 
ek 

f 19 3.1 
In fact, if $ c: ft connects two 
components of 3ft without intersecting any with k £ I (fig. 3.1), 
then, if & is the corresponding arc on the back-side ft, 6 U (-Si) is 
a closed curve on ft, and the integral of the extension of dz to ft 
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along this curve shall be = 0 (we can clearly choose 8 so that it 
avoids all the Y-j , . . . ) . But this means: 

0 = / dz = / dz '- / h(z)dz = / d(z - TUjJ) , 
6U(-6) 3 6 3 

which proves (J) • 

Remarks: 

(j) The function H(z) + ĉ  in (3.3) is the Schwartz function for 
the j:th component of 8ft. For a treatment of quadrature formulas 
from the Schwarz-function-approach see [D 1, Ch 14] and [D 2]. 

(2) In this report we always assume a priori that the domains ft in 
consideration have finite area and finite connectivity. However, if 
a domain ft c (C is subject only to the condition: 

and admits a quadrature formula of the type: 

n k ' 1 

/ fdxdy = I I a k i f ( j ) U k ) 
ft k j=o J 

for the class L (ft) , then it must be of finite connectivity. For a 
3. • 

proof of this and other aspects of quadrature identities, see [AS 2] 

Now, we return to Theorem 3.1. It implies that if: 

f ft c C has finite area and is bounded by p + 1 continua, 
W=WuruWisa compact symmetric Riemann surface of genus = 

V G : W -*• ft is a conformal equivalence, 

2 
then ft admits a quadrature formula for the class L (ft) if and only 

el 
if dG extends to a meromorphic differential on W (if dG extends to 
W then one can clearly choose data Q so that dG € E Q ) . 
This shows how to produce domains ft c (C of arbitrary conformal type 
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(with the usual restrictions) admitting quadrature formulas: 

Start with any compact symmetric W = W U r U W, such that W is of 
the requested conformal type. If we can find a meromorphic differ­
ential dG on W such that dG| w £ V (W) and its integral G is uni-

1W ae 
valent on W, then G maps W conformally onto a quadrature domain 
Q e IE. 
The condition dG| w £ r

a e ^ m e a n s exactly that dG shall have all 
its singularities on the back-side $ and that G is single-valued 
on W. These conditions are easily satisfied. In fact, the poles £ W 
and singular parts (with sum of residues = 0) can be arbitrarily 
prescribed. The problem is to get G univalent on W. 

w 
This problem may be solved by an 
approximation argument as follows: 
Realize W = W u r u W a s the 
Schottky double of a bounded 
plane domain W c (C bounded by 
regular analytic curves, r. Then 
the identity function 

W 

extends by reflection in r to a holomorphic function g defined in 
some neighbourhood of W U r in W. In fact, if C(z) is the reflection 
mapping in r, g is defined by 

g(z) = z for z £ W U r 

^g(z*) = z, (z) for z € W D (some neighbourhood of r)(z£W«-»z£W) 

Since z is univalent in W u r, g will be univalent in some neigh­
bourhood of W U r. 

The next step is to approximate g uniformly in some neighbourhood 
of W U T by meromorphic functions on W. To do that one needs a 
Runge approximation theorem for compact Riemann surfaces. Such 
theorems are very hard to find in the literature. In fact, the only 
reference I have found is the paper [G 2] where a stronger theorem, 
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a Mergelyan theorem for compact Riemann surfaces-, is proved. The 
proof, however, depends on references to other papers, and is not 
very perspicuous. These circumstances motivated the report [G 3], 
which contains a proof of the following: 

The Runge Approximation Theorem: 

Let: 

W be a compact Riemann surface, 
ft c W an open subset, 
E c W ^ ft a set which intersects each component of W ft. 

Then: 

M(W') n H(W ^ E) is dense in H(ft) . 

In particular: 

M(W') n H(ft) is dense in H(ft) . 

Here: 

H(ft) = |holomorphic functions on ft, with the topology of 
uniform convergence on compactsj 

and 

M(W') = jmeromorphic functions on W'j . 

In the application of this theorem we take: 

W = iv , 
ft = a neighbourhood of W U r on which g is defined , 
E = any closed subset of W, for example consisting of a 

single point. 

(E is chosen before ft, and ft is then chosen such that W ^ ft is 
connected and E c W ^ ft.) 
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Thus g is approximated uniformly in some neighbourhood of W U T 
by a function G £ M(W) n H(W E) , and making the approximation 
sufficiently fine we achieve that G is univalent on some neighbour­
hood of W U r. Moreover, since G is single-valued on the whole W, 
the quadrature formula for ft = G(W) will not contain line integrals. 
This proves: 

Theorem 3.3 (existence of quadrature domains): 

Suppose W c [ is bounded, and bounded by regular analytic curves. 
Then there is a slightly perturbed domain ft, conformally equivalent 
to W, which has a quadrature formula of the type: 

n, -1 
m k r-n ? / fdxdy = 1 1 a v . f U J ( z v ) for f £ Lf(ft) . 

ft k=1 j=o ^ K a 

The number, m, and the relative conformal locations (i.e. the pre-
images in W) of the points , z m £ ft can be prescribed at will 

Remark: One easily obtains versions of the approximation theorem 
which guarantee that all n^ can be chosen = 1 in the quadrature 
formula. In that case one of course loses the control of the number 

Another consequence of Theorem 3.1 is that a quadrature domain must 
have nice boundary: 

Theorem 5.4: Suppose ft <= (C has finite area, is bounded by a finite 
number of continua and admits a quadrature formula: 

Then 9ft consists of quasi-regular analytic curves. Moreover, if all 
b^ and c^ = 0, 9ft is a whole algebraic curve. 

Proof: Combine Theorem 3.1 with Lemma 1.1 iii) - iv). 

When 9ft is an algebraic curve (b, , c, = 0) the relations between the 
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coefficients in the polynomial of the curve and the data in the 
quadrature formula may be stated explicitly. This topic will be 
taken up in section 5. 

The fact that 3ft is an algebraic curve when b^, c^ = 0 was first 
proven in [AS 2] (Theorem 3 and Theorem 6) , where also results 
about 3ft when only b v = 0 can be found (Theorems 8 - 10) . 
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4. Non-existence of Quadrature formulas of certain kinds 

In section 3 we have discussed the relation between existence of 
quadrature domains and the existence of meromorphic differentials 
of certain kinds on compact symmetric Riemann surfaces. To recap­
itulate: I f W = W u r u W i s a compact symmetric Riemann surface, 
and if df is a meromorphic differential on W with all its singulari­
ties on W and such that f = / df is a univalent function on W, then 
ft = f(W) is a quadrature domain, and all quadrature domains of 
finite area and bounded by finitely many continua arise in this way 
(Theorem 3.1). 

As a consequence, theorems about meromorphic differentials on com­
pact Riemann surfaces may have corollaries about quadrature domain. 
This section contains three corollaries (4.2, 4.3 and 4.5) of this 
kind. The domains SI c C appearing in these corollaries are always 
assumed a priori to be of finite area and bounded by finitely many 
continua. Each corollary follows from the theorem which precedes 
it by an argument of the type: take a compact symmetric Riemann 
surface W = W U r U W and a conformal mapping f : W ^ ft (by Lemma 1.1). 
Then f (or df) extends meromorphically to W with a certain pole and 
period configuration according to Theorem 3.1. Finally, apply the 
theorem (belonging to the corollary) to this f. 

Corollary 4.2 is a rather classical kind of converse of the mean-
value property for analytic (or harmonic) functions. For a short 
survey of earlier results on this, and for further references, see 
[AS 2, 1.3]. Corollary 4.3 is a generalization of Corollary 4.2 
which is also proved (in essentially the same way) in [AS 2] (The­
orem 7) . 

Corollary 4.5 is a generalization of Theorem 4 in [AS 2], which 
(essentially) agrees with part (ii) of Corollary 4.5. Aharonov -
Shapiro however use quite another method of proof, and this method 
has also been used by C Ullemar to prove part (i) with the a priori 
assumption that ft is symmetric with respect to the straight line 
through z. and z~. 
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Corollary 4.3: If 

/ fdxdy = a • f(z ) for all f £ L 2 (ft) , 
ft 0 a s 

then ft is a disc and z its center. 
o 

Theorem 4.4: I f W = W u r u W has genus p > 0, there is no mero­
morphic function, f, on W with the properties: 

a) f has order 2 
b) f is univalent on W 
c) ft c l, where ft = f(W) . 

Corollary 4.5: There is no domain ft c (C of connectivity > 1 which 
admits a quadrature formula of the type 

(i) / fdxdy = a ^ f z ^ + a 2f(z 2) 

or 

Theorem 4.1: If f is meromorphic of order = 1 o n W = W u r u W then 

a) W = IP 
b) W = a disc or a half-plane 

c) f = a Mobius transformation 

Proof: Well-known. 

Corollary 4.2: If 

/ fdxdy = a • f(Z q) for all f e L2(ft) , 

then ft is a disc and z its center. 
o 

As a corollary of the statement in comment 4 after Theorem 2.2, 
that the meromorphic differential df on W with a double pole at 

£ W and with df| w £ r
a e ( W ) cannot be univalent on W unless W 

has genus 0 (in which case f is single-valued on W and Theorem 4.1 
applies), we have: 
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(ii) / fdxdy = a,,f(z ) + a2f'(z ) for all f € l/(ft) 

Proof (of theorem 4.4): Any meromorphic function, f, of order 2 on 
W gives rise to an automorphism : W -*• W of order 2 (i.e. a £ o 
= identity) defined by: 

-1 o"£(z;<|) = w n e r e > = ^ ^ a n d z R A N 8 E S o ver ff • 

Now, suppose f satisfies the 
hypothesis in the theorem. 
Then it is easily seen that: 

1) maps W bijectively onto 
a region c W (f~1 (ft) 
= W U U.,) 

2) maps U2 = W ^ biject­
ively onto itself (f~1(B?^ft~) 
= U 2 ) . 

3) U 2 * <p (by c)) . 

f"1 (ft) = W U U 1 

(if ft = f (W) , { 

f~1 (ff ̂  ft) = U 2 

This is however impossible: 
the case p > 1: W is a hyperelliptic Riemann surface, and it is 
known ([G 1, p. 246]) that a = is unique*, i.e. does not depend 
on the choice of the function f ( a is the hyperelliptic auto-
morphism of W). 

Hence a f = a f 3 ) t (recall £*(?) = f ( O ) 

i.e. f ( ? 1 ) = f(c 2) f ( ^ ) = f(c 2) 
But take e U 2 (U2 is not empty since f(W U V) c ff) 

* the footnote appears on p. 4.4 
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Then 

Hence 

fĈ ) = f(C 2) and therefore ff^) = f(? 2) • 
Since , e;2 € W and we could have chosen z,^ E U 2 so that £ 2 * ? 1 

(a£ has only finitely many fixed points), this contradicts the 
univalency of f. 

Remarks: 

^) rE>2 ~ (5*1 fi^ed point of a^) means that f (5̂ ) = 0 and also 
f'(C.j) = 0, so the univalency of f would have been contradicted 
also in that case. 

(2) o-£ = implies that a o <J> = <j> o a, which means that the 
hyperelliptic automorphism, a, preserves the symmetry of W. 

* I have recently found a very short and nice proof of this in 
[A 2, p. 51]. I cannot resist the temptation to reproduce it: 
Suppose f and g are two functions of order 2 on W. We shall prove 
that. <j£ = a . This is equivalent to the statement that the mero­
morphic function 

GCO = g(S) - g(a£CO) 
is identically zero. 
Suppose G(cj) # 0. 
Then G has at most 4 poles, since g has only 2 poles. On the other 
hand G has a zero at each fixed point of and the fixed points 
of 0 £ are exactly the branch points of f, the number of which is 

2 • (2 + p - 1) = 2p + 2 > 4 
by a well-known formula ([W 1, p. 150]). 
Hence G has more zeroes than poles which is impossible. 
Hence G(£) s 0, what was to be proved. 
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the case p = 1: a different argument is needed since does 
depend on f in this case. Now W 
is a torus and can be represent­
ed by a period parallellogram, M 
(fig 4.2). 

If z 1 , z 2 € (C are the poles of 
f, 5 2

 = °f(5<i) t h e n A b e l s 

theorem ([A 1, p. 263]) gives: 

C 1 + C 2 • z 1 + z 2 (mod M) 

Hence is of the form: 

CfCO s _? + a (mod M) (a 

Hence it is clearly impossible for to map W (exactly half of W) 
onto (strictly included in the other half, W, of W) 

(for example preserves the area element in the period parallell­
ogram, while area (U^) < area (W)). 

This concludes the proof of the theorem. 

Remarks: 

Corollaries 4.2, 4.3 and 4.5 can be put together to give the 
following: 

No multiply connected domain ft admits a quadrature identity of any 
2 

of the following three types, for the test class L (ft) : 

/ fdxdy = a ^ ( z ^ + a 2f(z 2) , 
/ fdxdy = a ^ ( z ^ + a 2f 1 (z,,) , 

/ fdxdy = a 1f(z 1) + a 7 / fdz 
ft Y 
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Here ẑ  , z 2 £ ft and y is a closed curve in ft. 

On the other hand, according to [AS 2, 6.2], A. Levin has construct­
ed a doubly connected domain ft with 

/ fdxdy = a^Cz,,) + a 2f ,(z l |) for all f 6 L2
s(ft) 

or, equivalently, 

/ fdxdy = a ^ C z ^ + a 2 f , ( z 1 ) + a 3 / fdz for all f £ L2(ft) 
ft Y 

Also, we have strong reasons to believe, but have as yet not been 
able to prove, that there exist doubly connected domains ft with a 
quadrature identity of the kind 

/ fdxdy = a^f(z^) + a 2f(z 2) + a 3f(z 3) for all f € La(ft) 

Here is the intuitive idea: 
ft should be a domain barely 
containing three tangent cir­
cular discs with centers z^, z 2 

and z 3» as indicated in fig. 4.3. 
To be slightly more precise, 
choose radii r„, r~ , r, such 1 ' 2' 3 
that the interiors of the circles 

C. = {z:|z-z.| = r.} , i =1,2,3 

intersect pair-wise, but have no 
common point of intersection. 

Put 

Q(x, y) = n (|z - z,|2 - r 2) . 
j=1 J J 

Thus Q is a polynomial of degree 6 
with zero-set U C ? u C^. 

* 1o 
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Let R(x, y) denote a "perturbation polynomial" (with real coeffi­
cients) of degree < 4. Then the zero-set of the polynomial 

P(x, y) = Q(x, y) - R(x, y) 

in general consists of 5 components r, TQ, r23> r3i iyin§ 
close to U C 2 U (if R is sufficiently small) as indicated 
by fig. 4.4. 

Choosing R properly, however, the components r23 a n d r31 c a n 

be made to disappear (if, for example, 

2TT i • 
Zj = e , j = 1, 2, 3 , r 1 = r 2 = r 3 , 

2 2 
the polynomial R(x, y) = a • (x + y ) would do, for some a > 0), 
so that the remaining part, V U T q , looks like 9ft in fig. 4.3. 

With such a choice of R(x, y) 

ft = {z € C : P(x, y) < 0} 

should be the quadrature domain in question. 

Similar constructions with more than 3 circles should also give 
quadrature domains. Since each new circle gives one more interior 
component of 9ft and one more point in the quadrature formula, the 
following conjecture is natural: 

For each n > 0, there exists quadrature domains ft of connectivity n 
satisfying a quadrature identity of order n + 1 : 

n+1 
/ fdxdy = I a,f(z.) for all f £ L̂ (ft) 
ft j=1 J J a 
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© With G as in 1 , G and G* (G*(s) = G (£)) generate the func-
tion-field on W, and they satisfy an irreducible, self-conjugate 
polynomial equation 

n i k P(z, w) - z a Z J W (a k = a ) 

3 ,k=o J J J 

of degree n = ^ k_^ = order (G) in each of z and w, i.e.: 

P(G( ?), G*U)) » 0 , C £ W * 
* The proofs of the statements © and © are contained in the proof 

of Lemma 1.1, part iv). 

5. Quadrature domains bounded by algebraic curves 

We shall study domains ft c (E with quadrature formulas of the type: 

n, -1 
m k ~ 

/ fdxdy = I I c,,f U J (z,j , f € l/(ft) 
ft k=1 j=o a 

in somewhat closer detail. 

Let us first summarize what we know about such domains: 

© They are produced in the following way: 

Take a plane bordered Riemann surface W U r and a meromorphic 
function G on the double W = W U r U W such that G has all its 
poles on W and is univalent on W. 

Then ft = G(W) is a quadrature domain of the above type. 

If i ..., £ € W are the poles of G then 1 m 

| z k = 

n^ = the order of the pole at 5^ 

(In this section we always assume that c, . * 0) . 
k,nk-1 
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Q) 3ft = the algebraic curve of P, i.e.: 

3ft = V 1 

where 

V 1 U V o = V = { z £ I : P ( z , z ) = 0 } 

and 

V = {isolated points of V} . 

@ Working in the domain ft itself rather than on W we can put: 

{ 
z = G ( 0 
S(z) = G*(E) = G*(G -1 W (z)) (c e w, z e ft) 

Then: 

S(z) is meromorphic in ft with poles of orders n^ at z^, k = 1,..,m, 
< S(z) = z on 3ft 

k p (z, s (z)) • o , z e f t . 

S(z) is the Schwartz-function of 3ft, i.e.: 

s(z) = TUJ 

where £(z) is the anticonformal reflection in 3ft. 

(5) Conversely, if ft c (C is a domain of finite area and bounded by 
a finite number of continua, and there exists a meromorphic function 
S(z) on ft such that 

S(z) = z on 3ft (i.e. S(z) - i -> 0 as z -> 3ft) , 

then ft is a quadrature domain, the formula, S(z), P(z, w) and 3ft 
being related as in (3) and (4) . 

Now, suppose we have ft c (E with the formula 
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m k m 7 

/ fdxdy = I I c k , f U J ( z v ) , f 6 Lz(ft) . 
n k=1 j= 0 k a 

Since the polynomial P(z, w) obtained in (2) is uniquely determined 
up to a real multiple * 0, it is natural to try to find the explicit 
relation between the quadrature data ẑ  , , (c^-} a n ^ the 
coefficients {a^} of P. 

To begin with, the explicit relation between the coefficients { c
kj} 

and the singular parts of S(z) is obtained from the quadrature 
formula (2.2) or, more easily, directly: 

If: 
m k b,. 

S(z) I I J r- + holomorphic function , 
k=1 j=1 (z - z k) : J 

Stokes formula gives: 

/ fdxdy = ~- / fdidz = 4- / f(z) • zdz = X / f(z)S(z)dz = 
ft Z l ft Z 1 3ft Z 1 3ft 

m n k f ( J _ 1 ) ( z k ) 
= t t • I res f (z)S(z) = t t • I l b , . - — . 

z£ft k=1 j=1 K 3 (j - 1) • 

Hence: 

Ck,j = JT ' bk,j+1 ' ^ = °» 1 ' nk" 1» k = 1» m * 

Next, let 
n i k n k P(z, w) = I a, kz Jw K = Z P k(z)w K , 

j,k=o J k=o 

where 
n 

ajk = akj > P k ( z ) = -lQ
 ajk Z J 

Here 
m n = I n v = the order of S(z) . 
k = 1 K 
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Since P(z, S(z)) s 0 we have: 

Pfz Sfzn V z ) P n - 2 ( z ) 

0" - * V , w • v o s i . ) 
= R(z) + P n - 1 (z) + Pn(z)S(z) , 

where 
P 0 U ) P n - 2 ( z ) 

R(z) = — - 3 - + . . . + g r , 
s ( z ) n - 1 S(z) 

nk 
Clearly R(z) = 0((z - z k) ) as z + zfc. 

In particular P (z)S(z) = - R(z) - p
n_-j (z) is bounded as z -> z^. 

This implies that p (z) contains the factor (z - z v) k . Hence, 
n K 

since P (z) has degree n = Z n, , P (z) must be 
n1 n m P (z) = a (z - z„) • ... • (z - z ) n v 3 nnK \ 3 K m3 

As a consequence a n n * 0, for otherwise P(z , w) would have degree 
less than n in w, which is impossible since P(z, S(z)) a 0 and S(z) 
has order = n. Another consequence is that 

P n(z) " « * ' "k * is bounded as z -> zn 

Hence: 

s ^ - - f % - - T - b r = • tot +

 0 (1 ) • as 2* zi 
n v ' n v ' n v ^ 

implying that the principal parts of S(z) agree with those of 

P - (z) n-1 v 3 

P (z) " 
n v 3 

Explicitly: 
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where 

C = lim n ,n-1 
a 
n ,n 

If the polynomial P(z, w) = I a^z Jw (a^ = a^j) is given, this 
gives the data in a possible quadrature formula for ft, associated 
to P as in (5) from the last two columns in the coefficient matrix: 

A - (a. k) -

l00 

l10 

n-1 ,0 

n, 0 

L01 

L11 

0 ,n-1 

l1 ,n-1 

0,n 

l1,n 

*• A A a- A 

n-1 ,n-1 n-1 ,n 
n ,n-1 nn t J 

coefficients of P (z) 
n coefficients of P „ (z) 

n-1 

Suppose, conversely, that the quadrature formula, i.e. the principal 
part: 

m 
k=1 j=1 (z - Z,) J 

of S(z) is given^. Since the polynomial P(z, w) is determined only 
up to a real multiplicative factor, and we know that a n n * 0, it is 
natural to normalize P(z, w) by requiring: 

ann = 1 

This will always be assumed in the sequel. Thus the last column in 
A is obtained from 

P (z) = z n + a . z n _ 1 + n ̂  J n-1 ,n 
n + a m (z - ZA) o ,n v V 
1 n . • (z - z l m 

Since P(z, wj shall be self-conjugate, this also gives: 
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a jt a M • n,n-1 n-1 ,n 

The remaining coefficients in the (n - 1):st column of A are now 
uniquely obtained from 

? > bki P n - 1 ^ t „ 

k-1 j=i (z - zk)i ' ' V 2 > n'n"1 

<>„,n-l - « • 
It is interesting that there is one condition of the self-conjugacy 
of Pfz, w) left over, namely that a A „ shall be real. To see ' 1 ' 1 n-1 ,n-1 
what that condition means on the quadrature-formula side, note that 

n n . 
n r s - l a . .z-'+a „ • I a. z3 

+ a -P (z) an,n-1 n , 
1 a-i z o J ' 

(-a „ + a . a ) z n + (- a „ „ + a * a ., )z n - 1+, ^ n,n-1 n,n-1 nn^ n-1 ,n-1 n,n-1 n-1 ,nJ 

a z n + . . . 
nn 

r i i 2 -> n-1 _,_ I ' V n - l 1 - an-1,n-1> z * ••• 

This gives: 

l an,n-ll 2 " an-1,n-1 = " ^ (" ~P^Tz7~ + a n , n - l ) d z = 

b,. b, . 
= - res I I £2 r dz = Z res Z Z ^ r- dz = 

z=°° (z - z^)-5 z€ft (z - z^)-5 

= Z res S(z)dz = —r / S(z)dz = ŷ U- / zdz = -J-r- / dzdz 
z€ft Z 1 T 1 9ft ^ 9ft ^ T T 1 ft 

= | / dxdy = 101 (Iftl = area of ft). 
$"2 

Thus 
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a . . . » la. 1 2 

n-1 ,n-1 1 n ,n-1 1 TT 

will automatically become real. Using the relation 

ck,j = /• bk,j+' 

and observing that 

m 
ftl = I c k-1 k'° 

we can summarize: 

Theorem 5.1: 

The identity: 

1 J Y J-'Ck>-i - a - P n - 1 ( Z ) 

* k-1 j-o (z - z k)J + 1 = n ' n ' 1 V z > ' 

Pn-1< z> = an,n-1 z I 1 + V ^ n - I 2 * " 1 + '•• + ao,n-1 

P (z) = z n + a 4 z 1 1" 1 + . . . + a ^ n v 3 n-1 ,n o,n 

gives a one-to-one correspondence 

between the last two columns (and rows) of coefficient matrices, 
A = (&jk) , of normalized (a n n = 1) selfconjugate polynomials 

n i k P(z, w) = I a. , z Jw 
j,k=o J ' K 

and quadrature data z ., ... , z , n„ , ..., n , 1 m' 1 ' m' 

m 
( Ck,j }o<j<n k-1 ' * nk = n 

1 <k<m 

with 
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m 
I c, = real , 

k-1 k'° 
such that whenever ft c (E is a quadrature domain, the quadrature 
formula 

n, -1 
m k m 

/ fdxdy = I Z c k i f U J ( z k ) 
ft k=1 j=o K , : l K 

and the normalized, self-conjugate polynomial equation of the 
boundary: 3ft = {z : P(z, z) = 0} ^ (finite set) are related accord­
ing to this correspondence. 

The situation is most conveniently expressed by a picture of the 
coefficient matrix of P(z, w): 

ROW N-1 
N 

COEFFICIENTS 
UNRELATED TO 
TNE ^TTADRAFEURE 
DATA 

'////////////////////////. I 
COE-Ki'O'ENTS i n ONE-TO-OWE 

V 
S 
91 
-O £ O 

Q . 
W a 
J 

WITH TW« O^ITADT-ATURE DATA 

The coefficients unrelated to the quadrature data make up a (n - 1) 
dimensional (over £) vector space. Hence, given quadrature data, 
this vector space can be thought of as a parameter space for all 
algebraic curves y which are candidates to be boundary curves for 
domains ft admitting a quadrature formula with the given data. Of 
course, not every coefficient matrix of a self-conjugate polynomial 
P gives rise to a quadrature domain, even if the curve 

y = {z : P(z, z) = 0} 
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happens to bound a domain ft c (E. In fact, if y = 3ft, ft is a quadra­
ture domain if and only if the Schwartz-function S(z) of y extends 
to a meromorphic function in ft. But to decide whether this is the 
case from the coefficients of P(z, w) seems not to be easy. 

Our discussion however suggests the following: suppose ft is a 
quadrature domain. Then the Schwartz-function S(z) extends to a 
meromorphic function in ft. A slight variation of the coefficients 
unrelated to the quadrature data in the coefficient matrix (Sj^) 
of the polynomial P(z, w) associated to ft gives a new polynomial 
P'(z, w) and an algebraic curve y' = {z : P'(z, z) = 0}. One then 
expects that y' does not differ very much from y = 3ft, hence bounds 
a domain ft' and that the Schwartz function S'(z) (not a derivative) 
of y' extends meromorphically to ft'. Hence ft' would be a domain 
admitting the same quadrature formula as ft. 

2 
Since one has ( n - 1 ) real parameters to ones disposal for such 
variations, this naive approach indicates that quadrature domains 
admitting a fixed quadrature formula of order n "in general" occur 

2 
in (n - 1) -real-parameter families. That this naive approach is, 
at least not always, correct is shown by the example in section 6 
(p. 6.3 - 6.8). 
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6. An example 

We shall develop the details a little further for quadrature 
formulas with only one point, z q , i.e.: 

/ fdxdy = c of(z Q) - ^ f ' C z ^ + ... + c n _ . f ^ h z Q ) , 

f € L2(ft) , c n_ 1 * 0 . 

For notational convenience, take z q = 0. 

Put 

b j + 1 = Xj- c . , j = 0 , 1 , . . ,n - 1 . 

Then we know that equivalent for ft 
to admit the above formula is that 
the Schwartz function, S(z), of 3ft 
extends meromorphically to ft with the singular part: 

b 1 b b 
S(z) = — + —| + ... + -^ + holomorphic function , 

z z 
z € ft , b * 0 . 

n 
The boundary, 3ft, is an algebraic curve: 

3ft = {z € (C : P(z, z) = 0} >» (a finite set) 

where 

P(z, w) = I a. k z J u k 

j,k=o J ' 

is self-conjugate (a. , = a, .) and normalized (a = 1 ) . 
J , K K , ] n,n 

The last two columns (and rows) of the coefficient matrix A = (a^) 
of P(z, w) are obtained from b^, ..., b n by the identity (Theorem 
5.1) : 
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b 1 b 2 

z + ~2 + 

* a n ,n-1 

+ S 
n 
z 

a „ z11 + a „ „ z11 ^ + . . . + a „ n ,n-1 n-1 ,,n-1 o ,n-1 
n ^ n-1 ^ z + a „ z + n-1 ,n . + a • o ,n 

giving the matrix: 

A • C J k ) 

0 0 

n - 2 , 0 

•b n 
0 

a - -b 0 o,n-2 n 

n - 2 , n - 2 

-b„ 

0 

-b2 0 

• b 1 0 

(Observe that b 1 
1 1 — c = — ft! is real.) TT 0 TT ^ 

I. For n = 1 this becomes: 

A = 

so that 

-b. o - -2. o - liLL o 
( ) - ( ) - f 71 K 
\ o 1' ^ 0 V ^ 0 V 

P(z, z) = - -Lgi + z • i 6.1 

i.e. ft is the disc around 0 with radius = VI ft I / t t as expected, 

fdxdy = |ft| • f ( 0 ) ) 
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II. For n = 2 we have 

1 oo 2 1 

A = -b 2 -b 1 0 

LO 0 1J 

i.e. Pfz, z) = a - b 0z - b-z - b-zz + (zz) 2 

^ oo Z Z 1 

From Corollary 4.5 we know that 
all quadrature domains of order 2 
(n = 2) are simply connected. 
Hence they can all be produced as 
images of for example the unit 
disc, B, under functions mero-
morphic on the double D. Realizing 
D as the Riemannsphere ff (the 
involution being z -»• 1/z) the 
mapping function: 

G : D ft 
6. a 

is thus going to be a rational 
function. The point in D to be mapped on 0 £ ft can be prescribed at 
will, say 0 € D. By Theorem 3.1, G shall then have a double pole at 
the conjugate point of 0 £ B, i.e. at z = °°, and be regular else­
where. Hence: 

G(t) = 3 1t + B 2 t 2 , t £ ff , 

G*(t) = G(1/t) = g . t~1 + 6 2 • t" 2 , t £ ff . 

Here one has the degree of freedom to choose 3<j real and positive 
It is easily established that G is univalent in D iff 

Since the Schwartz function of 3ft is: 
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-1 bi b ? S(z) = G*(G|I)
,(z)) = ~Y + ~ + holomorphic, z £ ft , 

z 

we must have: 

b1 b 2 
G*(t) = r r ' + + holomorphic , t € D . 

b (- t J G(t) Z 

A slight computation gives: 

b 1 = I S ^ 2 + 2|6 2| 2 (6.1) 

b 2 = S 2 0 2 (6.2) 

Moreover, the coefficient a can be computed from g 1 and g ? since 
G, G* shall satisfy: 

P(G(t) , G*(t)) S 0 . 

It turns out to be: 

4 In n I 2 | „ | 2 , | n | 2 | - | 2. 
aoo e 2 r - le^zi - i e 2 r c i e 2 r - . (6.3) 

Hence, from equations (6.1) - (6.3) one sees that a Q o is essentially 
determined by b^ and b 2 , i.e. for each choice of b^, b 2 there are at 
most finitely many values for a o o- In fact, computations carried out 
in [AS 2, pp. 25 - 27] show that the above equations together with 
the condition that G shall be univalent in B determine a uniquely 

oo 
from b^ and b 2 . 

According to the reasoning on page 5.8 - 5.9, however, a should 
be a "free" parameter which one ought to be able to vary continuous­
ly to give a 1-real-parameter family of domains with the same quad­
rature formula. To see what goes wrong in this case, we compute the 
Schwartz function, S(z), for the algebraic curve: 

3ft = {z £ £ : P(z, z) = 0} 

and study what happens to it when a is varied around a value re-
r oo 

lated to b.j and b 2 according to equations (6.1) - (6.3). 
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S(z) is obtained from P(z, S(z)) a 0 i.e.: 

z 2S(z) 2 - (b l Z + b 2)S(z) - (b2z - a o Q) S 0 

giving: 

S(z) = [b l Z + b 2 ± \/BTzT] , 
where 

B(z) = 4b~ • z 3 + (b 2 - 4a J z 2 + 2b,b9z + b 2 . v J 2 1 0 0 1 2 2 

Let e^ , e 2, e^ be the zeroes of B(z), so that: 

B(z) = 4b 2(z - e ^ C z - e 2) (z - e 3) . 

In general e^, e 2 > e^ are distinct, and when this is the case the 
Riemann surface, W, canonically associated with the irreducible 
polynomial P(z, w) has genus = 1. This follows for example from 
the genus-formula: 

A r i £ t_ m>, _,_ total branching order genus = 1 - (number of sheets over ff) + 2 

- 1 - 2 + 4 - 1 

The branch points are (lie over) e^, e 2, e^ and 

That P(z, w) is self-conjugate implies that W is a symmetric Rie­
mann surface, the involution being that induced by the mapping 

(z, w) -»• (w, z) 

on 

loc(P) = {(z, w) £ I2 : P(z, w) = 0} 

Moreover, when ft is a quadrature domain, i.e. when the branches of 
S(z) which take the values S(z) = z on 3ft fit together to a single-
valued meromorphic function on ft, the above Riemann surface W is 
conformally equivalent to the Schottky double ft. 
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Indeed, the mapping 

ft -y loc (P) 

defined by: 

z + (z , S(z)) for z 6 ft 

-> (S (z) , z) for £ G ft (i.e. z € ft) 

(here S(z) stands for the branch on ft which = z on 3ft; since 
(z, S(z)) = (z, z) = (S(z), z) for z € 3ft, the mapping extends con­
tinuously to ft = ft U 3ft U ft) 

induces a conformal mapping ft •> W. This is a conformal equivalence 
because the order of the mapping is V 

number of poles of S(z) in ft < ^ hence = 1 
number of points of the kind (z, ») in loc (P) - ' 

From this discussion it follows that when ft is a quadrature domain 
with e A i

 e3 distinct, ft must have genus 1, i.e. ft must be 
doubly connected. Knowing that such domains do not exist (corollary 
4.5) one concludes that the special values of a Q Q actually giving 
quadrature domains, are values for which two of e^, e^* e3 coincide. 
This is confirmed by a computation giving: 

B ( Z ) = c e l Z + e 1 e 2 ) 2 • ( 4 B 2 z + B 2 ) = 4 B 2 B 2 ( Z + B 2 ) 2 ( Z + ^ 1 ) 

(assuming 3̂  real) 

for 

' b 1 = | B . , | . 2 + 2 | 3 2 j 2 

•4 b 7 = 3 ? B \ 

Z 1 L aoo = l B 2 | 2 ' ( l 3 2 | 2 " l 6l! 2) ' I K- 1 / 2 

r 
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Hence: 

e 2 = - B 2 

46-
1 B1 2 " 62 * 4 Ifjl 

Thus the failure of the reasoning 
on p. 5.8 - 5.9 can be explained. 

genus W 

"̂UAdr&iure value *i<3 6.3 The Riemann surface W of P(z, w) = 0 does not depend continuously 
on the coefficients of P(z, w ) . More precisely, the genus of W is 
only a lower semicontinuous function of the coefficients of P(z, w) , 
and in our case the values of a giving quadrature domains are 

oo 
values for which the genus is exceptionally low (= 0). 

Hence W "explodes" when a is 
oo 

varied about 

•oo • i B 2 i 2 - a e 2 i 2 e,l 2) 
This "explosion" can be studied 
through the set £ = o 

The set yt : 

Y £ = {z £ C : P £ (z, z) = 0} 

where P £(z, z) is the polynomial 
with the coefficients: 

For e = 0 this set consists not 
only of the curve 8ft (where ft is 
the quadrature domain) but also 
of an isolated point at z = e^ = e 2 

(fig 6.4). 

b1 -

b 2 . 3 2B 2 

a 
0 0 • |B2|2-(|B2|2 -le.,12) + £ (e real) 



6.8 

When e > 0, e 1 and e 2 have split up into two points and the isolated 
point of Y q has blown up to a whole curve, so that y £ (s > 0) con­
sists of two disjoint curves. This agrees with the fact that the 
Riemann surface W of P_(z, w) = 0 is a symmetric torus, y is the 
"track" of the two symmetry-lines (the fixed-point set under the 
involution) on W £. 

For e < 0, however, the isolated point of Y q has disappeared, so 
that y £ (e < 0) only consists of one curve. By our earlier discus­
sion, W still is a symmetric torus, but this time with only one 
symmetry-line. Hence, although symmetric (i.e. admitting an anti-
conformal involution), W £ cannot be the double of a plane domain. 
The symmetry must therefore be of the kind which arises from doubling 
a "non-orientable Riemann surface", in this case a Mobius strip. 

Remark: A torus can be symmetric in 3 essentially different ways, 
namely the symmetries coming from doubling 

1) a ring-domain in iC (giving 2 symmetry-lines), 
2) a Mobius strip (1 symmetry-line), 
3) Klein's bottle (no symmetry-points). 

The simpliest example of a symmetric Riemann surface which is not 
the double of a plane domain is the Riemann sphere, ff, with the 
involution: 

$ : z -»• - 1 / z . 

<j> has no fixed points and (ff, <j>) can be considered as the double of 
the projective plane, which is a non-orientable Riemann surface. 

For further discussion of these fascinating topics, see [K 1] and 
[AG 1]. 

Ill Next, let n > 2 on p. 6.1 - 6.2. It follows from the Existence 
Theorem 3.3. that there exist domains ft of arbitrary conformal type 
with 
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(6.4) / fdxdy = c Qf(0) + C l f ( 0 ) + ... + cn_^£(n~1) (0) 

for all f e L2(fi) 

if n is sufficiently large. 

For example, to get quadrature 
domains of connectivity = 2 
one could start with a symmetric 
torus represented as a period 
parallellogram, W, in (E with 
vertices ± iw, 1 ± ico (oj > 0). 
The involution is complex con­
jugation (t = t), and: 

rW = W n C + 

••w = w n c" . 

f+iw 

fig 6.5" 

The meromorphic functions on W are represented as doubly periodic 
functions (elliptic functions) on C. If t € W, the most general 
such function with a single pole of order n at t = t Q = t E W is: 

n-2 (j) G(t) = 3 o + I 6 j + 2 p ^ ( t - t Q) , 

where gj £ (C and p(t) is the Weierstrass p-function ([A 1 p. 264 f]) 
with double poles at m^ + m 2 • 2iu), m^ , m 2 £ ZZ. 

According to the approximation argument on pp. 3.8 - 3.10 the co­
efficients g 2, B n can be chosen so that G becomes univalent on 
W if n is sufficiently large. Hence, choosing 6 Q so that G(t Q) = 0, 
such a G will map W onto a domain Q with a quadrature formula 

/ fdxdy = c Qf(0) + C lf'(0) + ... + c ^ f ^ ' ^ C O ) , f £ L2(a) 

The conjugate function to G(t) is: 

n-2 
G*(t) = B + I 6 o .- -j + 2 " V > 
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and since G(t) is univalent on W, the singular part of G*(t) (at 
t = t ) can be expanded in G(t): 

b b. 
G*(t) = — + ... + r [ ' + regular terms , t € W . 

G(t) n b l t J 

As on p. 6.4 this means that the Schwartz function of 3ft is: 

b b 1 

S(z) = — + ... + — + regular terms , z £ ft , 
z 

so that the coefficients , ..., b n are those occuring in the 
coefficient matrix of P(z, w) on p. 6.2, and 

Now, it is interesting that varying the parameters in G(t) one 
finds that there must be a whole 1-real-parameter family of doubly 
connected domains ftT,-e<x<£,fto=ft, all admitting the same 
quadrature formula 

/ fdxdy = c Qf(0) + ... + c ^ f ^ ' ^ C O j , f € L2(ftx) . 
T 

To see this, observe first that the definition of G(t) depends on 
the following parameters: 

F CO E R + (the p-function depends on w) 
J, t Q £ W c I 

(6 2, ... , 3 n) £ C n" 1 

These parameters can be varied freely in the indicated domains, 
always giving a unique function G = G 

^ ' V e 2 , . . . , 3 N ^ 

N-2 
G(t) = 3 Q + I 3, + 2P ( j )(t - t j , 

j=o J 

where 3 is chosen so that G(t ) = 0 
o o 
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Moreover, the initial G could have been chosen to be univalent in 
a whole neighbourhood of the closure of W in W , and it is clear 
that all sufficiently small variations of (OJ, t , B ? , B N ) 
E E X C X (Cn~ will then give functions G = G , . a D >. which 

(.0), t Q »• • • > P N J 

are univalent on W = (observe that the domain W depends on OO) . 
Hence the formula: 

b„ b 1 

G*(t) = + ... + pTyy + regular , t € W 
( G ( t ) n ( J { Z ) 

gives a mapping: 

( O J, t Q, B 2 » •••» 6
n ) Cbi » •••» b

n ^ 

from an open subset of R X (E X (En ^ to C n. 

Explicitly b^, ..., b n are given by: 

b. = 4 T / G(t ) J ~ 1 G*(t)dt , j = 1, n , 
j 2 7 r i 3FL 

from which it is seen that (b^, ..., b n) depends analytically on 
(OJ , t Q , B 2 » • • • , B N ) • 

Moreover, a direct computation, or the fact that 

b1 = ? Co = I ' ^ = G(W)) ' 
shows that b^ is always real. Hence (OJ , t , B 2 , • • • > 3 ) (b^ , .. 
.., b ) is actually a map: 

open subset C E X (C X (Cn~1 -»• R X (En~1 . 

Hence counting dimensions, we see that there must be submanifolds 
n 1 

of real dimension = 2 I N R X ( [ X ( E on which this map is constant. 
(See p. 7.5 for a more careful motivation of this.) This means 
that there is a 2-real-parameter subfamily of the functions 
G = G R J T 0 0 > which map W = W on domains Q. = 0, r . a D , (u),tQ , B 2 , • • • » B N ) * OJ (TO ,t , B 2 , . . , B N ) 
all of which admit exactly the same quadrature formula: 
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/ fdxdy = c of(0) + c 1 f COD + ... + c ^ f ( n _ 1 ) ( 0 ) , f £ h\[_Sl) 

However, different G can produce the same SI. In fact, if w = oo1 

there is a 1-real-parameter-group of conformal equivalences: 

o j ' O J 

and it is clear that G = G, . - a and G' = G o <p 
Cu,to,B2,...,BnJ (G' = G, , . , o l o!>,) give the same SI for each such cp. 

lw >tQ »P2>''*»"n^ 

Conversely, if 

SI = G(W w) = G'CW^.D , ' 
_ i 

then necessarily oj = oj ' (modulo the modular group), and ip = G o G 
is a conformal equivalence: 

o j ' O J 

Since tp = identity (if and) only if G = G', these considerations 
show that the automorphism-group of W absorbs only one real para­
meter in the 2-real-parameter family of functions G. Hence there 
remains a 1-real-parameter family of different domains SI all having 
the same quadrature formula, as asserted. 



7.1 

7. Questions of uniqueness 

At the end of section 5 (p. 5.9) we obtained an upper bound for 
the multitude of domains Si admitting a quadrature formula 

/ fdxdy = L(f) , f € L2(Si) 
Si a 

for a fixed functional L. Namely, if 

n = I n k = order of L , 

2 
we associated to L a (n - 1) -real-parameter family of self-con­
jugate polynomials P(z, w ) , such that the algebraic curves 
P(z, z) = 0 represented all possible boundary curves for domains 
having L as quadrature functional. 

In this section we shall study uniqueness questions from another 
point of view. Let us however begin with two elementary remarks: 

i) Given Si <= (C, there can be at most one functional 
n, -1 

m k m 

L(f) = I I c k , f U J ( z k ) 
k=1 j=o K J K 

such that: 

/ fdxdy = L(f) 
Si 

2 
holds for all f € L (Si), or even for all polynomials f, since 
otherwise one would get a non-trivial identity of the kind 

Z I c k j f " ) ( z k ) . z z c k j f « > ( z k ) 

holding for all polynomials. 

ii) Given the functional L(f) = 1 1 c k j f ^ J (z k), there need not 
exist any domain Si with 

/ fdxdy = L(f) for all f e h2(Si) 
Si 
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Putting f a 1 gives the necessary condition that 

m 
I c, = |ft| is real and > 0 , 

but even if this consistency condition is fulfilled there need not 
exist any ft. For example there is no domain ft with 

/ fdxdy = f(0) + cf'(O) , f e L2(ft) 
ft a 

if |c| > 1/2, as is easily seen from the example on p.6.3 - 6.4 
in section 6 (the mapping function G on p. 6.3 will not be univalent, 
since b 1 = 1 •» | B 1 | < 1 (eq. (6.1)), hence |c| = |t>2| = |3 1| 2|3 2| < 

I32i 
< —p < 1/2 by eq. (6.2) if G is univalent). 

Now, let W c I be a standard domain representing a certain conformal 
type and let W = W u r u W b e its Schottky double. We shall con­
sider quadrature identities 

(7.1) / fdxdy = L(f) 
ft 

2 
holding for the class L (ft), and for domains ft conformally equi-
valent to W. 

We know (Theorem 3.1) that the existence of such a quadrature 
identity for such ft is equivalent to the existence of a meromorphic 
differential dG on W such that dG has all its poles on W, and such 
that G(t) = dG is single-valued and univalent on W, mapping W 
onto ft. That dG has its poles on W means that dG* 
has its poles , t m on W, and if: 

m n k ' 1 

(7.2) L(f) = I I c k-f U J(z,) , 
k=1 j-o K J K 

the order of the pole at t^ € W is n^ + 1, and G(t^) = z^. 

Hence dG* is of the form: 
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m n k 
dG*(t) = I 1 

1 6ki d ~ i k=1 j=1 K J (t - t v ) J 
rr + holomorphic differential , 

t e w . 
Moreover, G single-valued on W is equivalent to: 

/ dG = / dG* = 0 , k = 1, ..., p . 
a. a. 

Here p = genus of W, and , a p are the cycles homologuous to 
the boundary curves of W in a canonical homology basis of W. 

By the Runge Theorem on p. 3.9 we know that given t^, t m e W m 
and n^ , ..., n m with n = n^ + + n m large enough, there always 
exists a differential dG with the above properties. We can even 
require dG to be exact on W and G to be univalent on a neighbour­
hood of W U r in W. Observe that 
the last property is a simple 
geometric property of the domain 
Si = G(W) as illustrated in 
figure 7.1. 

Starting with such a dG, we shall 
now let the parameters , ..., 

n<. + . . . +n 
t m 6 W ' ^kj) 6 1 m v a r y -

For each choice of the data t^,.. 
t m, (B k j) (with t v t m 

distinct) there is a unique mero-
morphic differential dG on W such 
that: 

CJ univalent 
only on W 

Cj univalent on a n<igtibout»hood of W o F 

0 

© / dG = 0 , k = 1 , 
a, 

(G single-valued on W) 

7.1 

m 
(2) dG* has the singular parts I 1 3 1 

k = 1 j = 1
 kJ (t - tk)J 
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Moreover, if the data t̂  , t m, ( B k j ) are sufficiently close to 
the data t j 0 ) , t^°" , ( S ^ ) of the initial dG = d G ^ J , it is 
obvious that G will remain univalent on W. Hence G(t) can be used 
as global parameter on W, so that the singularities of dG* can be 
expressed: 

m n k , 
dG*(t) = 1 I b v • d + holomorphic differential , 

k=1 j=1 K J (G(t) - z k ) J 

t e w . 

Here z k = G(t k) k = 1, p , where the integration constant in 
G(t) = / t dG is chosen for example so that the point 

z 1 = G(t 1) 

is kept fixed (z^ = zj*^) under the variations of t^, ... ,t m, (3 kj). 

Hence we have a mapping 

t i i . r m T>n i^m „n 
T : U c W x C IE x ( E 

( ( t v t m ) , ( B k j ) ) - ( ( z v z m ) , ( b k j » 

from an open neighbourhood, U , of 

( c t < ° \ . . . , t < % , C B ^ ) ) in 

(0) 

lirm „,n . . „,m _n W x I into (C x (C 

It is clear that ((z k), depends analytically on (( t
k)>(3 kj)) 

Explicitly one gets the formulas: 

z, = z ^ + / dG k = 1 , . . . , m 
*1 

b k j = " J I i T / ( G ( t ) " z k ) j d G * ^ 

S) 
A simple computation shows that the coefficients {b, .} and the co-

K > J 

efficients {c v .} of the quadrature functional L for Q, = G(W) 
(eq (7.1), (7.2)) are related by 
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ck,j = JT bk,j +1 ' j = 0, n k - 1 , k = 1, m . 

Hence, apart from the factors ^V, x is the mapping which to each 
q = ((t k), (3kj)) € U c W m x (C11 associates the data of the quadrature 
formula for SI = G (W) , where dG is the differential determined by q q q 
q = ((t k), (3 k j))-

Since z 1 = z j ^ is constant and 

is always real (and > 0) , t actually maps U c i[m x C n into an affine 
subspace of I m x C n with real codimension = 3. This implies that U 
must contain submanifolds of real dimension > 3 on which x is con­
stant. For if 

dx : t 2 m + 2 n -> R 2 m + 2 n 

q 
is the (real) differential (Jacobian) of x at the point q € U, then 
necessarily rank (dx ) < 2m + 2n - 3 for all q € U, and its maximum: 

r = max rank (dx ) 
q€U q 

is attained on an open subset V c U. By the implicit function theo­
rem 

M c = {q € V : x(q) = constant = c} 

are then manifolds of dimension = 2m + 2n - r > 3. If q, q' € M c, 
it follows that the associated quadrature domains 

^q - G q W 

and 

V = V W 

have the same quadrature functional, L c. 
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Observe however that the argument we have used does not guarantee 
that the initial data q ( 0 ) = ((t^ 0 ), (S^-1)) € U belong to M c for 
some c, since it could happen that € V, i.e. that 

rank (dx < r . 
q 

We have to account for the possibility that different q € U, i.e. 
different G q, define the same domain ft = G q(W). So suppose that 

ft = G q(W) = G q,(W) . 

_ 1 

Then tp = G q o G^, is an automorphism W •> W, and cp = identity if 
and only if q = q'. 
Conversely, if cp : W -*• W is an automorphism then clearly G(W) = 
= G q(W) where G = G q o <p, and G = G q, for a unique point q' € U if 
<p is sufficiently close to the identity. 

Thus the automorphy-group aut (W) defines orbits on U such that two 
points in U define the same domain ft if and only if they lie on the 
same orbit. Since we are only considering "small" sets U, the only 
interesting cases are when aut (W) contains continuous families of 
automorphisms, i.e. when p = 0 and p = 1 . In these cases the orbits 
in U are submanifolds of real dimension 3 resp. 1 . 

It is easily seen, for example by choosing suitable representatives 
for the orbits, that identifying points lying on the same orbit 
gives a quotient manifold U/aut (W) of dimension 

for p = 0 , 

P = 1 , 

p > 1 . 

The manifold U/aut (W) can be thought of as a parameter-manifold 
for a family of conformally equivalent domains ft c (C. 

dim_ U/aut (W) 
| 2 (m + n) - 3 
2(m + n) - 1 , 

2 (m + n) , 

The mapping x : U C x C induces an analytic mapping 
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T : U/aut (W) - C m x l n 

This is the mapping which, on the parameter-side associates to each 
SI its quadrature functional, L. 

Clearly each orbit of aut (W) which meets a M C c V for some c lies 
entirely in this M C V T 1 I U S we also have the quotient manifolds 
M c/aut (W) of dimension: 

' 2 ( m + n ) - r - 3 > 0 if p = 0 , 

dim,, M /aut (W) = 4 2 (m + n) - r - 1 > 1 p = 1 , & c — 

k 2 (m + n) - r > 3 , p > 1 , 

on which ~ is constant = c. 

Thus, to summarize in a more concrete language: 

Theorem 7.1: If If c I is any given domain of finite connectivity 
= p + 1, and if n = n^ + ... + n m is large enough, there exist 
functionals 

m n k ~ 1 

L(f) = I I c k , f U J ( z k ) 
k=1 j=o K : i K 

with the property that the quadrature formula: 

/ fdxdy = L(f) , f £ L 2 W 

holds for a family of domains SI, conformally equivalent to W and 
depending on q real parameters, where: 

0 if p = 0 , 

1 P = 1 , 
3 p > 1 . 

Observe that the number q in the Theorem does not depend on the 
order n of the functional, L. 

It is interesting, that insisting that the formula shall hold for 
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the class L (ft) poses another 2p real restrictions on the mapping 
function: 

G : W + ft , 

namely that it shall be single-valued on the double W, i.e. that 

/ dG = 0 
0v 

k 1 j • • • 9 ]p • 

Since q - 2p < 0 this suggests that there never exist continuous 
families of conformally equivalent domains having the same quadra-

2 
ture formula for the class Lfl. There even remains the possibility 
that two conformally equivalent domains never can have the same 

2 
quadrature formula for L^. 
Until now the domain W = 
has been kept fixed under the 
variations. The next step 
naturally is to let W also vary. 
Such variations are most easily 
described if the W:s are taken 
to be for example horizontal slit 
domains. So let 

tr w 

W 

w = (p + 1 horizontal slits with endpoints ŵ . ± r^ 
k = 0 , 1 , . . . p) , 

where 

w , ..., w„ € E , r , ... , r > 0 . 
o P o P 

(fig 7.2). Given 

t., ..., t € W (distinct) and (3,,) e E \ m K j 
n1 + - - + n m 

we have the meromorphic differential dG on W defined as before 
(p. 7.3 ). The definition of dG now depends on the following para­
meters : 
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r (w o, w p) e c P + 1 

<ro V 6 *P+1 

Ct 1, ..., t m) e w r a c i m 

n1+...+n 

Starting at a point 

q ( 0 ) • CCw<°>), C r < 0 ) ) , ( t ^ 0 ) ) , (B<°>))e CP + 1 . . I- . t» 
with the property that the corresponding integral 

G - G(°) 

is univalent on a neighbourhood of 

w ( 0 ) u r ( 0 ) i n ft(0) f 

it seems very reasonable that there is an open neighbourhood U of 
(0) q J 

on W 
such that for every q £ U, the corresponding G is univalent 

q 

Suppose this is true. Then the mapping x on page 7.4 becomes a 
well-defined and analytic mapping 

x : U c (TjP + 1 x R P + 1
 x f m

 x (En - (Cm
 x C n 

q = ((w k), (r k), (t k), (3 k j)) - ((z k), (b k j)) 

with (z k) , (t>kj) defined as before. 

We still have that the image of x is contained in an affine subspace 
of real codimension = 3 in C m x (Cn (z = z j ^ = const.; I b k ^ = 
= real). 

Hence there must be submanifolds M in U of real dimension 
c 
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2 (p + 1) + (p + 1) + 2m + 2n - (2m + 2n - 3) = 3p + 6 

on which x is constant = c. 

So if M c is such a submanifold and q, q' £ M c, then 

and 

ft = G (W ) q q^ qJ 

ft , = G , (W .) q 1 q ' v q , J 

are quadrature domains with the same quadrature functional L 
= Lt(q') = L C 

Also, ftq = ftq, if and only if there is a conformal map: 

cp : W . -> W (cp = G~1 o G ,) ^ q' q ^ q q'J 

It is known that such maps depend on 6 real parameters. More 
precisely, if W is a horizontal slit region then, given 

rt £ W 
{ ° 

a, b € I (a * 0) , 

there is a unique univalent function cp on W with: 
cp(t) = t

 a
 t + b + 0(t - t Q) as t -> t Q , 

(q) 

such that ip(W) is also a horizontal slit region*. It follows that 
the set of all such mappings cp define orbit manifolds in M c (and in 
U) of real dimension = 6 (if N is such a manifold and q £ N, then 
q' £ N if and only if there is a conformal map cp : W , W q i.e. 
iff ftq = ftq() . 

Hence, identifying points lying on the same orbit we get a quotient 
manifold Q c for each M c. Choosing a suitable representative for each 

* In fact, cp is just the function ĝ  on p. 2.12. dtp = dg^ is uniquely 
determined by a and t , and b is the arbitrary integration constant. 
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orbit, Q can be realized as a c 
submanifold of M c (fig. 7.3). 

Q c has dimension = (3p + 6) - 6 
= 3p, and the points on Q c are 
in one-to-one correspondence 
to a family of quadrature do­
mains, SI (q € Q ) , all having 

C[ c 
the same quadrature functional 

2 L for the class L . Thus: c as 
Theorem 7.2: For every p > 0 
there exist functionals 

m n k ' 1 

L(f) = I 
k=1 j=o 

c v.f (j) 

fi3 7.3 such that the quadrature formula 

/ fdxdy = L(f) , f £ l/(fi) 
SI a s 

holds for a 3p-real-parameter family of domains SI of connectivity 
p + 1 . 

2 
Now we wish to adapt Theorem 7.2 for the test class L instead of 
2 a 

T 
Las" 
The mapping x to be considered then is: 

x : U c (E p + 1 x RP + 1 x ffm x (Cn - E m x C n x (C 
q =((w v), (r v), (t v), (3 k j)) - ((z v), (b v,), (av)) , kj lk^ 

where (z^) , (t>kj) are defined as earlier and 

ak = Ji I d G q ' k = 1 , ... , p . 

If G is univalent the formula: 
q 
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(7.3) / fdxdy = I I c, .f U J(z,) + I a, / fdz 
$1 k=1 j=o K ' 3 K k=1 K a. q 

k,j+r 

Exactly the same reasoning as before yields that for every p > 0 
there exist families of (p + 1)-connected domains, depending on 
3p - 2p = p real parameters, admitting the above quadrature formula 
for a fixed right member. 

We also know (Theorem 3.3 for instance) that there exist domains 
of arbitrary connectivity satisfying (7.3) with a^ = 0 for all 
k = 1, p. Therefore it seems natural to conclude that such 
domains are members of p-real-parameter families of quadrature do­
mains satisfying the same quadrature identity. 

There is however a minor (probably) complication here. Namely, as 
in the proofs of Theorems 7.1 and 7.2, the construction of these 
families of domains consists of an application of the Implicit Func­
tion Theorem on the open subset of U c C p + 1 x R p + 1 x ffm x (En on 
which rank (dx) attains its maximum; and it may happen that rank 
(dxq) is strictly less than this maximum for all points q e U 
corresponding to quadrature functionals with all a k = 0. 

To illustrate this point, let us consider a (highly unrealistic) 
example: 

Let m = n = 1, let N be some number 2, 3, p, suppose x is given 
by: 

X : (CP + 1 x R p + 1 x C x (C ^ !C x I x C p 

((w k), (r k), (t^, (6^)) - ( ( Z l ) , ( b ^ ) , (ak)) 

where: 
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z1 = 0 

b«-
11 

= r 
0 

a1 = r1 

a2 = *i 
a3 = 6ii 
ak = 

N 
" ^ k k=2 

k = 4 , . . . , p 

and suppose that the 6-dimensional orbit manifolds are 

|((w k), (rk) , (t^, (B^)) : everything except ( W 1 , W 2 , W3)j 

is constant 

This x has the right properties in the sense that: 

i) it is analytic (real analytic with respect to (rQ , r )), 

ii) is constant, 

m 
iii) I b, . = b.. is real. 

k=1 K > 1 1 1 

One readily sees that 

rank (dx) = 2p + 1 

at pre-images of points with Im â  * 0, while: 

rank (dx) = 2p 

when Im â  = 0 , and in particular when â  = ... = a^ = 0. 

Manifolds on which x is constant have 
r8 + (p - 2) = p + 6 when Im a. * 0 

dimension = < 
L8 + (p - N) = p + 8 - N when Im = 0 
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since exactly 

O o , w 1 , w 2 , w 3, r 3, r ) € C 4 x R p~ 2 

can be varied freely in the former case, while only 

4 r>-N 
O 0 , w^ , w 2, w 3 , r N + 1 , . .., r ) € E * ft 

can be varied in the latter. 

Thus, if the orbit manifolds are accounted for by freezing 
(w^, w 2, w 3) at (0, 0, 0) , we see that this T would correspond 
to a situation where the number of real parameters in the family 
of domains ft with: 

/ fdxdy = L(f) , f 6 L 2 (ft) 
ft 

for a fixed 

P 
L(f) = Trb^ • f( Z l) + I a k / fdz 

k-1 a k 

would be 

j-p when Im aA * 0 
*-p + 2 - N when Im â  = 0 . 

Here p + 2 - N = p , p - 1 , . . . , 2 , depending on N. 

This example shows that a somewhat deeper analysis is needed to 
prove the following 

Suggestion 7.3: For every p > 0 there exist functionals 

n, -1 
m k m 

L(f) = I I c k . f U J ( z k ) 
k-1 j=o K J k 

such that the quadrature formula 
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/ fdxdy = L(f) f e L 2(n) a 

holds for a p-real-parameter family of domains 0, of connectivity 
p + 1 . 

Observe that we have actually already proved this suggestion in 
the case p = 1, namely on pp. 6.10 - 6.12 (and for p = 0 of course; 
Theorem 3.3). 

Suggestion 7.3 should also be compared with the upper bound for the 
number of free parameters obtained on p. 5.8 by considering the 
polynomials of the algebraic boundary curves 3ft. Thus, if L is as 
in the suggestion and 

n = 
m 
I n, = the order of L 

then, according to p. 5.8 

p < (n - 1 ) 2 . 
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