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Abstract. The positive definiteness of the exponential transform of a planar
domain is proved by elementary means. This direct approach avoids the heavy
machinery of the theory of hyponormal operators and leads to a better un-
derstanding of the linear data associated in previous works to a quadrature
domain.

1. The exponential transform

Let Ω be a bounded open subset of the complex plane and let dA stand for the
Lebesgue planar measure. The exponential transform of the set Ω is the function:

(1.1) EΩ(z, w) = exp[− 1
π

∫

Ω

dA(ζ)
(ζ − z)(ζ − w)

].

The integral is convergent for all values of z, w ∈ C avoiding the diagonal

∆ = {(z, w); z = w ∈ Ω}.
In case (z, w) ∈ ∆ and the integral is divergent (necessarily to infinity) we adopt
the convention exp(−∞) = 0. Thus EΩ(z, w) is defined everywhere on C2 and one
proves that the resulting function is uniformly bounded and separately continuous
in each variable, see [10]. We shall occasionally use the notation (1.1) also when
the set Ω is not open.

The above exponential transform has appeared in operator theory as a deter-
mining function for a class of hyponormal operators ([18], [20], [2], [3], [4]). Later
it was analyzed in purely function theoretic terms and was used in proving the
regularity of certain free boundaries ([10]) or in image reconstruction ([8]). More
generally, the exponential transform was regarded as a renormalized Riesz poten-
tial, and was instrumental in reconstructing the measure χΩdA from its moments,
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see also [13] for a multivariable generalization. In this process, an exact recon-
struction algorithm corresponding to the special class of quadrature domains Ω
was discovered ([21], [11], [22]). A key positivity property of the exponential trans-
form remained however available only from its operator theoretic origins; and these
involved the highly sophisticated theory of the principal function of a semi-normal
operator.

The aim of the present note is to make a short cut by proving the basic pos-
itivity property of the exponential transform by elementary arguments, accessible
to function theorists. We mention that this positivity is a specific phenomenon to
two real dimensions, [13].

We recall first some identities satisfied by the transform EΩ(z, w). Their
simple proofs can be found in [10]. Since we keep the set Ω fixed, we sometimes
denote E = EΩ. Also, to simplify notation we write: ∂z = ∂z = ∂

∂z and ∂w = ∂
∂w .

Remark that E(z, w) = E(w, z) for all values of z, w ∈ C and that E(z, w)
is analytic in z ∈ Ω

c
and antianalytic in w ∈ Ω

c
. The Taylor expansion at infinity

starts with the terms:

(1.2) E(z, w) = 1− 1
π

∫

Ω

dA(ζ)
(ζ − z)(ζ − w)

+ O(z−2, w−2).

The following identities hold in the sense of distributions in C2:

∂zE(z, w) = E(z, w)
χΩ(z)
z − w

,

∂wE(z, w) = −E(z, w)
χΩ(w)
z − w

.

Note that the right hand members are given by locally integrable functions in C2.
Moreover,

(1.3) ∂z∂wE(z, w) = −E(z, w)
χΩ(z)χΩ(w)
|z − w|2 ,

again as distributions, at least in iterated integrals sense, see formula (2.20) and
the related comments in [10].

We define the interior exponential transform by:

(1.4) HΩ(z, w) =
EΩ(z, w)
|z − w|2 , z, w ∈ Ω,

so that

(1.5) H(z, w) = −∂z∂wE(z, w), z, w ∈ Ω.

It turns out by elementary computations that H(z, w) is an analytic function
in z ∈ Ω and antianalytic in w ∈ Ω. By applying Cauchy’s formula twice to the
function 1 − E(z, w) (which vanishes at infinity in each variable) we obtain the
integral representation:

(1.6) 1− E(z, w) =
1
π2

∫

Ω

∫

Ω

H(u, v)
dA(u)
u− z

dA(v)
v − w

, z, w ∈ C.
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The right member should be interpreted as an iterated convolution in the distri-
bution sense.

A second remarkable feature of the interior transform H is the following
complementarity relation, valid for a pair of disjoint sets Ω1 and Ω2:

(1.7) HΩ1∪Ω2(z, w) = HΩ1(z, w)EΩ2(z, w), z, w ∈ Ω1.

To prove it one just notices from (1.1) that EΩ1∪Ω2(z, w) = EΩ1(z, w)EΩ2(z, w)
holds everywhere. Applying ∂z∂w for z, w ∈ Ω1 to both members gives (1.7) (in
view of (1.5)).

It is not necessary that Ω2 is open in (1.7), but Ω1 and Ω1 ∪ Ω2 should be.
If Ω1 and Ω2 are both open then Ω1 ∪ Ω2 is disconnected, and it is interesting to
notice that the restriction of HΩ1∪Ω2 to Ω1 does not agree with HΩ1 ; the other part
Ω2 influences via the factor EΩ2 in (1.7). Thus although HΩ has some similarity
with classical domain functions, like the Szegö kernel, it has drastically different
behaviour in some respects. Another example of this is that there seems to be very
little of conformal invariance properties for EΩ and HΩ (see [10] for behaviour
under Möbius transformations).

Example 1. The case of the unit disk Ω = D is relevant for the rest of the article.
One finds by direct computation:

(1.8) ED(z, w) =





1− 1
zw |z| ≥ 1, |w| ≥ 1,

1− z
w |z| < 1, |w| ≥ 1,

1− w
z |z| ≥ 1, |w| < 1,

|z−w|2
1−zw |z|, |w| < 1.

Thus the interior transform is:

(1.9) HD(z, w) =
1

1− zw
=

∞∑
n=0

znwn, |z|, |w| < 1.

We note that HD agrees with the Szegö kernel in this case.

A function (thought of as a ”kernel”) K : Ω × Ω −→ C is called positive
semidefinite if

m∑

i,j=1

K(zi, zj)λiλj ≥ 0.

for any finite sequences z1, . . . , zm ∈ Ω and λ1, . . . , λm ∈ C. The kernel is said to
be positive definite if equality occurs (with the zi distinct) only when λ1 = · · · =
λm = 0.

It is obvious that any sum (even an infinite one) of positive semidefinite
kernels is positive semidefinite. If at least one of the terms is positive definite
then the whole sum is definite. We recall also Schur’s theorem [15] saying that the
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pointwise product of two (or more) positive semidefinite kernels is again positive
semidefinite.

Any kernel K(z, w) which can be written on the form

(1.10) K(z, w) =
∞∑

n=0

fn(z)fn(w)

(with absolute convergence for each z and w) for some functions fn is obviously
positive semidefinite. Thus, by (1.9), HD(z, w) is positive semidefinite. It is even
positive definite since it agrees with the Szegö kernel, which is known to be positive
definite. The same is true for

1
ED(z, w)

=
1

1− 1
zw

=
∞∑

n=0

1
znwn , z, w /∈ D.

We finally notice that 1− ED(z, w) = 1/zw, for z, w /∈ D, is positive semidefinite
but not definite.

The main result of the note is the following theorem.

Theorem 1.1. Let Ω be a bounded open planar set. The kernels
1

EΩ(z, w)
, z, w ∈ Ω

c
,

HΩ(z, w), z, w ∈ Ω
are positive definite, and

1− EΩ(z, w), z, w ∈ C

is positive semidefinite.

Remark 1. Even though H(z, w) is positive definite in the above linear algebra
sense there may still be functions h 6= 0 such that∫

Ω

∫

Ω

H(z, w)h(z)h(w) dA(z)dA(w) = 0.

For example, if Ω = D then h(z) = z is such a function. See Proposition 3.3 for
a general statement in this respect, and also for a refinement of the statement
concerning 1− EΩ.

Proof. By definition (1.1):

1
EΩ(z, w)

= exp [
1
π

∫

Ω

dA(ζ)
(ζ − z)(ζ − w)

] =
∞∑

n=0

1
πnn!

[
∫

Ω

dA(ζ)
(ζ − z)(ζ − w)

]n.

Clearly the integral kernel here is positive definite:
n∑

i,j=1

∫

Ω

dA(ζ)
(ζ − zi)(ζ − zj)

λiλj =
∫

Ω

|
n∑

j=1

λj

ζ − zj
|2dA(ζ) ≥ 0

with equality only when
∑n

j=1
λj

ζ−zj
= 0 (identically), i.e., only when all the λj are

zero.
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By Schur’s theorem the powers [
∫
Ω

dA(ζ)

(ζ−z)(ζ−w)
]n are then also positive semi-

definite, and the positivity is preserved under the summation and limit processes.
Thus 1/EΩ(z, w) is positive semidefinite for z, w ∈ Ω

c
, and it is even positive

definite since the term with n = 1 is so.
We note from the proof so far that 1/EΩ will be positive semidefinite even if

the set Ω is not open. This will be needed below.
To prove that HΩ(z, w) is positive definite, choose a disc D = D(0, R) with

Ω ⊂ D. By (1.7) we have

HΩ(z, w) = HD(z, w) · 1
ED\Ω(z, w)

for z, w ∈ Ω. Here both factors on the right are positive definite and it follows that
the product is positive semidefinite.

Moreover, expanding 1/ED\Ω as in the beginning of the proof and HD as
in (1.9) and multiplying these expansions we get a series of positive semidefinite
kernels having at least one term which is positive definite (namely the term coming
from the linear term in 1/ED\Ω times the constant term in HD). Thus HΩ is
positive definite.

Finally, having proved that HΩ is positive definite the positive semidefinite-
ness of 1− EΩ(z, w) follows from the representation (1.6).

In the next section we shall need the following consequence of Theorem 1.1.

Corollary 1.2. For R sufficiently large, the kernel (R2 − zw)HΩ(z, w) is positive
definite.

Indeed, with R chosen so that Ω ⊂ D(0, R) we have

(R2 − zw)HΩ(z, w) =
HΩ(z, w)

HD(0,R)(z, w)
=

1
ED(0,R)\Ω

,

which is positive definite by the theorem (or rather its proof).
We wish to point out that there is an even more elementary way, not using

Schur’s theorem, to prove that 1/EΩ is positive semidefinite when Ω is open. Just
exhaust Ω by mutually disjoint discs Dn = D(an, rn) so that

Ω = (∪∞n=1Dn) ∪N

where |N | = 0. For each finite union ∆n = ∪n
j=1Dj we have, outside Ω and using

scaled versions of (1.8),

1
E∆n(z, w)

=
n∏

j=1

1
EDj (z, w)

=
n∏

j=1

1

1− r2
j

(z−aj)(w−aj)

=
n∏

j=1

∞∑

k=0

r2k
j

(z − aj)k(w − aj)k

=
∑

(k1,...,kn)

n∏

j=1

r
2kj

j

(z − aj)kj (w − aj)kj
=

∑

(k1,...,kn)

n∏

i=1

rki
i

(z − ai)ki

n∏

j=1

r
kj

j

(w − aj)kj
,
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where (k1, . . . , kn) ranges over all n-tuples of nonnegative integers. Choosing an
ordering of this set brings 1/E∆n onto the form (1.10), hence it is positive semi-
definite. Since 1

E∆n (z,w) → 1
EΩ(z,w) as n →∞ for z, w ∈ Ω

c
the statement follows.

Theorem 1.1 implies, via a direct computation or standard arguments fa-
miliar to complex geometers (or see [13]), that the function log(1 − EΩ(z, z)) is
subharmonic on the complement of Ω. The diagonal versions EΩ(z, z) and HΩ(z, z)
can naturally be extended to any number of variables. However, the subharmonic-
ity of log(1−EΩ(z, z)) does not hold in higher dimensions, although 1−EΩ(z, z)
remains subharmonic there [13].

2. A Hilbert space factorization

A celebrated and widely used theorem of Kolmogorov asserts that a positive semi-
definite kernel K(i, j), i, j ∈ I, can always be factored as

K(i, j) = 〈ki, kj〉,
with ki belonging to an auxiliary Hilbert space. Many spectral decompositions,
interpolation and prediction questions, inverse problems depend on such factor-
izations, see for instance [7], [24].

The positivity results proved in the preceding section invite to study the
Hilbert space factorizations of the kernels HΩ and 1 − EΩ. There are at least
three convergent ways of understanding the fine structure of the factorization of
these kernels, cf. [4], [19] and respectively [12]. We briefly recall the construction
contained in the latter reference.

Throughout this section we assume that Ω is a bounded open set of C having
smooth boundary. Then the boundary behavior of HΩ is comparable to that of a
disk and implies (see more precisely Appendix, Section 5)

(2.1)
∫

Ω

∫

Ω

|HΩ(u, v)|dA(u)dA(v) < ∞.

On the space L∞(Ω) we consider the scalar product:

〈f, g〉 =
1
π2

∫

Ω

∫

Ω

HΩ(u, v)f(u)g(v)dA(u)dA(v),

and denote by H(Ω) the associated separated Hilbert space completion. Thus the
map

L∞(Ω) −→ H(Ω),
has dense range. Notice that even the image of all test functions D(Ω) is dense in
H(Ω).

As a matter of factH(Ω) ”contains” many other elements, for instance images
of distributions (or even analytic functionals) σ ∈ E ′(C) such that

〈σ, σ〉 =
1
π2

∫

Ω

∫

Ω

HΩ(u, v)σ(u)σ(v)dA(u)dA(v) < ∞.
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A typical example is Dirac’s distributions δz, z ∈ Ω, which produce the factoriza-
tion of HΩ:

HΩ(z, w) = π2〈δz, δw〉, z, w ∈ Ω.

The constant function 1 belongs to H(Ω), as well as all simple rational func-
tions

kz(ζ) =
1

ζ − z
, ζ ∈ Ω, z ∈ C \ ∂Ω.

The regularity assumption on the boundary of Ω implies that the map z 7→ kz ∈
H(Ω) extends across ∂Ω and it is weakly continuous on the entire complex plane.

Using (1.6) we have:

(2.2) 〈kz, kw〉 =
1
π2

∫

Ω

∫

Ω

H(u, v)
dA(u)
u− z

dA(v)
v − w

= 1− EΩ(z, w),

for all values z, w ∈ C. It is worth mentioning at this moment that kz inherits
some regularity from EΩ. For instance kz is analytic in z ∈ Ω

c
and bianalytic for

z ∈ Ω (the latter means that ∂
2

zkz = 0 as an element of H(Ω)).
By integrating counterclockwise the relation (1.2) on a large circle we obtain:

−1
π

∫

Ω

dA(u)
u− z

=
1

2πi

∫

|w|=R

EΩ(z, w)dw, z ∈ C,

or equivalently via Stokes’ theorem:

−1
π

∫

Ω

dA(u)
u− z

=
−1
π

∫

C

∂wEΩ(z, w)dA(w), z ∈ C.

By taking a partial derivative with respect to z this gives:

χΩ(z) = − 1
π

∫

C

∂z∂wEΩ(z, w)dA(w), z ∈ C,

and hence:

1 =
1
π

∫

Ω

HΩ(z, w)dA(w), z ∈ Ω.

Thus, for any h ∈ L∞(Ω) we find:

(2.3) 〈h,1〉 =
1
π

∫

Ω

hdA,

and more generally:

〈hkz,1〉 =
1
π

∫

Ω

h(ζ)dA(ζ)
ζ − z

, z ∈ C.

As a special case we have the Cauchy transform identity:

〈kz,1〉 =
1
π

∫

Ω

dA(u)
u− z

, z ∈ C.

One step further we can consider the multiplication operator

(Tf)(z) = zf(z), f ∈ H(Ω).
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Corollary 1.2 assures that T is a linear bounded operator on H(Ω). The adjoint
turns out to be an elementary singular integral operator:

(T ∗f)(z) = zf(z)− 1
π

∫

Ω

f(ζ)
ζ − z

dA(ζ).

Indeed, notice that ∂w[(z−w)HΩ(z, w)] = −H(z, w) and denote the Cauchy trans-
form by

ψ̂(z) =
−1
π

∫

Ω

ψ(ζ)dA(ζ)
ζ − z

,

so that ∂zψ̂ = ψ. For a pair of test functions φ, ψ ∈ D(Ω) we find by partial
integration (Stokes), and using in the last steps (1.4), the boundedness of E(z, w)
and the decay of ψ̂ at infinity:

〈zφ(z), ψ(z)〉 − 〈φ(z), zψ(z)〉 =

1
π2

∫

Ω

∫

Ω

HΩ(z, w)(z − w)φ(z)ψ(w)dA(z)dA(w) =

1
π2

∫

Ω

∫

Ω

HΩ(z, w)(z − w)φ(z)∂wψ̂(w)dA(z)dA(w) =

− 1
π2

∫

Ω

∫

Ω

∂w(HΩ(z, w)(z − w))φ(z)ψ̂(w)dA(z)dA(w)

− 1
2iπ2

∫

Ω

∫

∂Ω

EΩ(z, w)
z − w

φ(z)ψ̂(w)dwdA(z)

=
1
π2

∫

Ω

∫

Ω

HΩ(z, w)φ(z)ψ̂(w)dA(z)dA(w) = 〈φ, ψ̂〉.

Thus T ∗ψ = zψ + ψ̂ on test functions ψ and the claimed formula for T ∗ follows.
A direct computation using (2.3) now leads to the commutator identity

[T, T ∗] = 1⊗ 1 = 1〈·,1〉,
or equivalently, on elements:

([T, T ∗]f)(z) =
1
π

∫

Ω

fdA, f ∈ H(Ω).

In particular this shows that [T, T ∗] ≥ 0, that is, T is a cohyponormal operator.
Remark also the simple identity:

(T − z)kz(ζ) = (ζ − z)
1

ζ − z
= 1, z ∈ C.

Thus we can denote by convention (T − z)−11 = kz even for points z ∈ Ω.
By putting together the above computations we can state a partial result.
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Proposition 2.1. Let Ω be a bounded open set with smooth boundary. There exists
a canonically associated cohyponormal operator T ∈ L(H(Ω)) with rank one self-
commutator [T, T ∗] = 1 ⊗ 1 and whose localized generalized resolvent factors the
exponential transform:

(2.4) 1− EΩ(z, w) = 〈(T − z)−11, (T − w)−11〉, z, w ∈ C.

Originally this decomposition was obtained the other way around, from Hilbert
space operators to their functional spectral invariants, see [3, 4, 2, 17]. In the case
of an arbitrary bounded open set Ω one can use an exhaustion with smooth do-
mains Ωn ↑ Ω and prove that the weak operator limits Tn → T, T ∗n → T ∗ exist, so
that the factorization (2.4) holds for Ω and T . Indeed, since for Ω1 ⊂ Ω2 the differ-
ence HΩ1(z, w)−HΩ2(z, w) = (1−EΩ2\Ω1(z, w))HΩ1(z, w) (z, w ∈ Ω1) is positive
semidefinite there is a natural embedding (”extension by zero“) H(Ω1) → H(Ω2)
which decreases the norm. This gives good enough monotonicity to pass to the
limit for Ωn ↑ Ω.

Alternatively, one can argue as in Section VII.3 of [17]. Namely, for an arbi-
trary domain Ω, by using the positive semidefiniteness of the kernel 1−EΩ(z, w),
one introduces the Hermitian form:

〈φ, ψ〉 = −
∫

C

∫

C

EΩ(z, w)∂zφ(z)∂wψ(w)dA(z)dA(w), φ, ψ ∈ D(C),

and consider on the associated Hilbert space the multiplication operator T = Mz.
Then a formula for the adjoint as before, and the factorization (2.4) will follow.
We do not expand here the details of either proof.

3. Quadrature domains

The Hilbert space factorization (2.4) is particularly simple and relevant for the
class of quadrature domains. We explore below some constructive aspects of this
relationship between quadrature domains and their associated operators T .

A bounded domain Ω ⊂ C is called a quadrature domain if there exists a
distribution u ∈ E ′(Ω) with finite support in Ω satisfying:∫

Ω

hdA = u(h), h ∈ AL1(Ω, dA),

where the latter means the space of all integrable analytic functions in Ω.
For instance a disk is a quadrature domain, due to Gauss’ mean value prop-

erty. By abuse of terminology we will accept non-connected open sets Ω carrying
such a quadrature identity and still call them quadrature domains. Then a finite
disjoint union of disks is also a quadrature domain.

The pioneering work [1] of Aharonov and Shapiro can be considered as the
formal birth place of quadrature domains. Since then the study of quadrature do-
mains has achieved maturity; many unexpected ramifications to different fields of
pure and applied mathematics were discovered in the last decades. The monograph
[26] treats in a unifying format part of these applications of quadrature domains.
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The reader can also consult [5, 9, 25, 28]. In the sequel, as a direct continuation of
the articles [21, 11, 22], we confine ourselves to investigate quadrature domains and
the factorization (2.4) of their exponential transform. As shown elsewhere [8, 23]
this study can be motivated by image reconstruction problems.

We recall that quadrature domains have real algebraic boundaries, with a
limited variety of possible singular points.

To fix ideas we consider a quadrature domain Ω with distinct quadrature
nodes a1, . . . an ∈ Ω and corresponding weights c1, . . . , cn ∈ C:

(3.1)
∫

Ω

hdA = c1h(a1) + . . . + cnh(an), h ∈ AL1(Ω, dA).

For fixed z ∈ Ω
c
, v ∈ Ω the function u 7→ H(u,v)

u−z is in AL1(Ω, dA) (cf.
Appendix, Section 5), and similarly with respect to v. Therefore formula (1.6) (or
(2.2)) becomes:

(3.2) 1− EΩ(z, w) =
1
π2

n∑

i,j=1

cicjH(ai, aj)
(z − ai)(w − aj)

, z, w ∈ Ω
c
.

According to (2.4), the function 〈(T − z)−11, (T −w)−11〉 is then rational for z, w
exterior to the closure of Ω. Thus the Hilbert subspace K = ∨∞j=0T

j1 is finite
dimensional and invariant under the operator T . Let A ∈ L(K) be the restriction
of T to this subspace, so that A∗ = PKT ∗|K , where PK denotes the orthogonal
projection onto K. In view of these observations we obtain:

(3.3) 〈(A− z)−11, (A− w)−11〉 =
1
π2

n∑

i,j=1

cicjH(ai, aj)
(z − ai)(w − aj)

, z, w ∈ C.

Let
P (z) = (z − a1) . . . (z − an)

be the monic polynomial of degree n vanishing at the quadrature nodes. It is easy
to see from the preceding identities that the matrix A is cyclic, with 1 as a cyclic
vector, and P (z) is its minimal polynomial. Moreover dim K = n. It turns out
that the polynomial

(3.4) Q(z, w) = P (z)P (w)EΩ(z, w) =

P (z)P (w)− P (z)P (w)〈(A− z)−11, (A− w)−11〉, z, w ∈ Ω
c

has minimal degree among all symmetric polynomials describing Ω as:

Ω ≡ {z ∈ C; Q(z, z) < 0},
where ≡ means equality up to a finite set. For proofs see [11].

In general, a quadrature domain Ω is not determined by its quadrature data
(a1, . . . , an; c1, . . . , cn). On the other hand the matrix A with the distinguished
cyclic vector 1 do determine Ω. On this ground, the correspondence

(a1, . . . , an; c1, . . . , cn) 7→ (A,1),
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when well defined, is fundamental in understanding this break of uniqueness. Sec-
tion 4 of the paper is devoted to the constructive aspects of the latter correspon-
dence in the very particular case of a disjoint union of disks. Arguably, based on
fluid mechanics interpretations, the disjoint unions of disks generate by a natural
expansion process all quadrature domains (having positive weights).

As a preparation for this we consider a consequence of Theorem 1.1 which
might be of independent interest.

Lemma 3.1. Let Di = D(ai, ri), 1 ≤ i ≤ n, be disjoint disks and let

Q(z, w) =
n∏

i=1

[(z − ai)(w − ai)− r2
i ],

be the polarized equation defining their union. Then the matrix (−Q(ai, aj))n
i,j=1

is positive definite.

Proof. Let Ω = ∪n
i=1D(ai, ri). Since the union is disjoint, Ω is a quadrature domain

with nodes at a1, a2, . . . , an. Let P (z) be the monic polynomial vanishing at these
points.

For large values of |z|, |w|, due to the multiplicativity of the exponential
transform we find:

EΩ(z, w) =
n∏

i=1

EDi(z, w) =
n∏

i=1

[1− r2
i

(z − ai)(w − ai)
].

Thus we see directly in this case that

Q(z, w) = P (z)P (w)EΩ(z, w).

Using (3.2) gives

Q(z, w) = P (z)P (w)− 1
π2

n∑

i,j=1

ciP (z)cjP (w)HΩ(ai, aj)
(z − ai)(w − aj)

.

Hence

Q(ai, aj) = − 1
π2

P ′(ai)ciHΩ(ai, aj)cjP ′(aj),

which is negative definite by Theorem 1.1.

It would be interesting to find an elementary proof for Lemma 3.1. For small
values of n it is certainly possible to check everything directly (see Example 2
below for the case n = 2), but for general n it becomes messy. Anyhow we notice
that the above proof works (using (3.4)) for any quadrature domain as in (3.1).
We proceed to prove a more general statement.

Let Ω be any quadrature domain as in (3.1). We keep the previous nota-
tion and consider for any w ∈ C the n solutions z1, . . . , zn (some of which could
coincide) of

(3.5) Q(zj , w) = 0.
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For w = ∞ we have, with a natural projective interpretation of (3.5) in that case,
zj = aj (up to a permutation) and for any w ∈ Ω

c
it is known that z1, . . . , zn ∈

Ω (see [26], Theorem 5.2, for example). The following theorem can be viewed
as a strengthened form of that fact, and simultaneously as a generalization of
Lemma 3.1.

Theorem 3.2. The matrix
(−Q(zi, zj))n

i,j=1

is positive definite for any w ∈ Ω
c

(including w = ∞).

Proof. The case w = ∞ works exactly as in Lemma 3.1, so we assume from now
on that w ∈ C \ Ω. By (3.4),

Q(w, w) = |P (w)|2(1− 〈(A− w)−11, (A− w)−11〉)
for w ∈ Ω

c
. Being an identity between rational functions (see (3.3)) the relation

remains valid everywhere. It follows that the assumption w /∈ Ω (i.e., Q(w,w) > 0)
means that

(3.6) ‖(A− w)−11‖ < 1

and that the definition (3.5) of z1, . . . , zn can be written

〈(A− zj)−11, (A− w)−11〉 = 1.

Thus for any complex numbers t1, . . . , tn:

〈
n∑

j=1

tj(A− zj)−11, (A− w)−11〉 =
n∑

j=1

tj

so that

|
n∑

j=1

tj | ≤ ‖
n∑

j=1

tj(A− zj)−11‖ · ‖(A− w)−11‖ ≤ ‖
n∑

j=1

tj(A− zj)−11‖.

By (3.6) the last inequality is strict unless the right member is zero. For any
λ1, . . . , λn we get, setting ti = P (zi)λi:

n∑

i,j=1

Q(zi, zj)λiλj =
n∑

i,j=1

P (zi)λiP (zj)λj(1− 〈(A− zi)−11, (A− zj)−11〉

= |
n∑

i=1

ti|2 − ‖
n∑

i=1

ti(A− zi)−11‖2 ≤ 0,

proving the positive semidefinitenes of (−Q(zi, zj))n
i,j=1.

To show that (−Q(zi, zj))n
i,j=1 is actually definite assume there is equality in

the last inequality. In view of the comment after the previous inequality we then
have

(3.7) ‖
n∑

i=1

ti(A− zi)−11‖ = 0.
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Since we assumed in the beginning that w 6= ∞, the points {zi} are not the nodes
{ai} of the quadrature identity. Therefore P (zi) 6= 0, so in order to show that
λ1 = · · · = λn = 0 it is enough to show that t1 = · · · = tn = 0.

So assume that the tj are not all zero. Then (3.7) says that the vectors
(A− zj)−11, j = 1, . . . , n, are linearly dependent. But it follows from the detailed
analysis carried out in section 4 of [11] that this is not the case. Indeed, it was
shown that the map z 7→ (A− z)−11, regarded as rational map from C to Cn (or
between the corresponding projective spaces), is linearly equivalent to the Veronese
embedding z 7→ (z, z2, . . . , zn), for which the corresponding linear independence
is well-known (it amounts to the nonvanishing of a Vandermonde determinant).
This finishes the proof.

Remark 2. Let S(z) be the algebraic function associated to Q(z, w), i.e., the func-
tion defined by

Q(z, S(z)) = 0, z ∈ C.

Since Q(z, z) = 0 on ∂Ω one of the branches of S(z) satisfies S(z) = z on ∂Ω,
hence this branch is the Schwarz function [6], [26] of ∂Ω. The definition (3.5) of zj

in terms of w now says that S(zj) = w, i.e., that

S−1(w) = {z1, . . . , zn}.
Therefore Theorem 3.2 can be conveniently expressed as saying that

−Q(S−1(w), S−1(w)) > 0

(positive definite) for every w /∈ Ω.

Example 2. Consider the union Ω of two discs Di = D(ai, ri) (i = 1, 2). When the
discs are disjoint we have, keeping the notation from Lemma 3.1 and thereafter,

1− EΩ(z, w) = 1− ED1(z, w)ED2(z, w) =
r2
1

(z − a1)(w − a1)
+

+
r2
2

(z − a2)(w − a2)
− r2

1r
2
2

(z − a1)(z − a2)(w − a1)(w − a2)
for large |z| and |w|.

This function is positive semidefinite by Theorem 1.1. It is an interest-
ing fact that it remains positive semidefinite even if the discs overlap a little.
Indeed, a straightforward calculation (which we omit) shows that the function
1− ED1(z, w)ED2(z, w) is positive semidefinite if and only if

(3.8) r2
1 + r2

2 ≤ |a1 − a2|2.
Similarly, with Q(z, w) = ((z − a1)(w − a1) − r2

1)((z − a2)(w − a2) − r2
2)

the matrix (−Q(ai, aj)) is positive semidefinite if and only if (3.8) holds. On the
other hand, turning to Theorem 3.2, the matrix (−Q(zi, zj)) will not be positive
semidefinite for all choices of w ∈ Ω

c
if the discs overlap. Indeed, in case D1∩D2 6=
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∅ we can choose w so that z1 ∈ D1 ∩ D2. Then Q(z1, z1) > 0 and therefore∑2
i,j=1(−Q(zi, zj))λiλj < 0 with λ1 = 1, λ2 = 0.

It also turns out that the induction process to be performed in Section 4 will
be destroyed if overlappings are allowed: if D1∩D2 6= ∅ with 1−ED1(z, w)ED2(z, w)
positive semidefinite then adding a third disc D3, disjoint from D1 and D2, 1 −
ED1(z, w)ED2(z, w)ED3(z, w) will not always be positive semidefinite.

Finally in this section we wish to make Theorem 1.1 a little more precise.
We shall then use the word quadrature domain in its full sense, i.e., we shall allow
in the quadrature identity (3.1) also derivatives of h in the right member. For
simplicity we keep the notation (3.1) however, thinking of a repeated occurrence
of a node ai as representing a derivative at ai.

Proposition 3.3. Let Ω be a bounded planar open set with ∂Ω smooth. The following
statements are equivalent.

a) Ω is a quadrature domain.

b) 1− EΩ(z, w) is not positive definite outside Ω (only semidefinite).

c) There exists a polynomial p(z), not identically zero, such that
∫

Ω

∫

Ω

H(z, w)p(z)p(w) dA(z)dA(w) = 0

(i.e., such that p = 0 as an element of the Hilbert space H(Ω)).

Proof. a) ⇒ b): This follows easily from the representation (3.2) of 1−E(z, w) as
a finite sum when Ω is a quadrature domain.

b) ⇒ c): That 1 − E(z, w) is only semidefinite means in view of (2.2) that there
exists a rational function

R(z) =
n∑

i=1

λi

z − ai
=

n∑

i=1

λikai(z)

(ai ∈ Ω
c
), not identically zero, so that

〈R, R〉 =
1
π2

n∑

i,j=1

∫

Ω

∫

Ω

H(u, v)
λi

u− ai

λj

v − aj
dA(u)dA(v)

=
n∑

i,j=1

(1− E(ai, aj))λiλj = 0.

Let P (z) =
∏n

i=1(z − ai). The multiplication operator h(z) 7→ P (z)h(z)
is a bounded linear operator H(Ω) → H(Ω) because it is a linear combination
of repeated uses of the operator T in Section 2 (indeed, it is P (T )). Thus from
〈R,R〉 = 0 follows 〈PR, PR〉 = 0, and since PR is a polynomial this is exactly the
assertion of c).
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c) ⇒ a): From 〈p, p〉 = 0 (with p a polynomial) it follows that 〈hp, hp〉 = 0 for any
function h which is analytic in a neighbourhood of Ω. To see this one may e.g.
repeat the calculation of the adjoint of T to obtain

〈hφ, ψ〉 − 〈φ, hψ〉 = 〈φ, h′ψ̂〉
for say φ, ψ ∈ C∞(Ω). Choosing here ψ = hφ and using the Cauchy-Schwarz
inequality gives

〈hφ, hφ〉 ≤ C〈φ, φ〉
Now take φ = p.

From 〈hp, hp〉 = 0 we deduce, using (2.3), that∫

Ω

hp dA = 〈hp,1〉 = 0.

Having such a relation holding for all h analytic in a neighbourhood of Ω easily
implies an identity (3.1), with the ai being the zeros of p.

4. Adding an external disc

We consider the same disjoint union of disks Ωn = ∪n
i=1D(ai, ri) as in Lemma 3.1,

to which we add a new disjoint disk; let Ωn+1 = ∪n+1
i=1 D(ai, ri) be the enlarged set.

At each stage we have a finite dimensional Hilbert space K, a cyclic vector 1 ∈ K
and an operator A ∈ L(K) as after (3.2). In terms of matricial representations we
write, at stage k:

EΩk
(z, w) = 1− 〈(Ak − z)−1ξk, (Ak − w)−1ξk〉, |z|, |w| À 1,

where Ak ∈ L(Kk) has cyclic vector ξk and dim Kk = k, k = n, n + 1.
Our aim is to understand the structure of the matrix An+1 and its cyclic vec-

tor ξn+1 as functions of the previous data (An, ξn) and the new disk D(an+1, rn+1).
Henceforth we assume that the closed disks D(ai, ri) are still disjoint. In order to
simplify notation we suppress for a while the index n + 1, so that a = an+1, r =
rn+1, ξ = ξn+1, A = An+1. The following computations are based on standard
realization techniques in linear systems theory, see for instance [7].

Due to the multiplicativity of the external exponential transform for disjoint
domains we find:

[1− 〈(An − z)−1ξn, (An − w)−1ξn〉][1− r2

(z − a)(w − a)
] =

1− 〈(A− z)−1ξ, (A− w)−1ξ〉.
Equivalently,

〈(An − z)−1ξn, (An − w)−1ξn〉+
r2

(z − a)(w − a)
=

〈 r

z − a
(An − z)−1ξn,

r

w − a
(An − w)−1ξn〉+ 〈(A− z)−1ξ, (A− w)−1ξ〉.
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Thus, for each z avoiding the poles, the norm of the vector

f(z) =
(

(An − z)−1ξn
r

z−a

)
∈ Kn ⊕C

equals that of the vector

g(z) =
(

r
z−a (An − z)−1ξn

(A− z)−1ξ

)
∈ Kn ⊕K.

And moreover, the same is true for any linear combination

‖λ1f(z1) + . . . + λrf(zr)‖ = ‖λ1g(z1) + . . . + λrg(zr)‖.
Because the span of f(z), z ∈ C, is the whole space Kn⊕C, there exists a unique
isometric linear operator V : Kn⊕C −→ Kn⊕K mapping f(z) to g(z). We write,
corresponding to the two direct sum decompositions

V =
(

B β
C γ

)
,

where B : Kn −→ Kn, β ∈ Kn, C : Kn −→ K, γ ∈ K. Since V f(z) = g(z) for all
z, we find by coefficient identification:

B = r(An − a)−1, β = (An − a)−1ξn.

The isometry condition V ∗V = I written at the level of the above 2 × 2
matrix yields the identities:

(4.1)





r2(A∗n − a)−1(An − a)−1 + C∗C = I,
r(A∗n − a)−1(An − a)−1ξn + C∗γ = 0,
‖(An − a)−1ξn‖2 + ‖γ‖2 = 1.

In particular we deduce that (A∗n − a)−1(An − a)−1 ≤ r−2 and since this
operator inequality is valid for every radius which makes the disks disjoint, we can
enlarge slightly r and still have the same inequality. Thus, the defect operator

(4.2) ∆ = [I − r2(A∗n − a)−1(An − a)−1]1/2 : Kn −→ Kn

is strictly positive.
The identity C∗C = ∆2 shows that the polar decomposition of the matrix

C = U∆ defines without ambiguity an isometric operator U : Kn −→ K. Since
dim K = dim Kn +1 we will identify K = Kn⊕C, so that the map U becomes the
natural embedding of Kn into the first factor. Thus the second line of the isometry
V becomes

(C γ) =
(

∆ d
0 δ

)
: Kn ⊕C −→ Kn ⊕C = K,

where d ∈ Kn, δ ∈ C. We still have the freedom of a rotation of the last factor,
and can assume δ ≥ 0. One more time, equations (4.1) imply

(4.3)
{

d = 1
r (∆ξn −∆−1ξn),

δ = [1− ‖(An − a)−1ξn‖2 − ‖d‖2]1/2.
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From relation V f(z) = g(z) we deduce:
(

∆ d
0 δ

)(
(An − z)−1ξn

r
z−a

)
= (A− z)−1ξ.

This shows that δ > 0 because the operator A has the point a in its spectrum.
At this point straightforward matrix computations lead to the following exact

description of the couple (A, ξ) = (An+1, ξn+1):

(4.4) A =
(

∆An∆−1 −δ−1∆(An − a)∆−1d
0 a

)
, ξ =

(
∆−1ξn

−δr

)
.

It is sufficient to verify these formulas, that is:
(

∆(An − z)∆−1 −δ−1∆(An − a)∆−1d
0 a− z

)(
∆ d
0 δ

)(
(An − z)−1ξn

r
z−a

)
=

(
∆−1ξn

−δr

)
.

And this is done by direct multiplication:

∆ξn + ∆(An − z)∆−1 rd

z − a
−∆(An − a)∆−1 rd

z − a
= ∆−1ξn,

which is equivalent to the known relation dr = ∆ξn −∆−1ξn.

Summing up, we can formulate the transition laws of the linear data of a
disjoint union of disks.

Proposition 4.1. Let D(ai, ri), 1 ≤ i ≤ n + 1, be a disjoint family of closed disks,
and let Ωk = ∪k

i=1D(ai, ri), 1 ≤ k ≤ n + 1.

The linear data (Ak, ξk) of the quadrature domain Ωk can be inductively ob-
tained by the formula (4.4), with the aid of the definitions (4.2), (4.3).

We remark that letting n → ∞ with r = rn+1 → 0 we obtain ∆ → I and
d → 0, which is consistent with the fact that Ωn+1 converges in measure to a
bounded limit domain Ω. Moreover, in this case the vectors ξn+1 will converge to
a vector ξ and An+1 will converge in the weak operator topology to a bounded
operator A, namely the ones factoring 1− EΩ:

EΩ(z, w) = 1− 〈(A− z)−1ξ, (A− w)−1ξ〉, |z|, |w| À 1.
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5. Appendix on integrability of the interior exponential transform

The representation formula (1.6) (or (2.2)) is crucial for the whole theory. It de-
pends on the distributional identity (1.3) together with the definition (1.4) of
H(z, w). It is desirable that H(z, w) is integrable over Ω × Ω because then the
right member of (1.3) makes immediate sense as a distribution and there is no
question about the meaning of (1.6) (the right member will be a convolution be-
tween distributions).

Thus setting

(5.1) ‖H‖p = (
∫

Ω

∫

Ω

|H(z, w)|p dA(z)dA(w))1/p,

for 0 < p < ∞, we would like to have at least that ‖H‖1 < ∞. We do not know
whether this is always the case but here are at least some partial results.

Lemma 5.1. Let Ω be a bounded planar open set. Then

a) ‖H‖p < ∞ for all p < 1.

b) If ∂Ω is Lipschitz then ‖H‖p < ∞ for all p < 3/2.

c) If ∂Ω is smooth real analytic (or if Ω is a quadrature domain) then ‖H‖p < ∞
for all p < 3 (but not for p = 3).

Proof. Let for t ≥ 0

m(t) = |{(z, w) ∈ Ω× Ω : |H(z, w)| > t}|
be the distribution function of H (| . . . | here denotes Lebesgue measure in C×C).
Then

‖H‖p
p = −

∫ ∞

0

tp dm(t).

The integral from zero to one is certainly finite since Ω is bounded, so ‖H‖p will
be finite if and only if − ∫∞

1
tp dm(t) < ∞.

For z ∈ Ω, let d(z) denote the distance from z to Ωc, and for δ > 0 let

f(δ) = |{(z ∈ Ω : d(z) < δ}|.
Thus f(δ) is the area of a δ-neighbourhood of ∂Ω. It was shown in [10] (Lemma 2.4
and Lemma 2.5) that

|E(z, w)| ≤ 2 (z, w ∈ C)
and

|H(z, w)| ≤ 2min{ 1
d(z)2

,
1

d(w)2
}.

Combining these estimates gives (with (1.4))

(5.2) |H(z, w)| ≤ 2min{ 1
d(z)2

,
1

d(w)2
,

1
|z − w|2 }.

By (5.2)
m(t) ≤ M(t),
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where

M(t) = |{(z, w) ∈ Ω× Ω : d(z) <

√
2
t
, |z − w| <

√
2
t
}|.

Clearly

M(t) ≤ f(

√
2
t
) · π(

√
2
t
)2 =

2π

t
f(

√
2
t
).

Since tp is an increasing function of t the above inequalities imply

−
∫ ∞

1

tp dm(t) ≤ −
∫ ∞

1

tp dM(t) ≤ −2π

∫ ∞

1

tp d(
f(

√
2
t )

t
).

We now turn to the particular assertions of the lemma. Since f(δ) ≤ C < ∞
for all δ we have, for 0 < p < 1,

−
∫ ∞

1

tp d(
f(

√
2
t )

t
) ≤ −C

∫ ∞

1

tp d(
1
t
)) = C

∫ ∞

1

tp−2 dt < ∞,

proving a).
If ∂Ω is Lipschitz we have f(δ) ≤ Cδ, which gives

−
∫ ∞

1

tp d(
f(

√
2
t )

t
) ≤ −C

∫ ∞

1

tp d(
1

t3/2
)) = C

∫ ∞

1

tp−5/2 dt < ∞

for all p < 3/2, proving b).
To prove c) we need a better estimate of H(z, w). What we have when ∂Ω is

analytic is essentially (5.2) without the squares, namely:

(5.3) |H(z, w)| ≤ C min{ 1
d(z)

,
1

d(w)
,

1
|z − w| }.

Assuming this for a moment and inserting it in the estimate of M(t) above
gives

M(t) ≤ πC2

t2
f(

C

t
).

Thus, still using f(δ) ≤ Cδ,

−
∫ ∞

1

tp dm(t) ≤ −C

∫ ∞

1

tp d(
f(C

t )
t2

) ≤ C

∫

1

tp−4 dt < ∞

when p < 3. For p = 3 it is easy to check that ‖H‖p = +∞ even for the unit disc.
It remains to prove (5.3) when ∂Ω is analytic. Let S(z) be the Schwarz

function of ∂Ω, so that S(z) is analytic in a neighbourhood of ∂Ω and satisfies
S(z) = z on ∂Ω . When ∂Ω is smooth real analytic the exponential transform
has an analytic/antianalytic continuation from the exterior of Ω across ∂Ω, see
[10]. This means that there exists a function F (z, w) analytic/antianalytic in a
neighbourhood of ∂Ω× ∂Ω such that F (z, w) = E(z, w) for z, w ∈ Ωc.

Inside Ω (but close to ∂Ω) we have

F (z, w) = (z − S(w))(S(z)− w)H(z, w)
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(see [10]). We shall use this to estimate H(z, w). We immediately get

(5.4) H(z, w) =
F (z, w)

(z − S(w))(S(z)− w)
.

As E(z, z) vanishes on ∂Ω so does F (z, z):

F (z, z) = 0, z ∈ ∂Ω.

Since also S(z)−z = 0 on ∂Ω it follows that F (z, w) contains S(z)−w as a factor.
Hence one of the factors in the denominator of (5.4) cancels and we get

(5.5) H(z, w) =
G(z, w)
z − S(w)

,

where also G(z, w) is analytic/antinalytic in a neighbourhood of ∂Ω × ∂Ω. In
particular we get the estimate

(5.6) |H(z, w)| ≤ C

|z − S(w)|
for z, w ∈ Ω close to ∂Ω.

It remains to notice that the estimate (5.6) is equivalent to (5.3). Indeed, S(w)
is the conformally reflected point of w ∈ Ω, so d(w) is comparable to 1

2 |w−S(w)|,
and in addition |z − w| ≤ C|z − S(w)| (for points z, w ∈ Ω close enough to ∂Ω).
Now one can pass between (5.6) and (5.3) by using triangle inequalities.

In case Ω is a quadrature domain ∂Ω is analytic but there may be singular
points. However it turns out that these singularities go the right way so that
H(z, w) will actually be less singular than at smooth points.

To be a little more precise, when Ω is a quadrature domain F (z, w) is the
rational function

F (z, w) =
Q(z, w)

P (z)P (w)
(in the notation of Section 3), the Schwarz function S(z) in (5.4) is meromorphic
in all Ω and it is one of the branches of the algebraic function defined by the
polynomial Q(z, w) (i.e., Q(z, S(z)) = 0 identically). Hence F (z, w) still contains
S(z)− w as a factor and one obtains (5.5).

What happens at a singular point is roughly speaking that F (z, w) contains
one more factor S(z)−w (for a different branch of S(z)). Just think of the simplest
example: the touching point of two touching discs. More precisely we have that
G(z0, z0) = 0 when z0 ∈ ∂Ω is singular, and this really improves the behaviour of
H(z, w). Therefore (5.3) remains valid.
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