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On the Jacobian of the harmonic moment map

Björn Gustafsson and Vladimir Tkachev

Abstract. In this paper we represent harmonic moments in the language of
transfinite functions, that is projective limits of polynomials in infinitely many
variables. We obtain also an explicit formula for the Jacobian of a generalized
harmonic moment map.
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1. Introduction

With any integer k and any closed oriented analytic curve Γ one can associate the
kth harmonic moment of Γ, defined as

Mk(Γ) =
1

2πi

∫

Γ

zkz̄ dz.

When k is nonnegative and Γ = ∂Ω for some domain Ω, the moment takes the
more familiar form

Mk(Γ) =
1

π

∫∫

Ω

zkdxdy, z = x+ iy.

Information about Γ can be read off from these harmonic moments, which have
turned out to be useful geometric objects in many problems of complex analysis
and potential theory.

The harmonic moments appear also in algebraic contexts, in the first place in
connection with conservation laws discovered in 40’s by P. Polubarinova-Kochina
[15] and L. Galin [3], and were also studied in 70’s by S. Richardson [17] in appli-
cation to the Hele-Shaw problem (see [9] for a full account of relevant material). It
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turns out that the quantities Mk(Γ) constitute a hierarchy of conservative quan-
tities for the boundary Γ under the action of Hele-Shaw flow with a source at the
origin (Laplacian growth). This allows to describe Hele-Shaw evolution explicitly
for a wide class of polynomial domains. This complete integrability has recently
been subject to new investigations by I. Krichever, A. Marshakov, M. Mineev-
Weinstein, P. Wiegmann and A. Zabrodin, e.g. [21], [10], [11]. One point of view is
that harmonic moments can be thought of as canonical coordinates in certain well
established integrable hierarchies (for example, in the dispersionless 2D Toda hier-
archy), and it has for example been shown that they can be written as derivatives
of an associated tau-function.

Despite the above mentioned applications, some principal difficulties remain
on the level of mathematical rigor with the basic definitions of harmonic moments
regarded as functionals in infinitely many variables. In particular, there is no es-
tablished algebraic or analytic calculus which allows importing harmonic moments
as well-defined functionals. In this paper we make an attempt to represent har-
monic moments in the language of transfinite functions, that is projective limits
of polynomials in infinitely many variables. In this picture, not only the usual
complex variables (z etc.), but also the coefficients (a0, a1, . . . ) of analytic func-
tions are treated as variables. Some analogies with symmetric functions or germs
of analytic functions may be traced. For example, the number of variables is irrel-
evant in symmetric functions and any symmetric function is uniquely determined
if the number of variables is large enough. A similar rigidity is valid for harmonic
moments in the sense that they stabilize after truncation of variables of higher
grade.

We mention that although the model of transfinite functions discussed below
allows manipulation of objects in an algebraic manner, it does not allow a priori
to ‘evaluate’ the objects. In some particular cases, for example for domains which
are conformal images of univalent polynomials, the transfinite calculus becomes
finite, which makes direct evaluations possible. In more involved cases one needs
an adequate homomorphism into one of standard evaluation rings. However, we
will not pursue this matter in the present article.

Another, more concrete, application of the above formalism is an explicit
formula for the Jacobian of a generalized harmonic moment map.

2. Transfinite functions

2.1. Projective limits of polynomial rings

Let R be a commutative ring with unit and A a set of independent commutating1

variables. Then the polynomial ring R[A] makes sense, even if the set A is infinite
(of any cardinality). We shall introduce transfinite functions over A as formal sums
(in general infinite) of monomials in the variables A with coefficients in R such

1In the paper we deal only with commutating variables while all the constructions below are still

valid for non-commutative setup without any changes.
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that for each finite subset F ⊂ A there are only finitely many terms which contain
variables only from F . In other words, by setting every variable in A \ F equal to
zero a transfinite function reduces to a polynomial in R[F ].

For the formal definition the notion of projective limit is appropriate. Let F
denote the family of finite subsets of A. This is a directed set in a natural way:
it is partially ordered by inclusion (F1 ⊂ F2, F1, F2 ∈ F) and with this partial
order any two elements have an upper bound, namely their union (if F1, F2 ∈ F
then F = F1 ∪ F2 ∈ F and F1 ⊂ F , F2 ⊂ F ). These inclusions induce projection
homomorphisms

πF1,F2
: R[A]/(A \ F2) → R[A]/(A \ F1), (2.1)

where, for any subset S ⊂ R[A], (S) denotes the ideal in R[A] generated by S.
The maps (2.1) define a projective system of rings based on the directed set

F . We define transfinite functions by passing to the projective (or inverse) limit.

Definition 2.1. The ring of transfinite functions over A and with coefficients in R
is the projective limit

R∞[A] = lim
←F

R[A]/(A \ F ).

Recall that, as a set, the projective limit R∞[A] can be taken to be that
subset of the cartesian product ΠF∈FR[A]/(A \ F ) for which the F1’s and F2’s
components are related by the map πF2,F1

whenever F1 ⊂ F2. It is actually enough
to consider only cofinal segments in the above cartesian product, because for any
F ∈ F , the F ’s component of an element determines uniquely the F1’s, for any
F1 ⊂ F . In some operations with the projective limit the so arising possibility of
self-correction of initial segments is important. One may think of R∞[A] as a kind
of completion of R[A].

The above definition of transfinite functions is modeled on standard defini-
tions of p-adic numbers and formal power series. For example, the ring of formal
power series is C[[z]] = lim←n C[z]/(zn). However, the transfinite functions are
actually somewhat simpler, because for any F ∈ F there is a natural embedding
R[F ] → R[A] which becomes an isomorphism

R[F ] ∼= R[A]/(A \ F ).

The projection maps (2.1) therefore have the alternative description as maps

πF1,F2
: R[F2] → R[F1], (2.2)

most easily described by declaring that all variables in F2 \ F1 shall be set equal
to zero.

The natural projection maps

πF : R∞[A] → R[A]/(A \ F ).

correspond in this simpler picture to the previously mentioned maps πF : R∞[A] →
R[F ] (setting all variables not in F equal to zero). In the other direction we have
inclusion maps R[F ] → R∞[A], which postcomposed with the πF give the identity
maps on the R[F ].
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The definition with projection maps (2.1) is somewhat more flexible than
(2.2) in that it allows for including formal power series (with coefficients in R)
into the picture, namely by admitting powers an (a ∈ A) among the generators of
the ideals. However, we shall not go into such generalizations in the present paper,
and therefore we shall work in the simpler setting (2.2).

2.2. Transfinite functions

The typical way we shall use the above general definitions is as follows. We are
interested in forming transfinite functions in the variables z, a0, a1, a2 . . . , plus
sometimes corresponding conjugated variables (ā1 etc.) and variables with negative
index (a−1 etc.), all treated as independent variables. We also want to be able to
invert a few of the variables, namely z, a0, i.e. admit z−1 and a−1

0 . Hence these
cannot be set equal to zero. We can achieve the above goals by choosing the ground
ring R to contain the variables we want to invert, namely we take

R = C[z, z−1, a0, a
−1
0 ] := C[z, w, a0, b0]/(zw − 1, a0b0 − 1).

Then our ring of transfinite functions will be

C∞[z, z−1, a0, a
−1
0 ; a1, a2, . . . ] := R∞[a1, a2, . . . ].

Set

A0 = {z, z−1, a0, a
−1
0 }

for the “null-variables”, or invertible variables, and

An = {a1, a2, . . . , an}

for the remaining variables up to some index n ≥ 1. This set could, depending
on the context, also contain the corresponding conjugated variables (considered
as independent variables), or variables with negative index, for example An =
{a1, ā1, a2, ā2, . . . , an, ān, } or An = {a−n, . . . , a−2, a−1, a1, a2, . . . , an}. Finally, set

A+ =
⋃

n≥1

An, A = A0 ∪A+.

The ring of transfinite functions will in this context be denoted

C∞[A] = C∞[z, z−1, a0, a
−1
0 ; a1, a2, a3, . . . ] = R∞[A+].

In the construction of C∞[A] as a projective limit it is enough to use the sets An

(in place of all finite subsets of A). Thus, setting

Cn[A] = C[z, z−1, a0, a
−1
0 ; a1, a2, . . . , an] = R[An],

we have the projective system {Cn[A]}n≥0, with projection homomorphisms

πij : Cj [A] → Ci[A], j ≥ i ≥ 0

defined by setting the variables in Aj \Ai equal to zero (equivalently, by removing
every term which contains such a variable). The projective limit is

C∞[A] = lim
←n

Cn[A]
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with projections

πn : C∞[A] → Cn[A],

obtained by setting the variables in A+ \An equal to zero.
In case conjugate variables are included there is a natural involution

∗ : C∞[A] → C∞[A]

which for any variable which has a conjugate exchanges the two (e.g., a1 7→ ā1,
ā1 7→ a1). Variables which do not have a conjugate should be thought of as real
variables, and remain unchanged under the involution.

One way to describe the ring of transfinite functions is to consider all se-
quences (hn)n≥0 of elements in Cn[A] stable under high-order substitutions

πij(hj) = hi, j ≥ i ≥ 0, (2.3)

and equipped with pointwise algebraic operations. In what follows we make no
distinction between such sequences and their limits in C∞[A] and write h = lim

←
hn.

The element hn is called the nth approximant of h. The described (projective)
convergence is rigid in the sense that any approximant hn is determined uniquely
by h.

In the other direction we have the injection Cn[A] → C∞[A], by which any
element f ∈ Cn[A] gives rise to a transfinite function by taking the inverse limit,
lim
←
fk, of the sequence

fk :=

{
πkn(f), for 0 ≤ k ≤ n;
f, for k ≥ n

This lim
←
fk is the unique element in C∞[A] with the property that its nth approx-

imant is exactly f . In what follows we identify ‘finite’ polynomials from Cn[A] and
their lifting in C∞[A] (that is consider the Cn[A] as subrings in C∞[A]).

It is natural consider a transfinite function h as a function in an infinite
number of variables. Although we think of all the variables A as ‘complex’ variables
and ‘variable coefficients’, no value (‘number’) can be assigned to h at any concrete
point. However, one is allowed to substitute finitely many variables by complex
numbers (this is a special case of operation 2) in the next subsection), and the
result will be another transfinite function.

In order to pass completely from transfinite objects to classical ones, however,
one need to have an evaluation on C∞[A], like the limit in topological categories.
Algebraically this is equivalent to constructing an adequate homomorphism from
the ring C∞[A] to some standard evaluation ring. A choice of such a homomor-
phism should be made individually in each concrete case.

Example 1. The simplest example of a transfinite function is the transfinite power
series in z, with variable coefficients ak:

lim
←

n∑

k=0

akz
k+1 =

∞∑

k=0

akz
k+1. (2.4)
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This is an element in C∞[z, a0, a1, . . . ]. On the other hand, a power series with
constant coefficients, like

∑∞
k=0 k!z

k, is not a transfinite function in our sense, but
is an element of C[[z]] = lim←n C[z]/(zn).

2.3. Operations with transfinite functions

1) (General maps.) Consider a map q : C[A] → C[A] which commutes with restric-
tions for large enough indices:

q ◦ πij = πij ◦ q, j ≥ i ≥ m,

where m ≥ 0 depends only on q. Then q extends naturally to a map on C∞[A]
as follows. Let x ∈ C∞[A] and xn ∈ Cn[A] be the sequence of its approximants.
Define yi = q(xi) for i ≥ m and yi = πim(ym) for i ≤ m. Then (yn)n≥0 satisfies
(2.3) because for any j ≥ i ≥ m

πij(yj) = πij(q(xj)) = q(πij(xj)) = q(xi) = yi

and similarly one checks (2.3) for small indices. Therefore (yn)n≥0 induces en
element in C∞[A] denoted by q(x).

2) (Substitution.) Let A, B be two families of variables, filtered by An, Bn

(n ≥ 0) respectively, let φ ∈ C∞[B], let X ⊂ B be a finite subset and let t : X →
C∞[A] be any map. Then for any i ≥ 0 we define

ψi = φi|(t,X) ∈ Ci[A,B \X ],

where |(t,X) means that one makes the substitutions x = (t(x))n = πn ◦ t(x) ∈
Cn[A] for each x ∈ X . This new sequence obviously satisfies (2.3), hence induces
an element in C∞[A,B \X ], which we denote by φ|(t,X).

Remark 2.2. The introduced composition of two transfinite functions is very close
to what is known as the plethysm in category of symmetric functions (see, e.g.,
[13, p. 135].

3) (Derivation.) Another example is the partial derivative. For any variable
x ∈ Am

∂x ◦ πij = πij ◦ ∂x, i ≥ m.

Therefore ∂x extends to ∂x : C∞[A] → C∞[A]. One then checks easily that ∂x is a
derivation on C∞[A], that is ∂x is linear and satisfies the Leibniz rule. Moreover,
the derivatives satisfy the usual commutativity: for any x, y

∂x∂y = ∂y∂x.

4) (Coefficient extraction.) An important operation is coefficient extraction.
Let y ∈ C∞[A] and x ∈ A. Then for any fixed n the coefficient [xn](yi) of xn in
yi ∈ Ci[A] is well defined and extends in an obvious way to an element [xn](y) ∈
C∞[A].
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2.4. The transfinite resultant

Recall that the resultant of two polynomials f(z) = an

∏n

i=1(z − ξi) =
∑n

i=0 aiz
i

and g(z) = bm
∏m

j=1(z−ηj) =
∑m

j=0 bjz
j is a polynomial function in the coefficients

of f and g having the elimination property that it vanishes if and only if f and g
have a common zero [20], [4]. In terms of the zeros of the polynomials the resultant
is given by the Poisson product formula

Rpol(f, g) = am
n b

n
m

∏

i,j

(ξi − ηj) = am
n

n∏

i=1

g(ξi).

Alternatively, the resultant can be computed as the determinant of the Sylvester
matrix of size n+m

Rpol(f, g) = det




a0 a1 . . . an

. . . . . . . . . . . .
a0 a1 . . . an

b0 b1 . . . bm
. . . . . . . . . . . .

b0 b1 . . . bm



,

where the first m rows are the shifted coefficients of f , the next n rows are the
shifted coefficients of g.

The authors introduced recently [8] a notion of the meromorphic resultant
of two meromorphic functions on an arbitrary compact Riemann surface. For any
two meromorphic functions f and g, whose divisors and have no common points,
the number

R(f, g) = g((f)) ≡
∏

i

g(ξi)
Ni ,

is called the meromorphic resultant of f and g. Here (f) =
∑

i Ni · ξi is the
divisor of f . For the general properties of the meromorphic resultant, see [8].
We mention only that the meromorphic resultant is symmetric and homogeneous
of degree zero (i.e. depends only on the divisors of f and g). Moreover, for two
rational functions f(z) =

∑n

k=0 bkz
−k and g(z) =

∑m

k=0 akz
k, one easily finds that

their meromorphic resultant is related to the classical polynomial resultant by the
formula:

R(

n∑

k=0

bkz
−k,

m∑

k=0

akz
k) =

1

an
0 b

m
0

Rpol(

n∑

k=0

bkz
n−k,

m∑

k=0

akz
k)

=
1

an
0 b

m
0

det




b0 b1 . . . bn
. . . . . . . . . . . .

b0 b1 . . . bn
an an−1 . . . a0

. . . . . . . . . . . .
an an−1 . . . a0



.

(2.5)
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What we understand by the transfinite resultant is actually the inverse limit
of the latter meromorphic resultant. Indeed, one can check that for n ≥ 1 the
Sylvester’s determinants

R(a, b)n = a−n
0 b−n

0 det




b0 b1 . . . bn
. . . . . . . . . . . .

b0 b1 . . . bn
an an−1 . . . a0

. . . . . . . . . . . .
an an−1 . . . a0




≡ R(
n∑

k=0

bkz
−k,

n∑

k=0

akz
k) = R(

n∑

k=0

akz
k,

n∑

k=0

bkz
−k)

satisfy the transfinite property (2.3): substitution an = bn = 0 into the above
determinant gives R(a, b)n−1 (recall also that the meromorphic resultant is a sym-
metric function of its arguments). This shows that the sequence (R(a, b)n)n≥0 gen-

erates an element in C∞[a0, a
−1
0 , b0, b

−1
0 ; a1, b1, . . . ] denoted by R(a, b) and called

the transfinite resultant. Its two initial approximants are:

R(a, b)1 = 1 −
a1b1
a0b0

,

R(a, b)2 = 1 −
a1b1 + 2a2b2

a0b0
−
a0a2b

2
1 + b0a

2
1b2 − a2

2b
2
2 + a1a2b1b2

a2
0b

2
0

.

2.5. The transfinite elimination function

In many applications the so-called elimination function is more advantageous than
the meromorphic resultant. It is defined by

Ef,g(u, v) := R(f − u, g − v),

where u and v are two independent complex variables. It is known (see [8]) that for
any two meromorphic functions f and g on a closed Riemann surface this function
is rational and satisfies the following elimination property:

Ef,g(f(ζ), g(ζ)) ≡ 0.

The transfinite version of the elimination function is defined by

Ea,b(u, v) = lim
←n

R(−u+

n∑

k=0

akz
k+1,−v +

n∑

k=0

bkz
−k−1).

The latter transfinite function can be also viewed as a transfinite resultant with
two distinguished null-variables u and v. The nth approximant is the determinant
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of size (2n+ 2) × (2n+ 2):

Ea,b(u, v)n =
1

(uv)−n−1
det




v −b0 . . . −bn
. . . . . . . . . . . .

v −b0 . . . −bn
−an −an−1 . . . u

. . . . . . . . . . . .
−an −an−1 . . . u



. (2.6)

We shall see (see Remark 3.2 below) that for b = ā, the transfinite elimination
function is related to the exponential transform. In general the following analogue
of elimination property holds.

Proposition 2.3. Let f =
∑∞

k=0 akz
k+1 and g =

∑∞
k=0 bkz

−k−1. Then

Ea,b(f, g) = 0,

in the sense that

Ea,b(fn, gn)n = 0, n ≥ 1, (2.7)

where fn and gn are the nth approximants of f and g respectively.

Proof. It suffices to prove (2.7). To this aim notice that the resultant of the two
polynomials

g̃(z) = (gn(z) − v)zn+1 = bn + bn−1z + . . .+ b0z
n − vzn+1,

and

f̃(z) = fn(z) − u = −u+ a0z + a1z
2 + . . .+ anz

n+1

with respect to the variable z coincides with the determinant in (2.6):

Ea,b(u, v)n =
1

(uv)n+1
Rpol(g̃, f̃).

By the characteristic property of the resultant, Ea,b(u, v)n vanishes if and only if

g̃ and f̃ have a common root z0 ∈ C, i.e. f̃(z0) = g̃(z0) = 0 for some complex
z0. This is equivalent to saying that gn(z0) − v = 0 and fn(z0) − u = 0. Hence
Ea,b(fn, gn)n equals identically zero which yields the desired property.

�

3. Transfinite functions on closed analytic curves

A general idea of a transfinite function on closed analytic curves is modeled on
the following observation. Consider any parameterized curve Γ = fn(T), where fn

is the nth approximant to the transfinite series (2.4)

fn(z) =

n∑

k=0

akz
k+1, a0 > 0, (3.1)
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and T is the unit circle. Regarding the coefficients of fn(z) as a coordinate system
on the space of parameterized curves Γ, many established functionals can be writ-
ten as functions of the coefficients ak. Those functionals which are polynomials in
ak for k ≥ 1 will be called admissible.

Let h : Γ → C be any admissible functional and hn its resulting expression
when Γ has the form (3.1). If the sequence (hn) satisfies the condition (2.3), it

extends to a transfinite function h̃ ∈ C∞[a0, a1, a1, . . .] which is called the trans-

finite extension of h. In that case h̃ can be thought of as the ‘value’ of h on the
transfinite series f(z) =

∑∞
k=0 akz

k+1 which, in its turn, can be regarded as an
‘ideal’ curve. Hence the formalism of transfinite functions can be applied to trans-
late admissible functionals onto algebraic language. Below we demonstrate how
this principle works with the Schwarz function as an example.

3.1. The Schwarz function and harmonic moments

We start with standard definitions. With any analytic curve Γ (not necessarily
closed in general) one can associate the Schwarz function, that is a holomorphic
in a neighborhood of Γ function S(ζ) such that

S(ζ) = ζ̄ , ζ ∈ Γ. (3.2)

The above characteristic property is important when manipulating with the anti-
holomorphic coordinate ζ̄ by substituting a holomorphic function S(ζ). The do-
main of definition of the Schwarz function is usually not a priori given, but one
may always choose it to be symmetric with respect to Γ. Alternatively, one may
think of S(ζ) only as a germ of an analytic function given on the curve.

In the other extreme, there is one case with a maximally unsymmetric do-
main of definition of the Schwarz function which singles out as being particularly
tractable and having a rich theory: this is when Γ = ∂Ω for some domain Ω and
the Schwarz function extends to being a meromorphic function in all of Ω. Then
Ω is called quadrature domain, or algebraic domain [1]. It turns out that this re-
quirement is rigid enough (see [1], [5]) to ensure that S(ζ) even is an algebraic
function. Moreover, a simply connected quadrature domain is an image of the unit
disk under a rational univalent function [1].

Now assume that Γ is a boundary of a simply connected domain Ω containing
the origin and denote its Schwarz function by S(ζ). The following integrals make
sense:

Mk(Γ) =
1

2πi

∫

Γ

ζ̄ζk dζ, k ∈ Z, (3.3)

which for nonnegative k may be rewritten as

Mk(Γ) =
i

2π

∫∫

Ω

ζk dζ ∧ dζ̄, k ≥ 0. (3.4)

These quantities are known as harmonic or complex moments of the domain Ω.
For negative k, (3.4) still make sense as principal value integrals. Alternatively,
(3.3) may be turned into area integrals by passing to the complement C \ Ω.
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In what follows we shall think of the harmonic moments as generalized Lau-
rent coefficients. More precisely, note that the substitution of the definition of S(ζ)
into (3.3) yields

Mk(Γ) =
1

2πi

∫

Γ

S(ζ)ζk dζ, k ∈ Z, (3.5)

hence, one can think of M−k(Γ) as the Laurent coefficients (with respect to Γ) of
the shifted Schwarz function ζS(ζ). We shall write this as

S(ζ) ∼
∑

k∈Z

Mk(Γ)ζ−k−1. (3.6)

It worth to notice that (3.3), as well as (3.5), allows to define the moments
for any parameterized curve. In a more generality, this reduces to considering
the moments of a function rather than of a curve. Indeed, we recall that by the
Riemann mapping theorem simply connected domains (with the origin inside) are
in one-to-one correspondence with holomorphic and univalent in the unit disk D

functions f(z) normalized by f(0) = 0 and f ′(0) ∈ R+.

Assume that the boundary of Ω is an analytic curve. Then a uniformizing
function f may be chosen to be holomorphic in the closed unit disk. Hence sub-
stituting of ζ = f(z) into (3.3) gives

µk(f) := Mk(f(T)) =
1

2πi

∫

Γ

f∗(z)fk(z)f ′(z)dz, k ∈ Z, (3.7)

where T = ∂D and a holomorphic in C \ D function f∗ is defined by

f∗(z) = f(1/z̄).

It is natural to refer to µk(f) as the moments of the function f .

Proposition 3.1. Let n ≥ 1 and let fn(z) be polynomial (3.1) such that fn(z)z−1

has no zeros in the closed unit disk. Then the µk(fn) are rational functions of the
coefficients of fn. Moreover

an−2k−1
0 µk(fn) ∈ C[a0, a1, a1, . . . , an, an], ∀k ∈ Z

and

µk(fn) = 0, ∀k ≥ n+ 1 (3.8)

In particular, µk(fn) are admissible.

Proof. One can rewrite (3.7) as follows

µk(fn) = CTz(zf
∗
n f
′
n · fk

n),

where CTz denotes constant term extraction (with respect to z). Then proposition
follows from the fact that zf ′nf

∗
n contains only the terms zm with −n ≤ m ≤ n
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and from the Laurent expansion

fk
n(z) = ak

0z
k(1 +

1

a0

n∑

i=1

aiz
i)k

= ak
0z

k

∞∑

j=0

k(k − 1) . . . (k − j + 1)

j!

( n∑

i=1

aiz
i

a0

)j

.

�

It is a remarkable property of the harmonic moments that they can be ex-
tended as transfinite elements in the sense described in the beginning of this sec-
tion. Indeed, a simple analysis of the above series for fk

n shows that

µk(fn)|an=an=0 = µk(fn−1), (3.9)

hence the following projective limit exists:

µk(f) = lim
←n

µk(fn) ∈ C∞[a0, a1, a1, . . .]

and will be called the kth transfinite harmonic moment. The zero moment µ0(f)
is found to be

µ0 = a2
0 + 2a1ā1 + 3a2ā2 + . . . ,

and equals the normalized area of the domain fn(D) when fn is a univalent func-
tion. Clearly µ0 is positive and real (i.e., µ∗0 = µ0).

The formulas for higher moments, especially for the negative ones, are much
more involved. The first approximants for k = 1 and k = −1 are

µ1(f1) = a2
0ā1,

µ1(f2) = a2
0ā1 + 3a0a1ā2,

µ1(f3) = a2
0ā1 + 3a0a1ā2 + 4a0a2ā3 + 2a2

1ā3,

and

µ−1(f1) = a1 −
a2
1ā1

a2
0

,

µ−1(f2) = a1 +
2a2ā1

a0
−
a2
1ā1 + 3a2

2ā2

a2
0

+
a3
1ā2

a4
0

.

In general, for non-negative values of k Richardson’s formula [17]

µk(fn) =
∑

(s0 + 1)as0
· · · ask

ās0+...+sk+k,

holds, where the summation is over all multiindices (s0, . . . , sk), 0 ≤ sj ≤ n.
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3.2. Harmonic moments via resultant

Here we describe briefly another way to obtain the harmonic moments with non-
negative indices. Given a bounded domain Ω, the function of two complex variables
defined by

exp[
1

2πi

∫

Ω

dζ

ζ − z
∧

dζ̄

ζ̄ − w̄
] =: EΩ(z, w) : (C \ Ω)2 → C

is called the exponential transform of the domain Ω (see, e.g., [2], [16], [7]). Ex-
panding the integral in power series in 1/w̄ gives

EΩ(z, w) = 1 −
1

w̄
CΩ(z) + O(

1

|w|2
) (3.10)

as |w| → ∞, with z ∈ C \ Ω fixed. Here

CΩ(z) =
1

2πi

∫

Ω

dζ ∧ dζ̄

z − ζ
=

∑

k≥0

Mk(Γ)

zk+1
, as z → ∞, (3.11)

is the Cauchy transform of Ω, and Mk(Γ) are defined as in (3.4).
When Ω = fn(D), where fn is a univalent in the closed unit disk polynomial

(3.1), the sum in (3.11) contains only terms with degrees k ≤ n and (3.10) becomes

Efn(D)(z, w) = 1 −
1

w̄

n∑

k=0

µk(fn)

zk+1
+ O(

1

|w|2
).

On the other hand, the authors showed in [8] that the exponential transform of
such fn(D) is the meromorphic resultant:

Efn(D)(z, w) = Rζ(−z +

n∑

k=0

akζ
k+1,−w̄ +

n∑

k=0

ākζ
−k−1) (3.12)

Combing these formulas we obtain

det




1 − ān

w̄

−a0

z

. . .
...

. . .
... 1 − ā0

w̄
− ān

w̄

−an

z
−a0

z
1

...
. . .

...
. . . − ā0

w̄

−an

z
1




= 1 −
1

w̄

n∑

k=0

µk(fn)

zk+1
+ O(

1

|w|2
).

Hence the above determinant completely determines all the harmonic moments
µk(fn) for 0 ≤ k ≤ n and expanding the determinant in w̄, one gets explicit
formulas.

Remark 3.2. Another corollary of (3.12) is that Efn(D)(z, w) coincides with the
nth approximant of the transfinite elimination function (2.6) for a = (ak)k≥0 and
b = (āk)k≥0. This can be thought as a transfinite analogue of the coincidence of
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the elimination function and the exponential transform on the level of transfinite
functions.

3.3. The transfinite Schwarz function

By property (3.8) in Proposition 3.1 the series

S(fn, ζ) =
∑

k∈Z

µk(fn)ζ−k−1

contains only finite number of negative terms, hence may be interpreted as formal
Laurent series with coefficients in C[a0, a1, a1, . . . , an, an]. It follows immediately
from (3.9) that S(fn, ζ) also satisfies the transfinity condition. Hence

Sf (ζ) = lim
←n

∑

k∈Z

µk(fn)ζ−k−1

is well-defined on the level of formal Laurent series and in this setting formula
(3.6) makes a rigorous sense. Moreover, the characteristic property (3.2) of the
Schwarz function reads in the new notations as follows:

Sf (f) = f∗.

4. A generalized moment map

Let a closed Jordan analytic curve be given. The most natural choice of a coor-
dinate system for an analytic curve is the coefficients of the uniformization map,
which maps the unit disk onto the interior of the curve.

Another choice comes from the Schwarz function S(ζ) of the curve which
by (3.2) contains complete information about the curve. Therefore the harmonic
moments may be thought as coordinates. However one can extract information
about the curve from harmonic moments in many different ways. We shall consider
the following two. Let fn is given by (3.1). Taking into account that µ0 and a0 are
real (in fact, positive), we define the so-called complete moment map by

µ(ān, . . . , ā1, a0, . . . , an) = (µ−n, . . . , µ0, . . . , µn) : R × C
2n → R × C

2n, (4.1)

where µk = µk(fn) (recall that µk(fn) = 0 for k ≥ n+1). It is well-known that the
right half of the latter map (the moments with non-negative indices) determines
fn at least locally and usually one takes it as an alternative (to the coefficients ak)
set of coordinates (see, e.g., [10]).

Another moment map, which was treated recently in [12], [18], is a moment
map consisting of the nonnegative moments and their conjugates:

µ∗(ān, . . . , ā1, a0, . . . , an) = (µ̄n, . . . , µ̄1, µ0, . . . , µn) : R × C
2n → R × C

2n. (4.2)

These two maps may be written in a common form

φ(ān, . . . , ā1, a0, . . . , an) = (φ−n, . . . , φ−1, φ0, . . . , φn), (4.3)
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with the generalized moments φk given by the integrals

φk =
1

2πi

∫

T

Φk(fn, f
∗
n)f ′ndz = CTz(zf

′
nΦk(fn, fn

∗)), (4.4)

where Φk(ζ, ζ̄) are suitable functions. If f : D → Ω is a uniformizing map of a
simply connected domain Ω then these moments are

φk =
1

2πi

∫∫

Ω

∂Φk

∂ζ
dζ ∧ dζ =

1

2πi

∫

Γ

Φk dζ.

For the complete moment map (4.1)

Φk(ζ, ζ̄) ≡ ζk ζ̄ , (k ∈ Z)

and it is not hard to check that for (4.2)

Φk(ζ, ζ̄) =

{
ζk ζ̄ if k ≥ 0,

1
1−k

ζ̄1−k if k ≤ −1,

Our main result below shows that the Jacobian of the generalized moment
map φ always splits into two distinguished factors: the first depends on a concrete
form of the functions Φk and the second is the self-resultant of the derivative f ′.
To formulate it, it is convenient to set

a−n = ān.

Theorem 4.1. Let n ≥ 1 and Φk(ζ, ζ̄), −n ≤ k ≤ n, be a system of rational
functions. For fn(z) = z

∑n

k=0 akz
k introduce the residue matrix

vkj =
1

2πi

∫

T

Φk(fn, fn
∗)

dz

z1+j
. (4.5)

Then the Jacobian of the generalized moment map (4.3) is

∂φ

∂a
≡
∂(φ−n, . . . , φ0, . . . , φn)

∂(a−n, . . . , a0, . . . , an)
= 2a2n+1

0 det(vkj) · R(f ′n, f
′∗
n ).

Here and in what follows we denote by (rkj) the (2n+ 1) × (2n+ 1)-matrix with
entries rkj with indices k, j running interval between −n and n.

In the two cases discussed above, the corresponding matrices (vkj) are easily
found to be upper diagonal with a0 to certain degrees on the diagonal. This yields
the following corollary.

Corollary 4.2. In the introduced above notation, we have for the Jacobians:

∂(µ−n, . . . , µ0, . . . , µn)

∂(a−n, . . . , a0, . . . , an)
= 2a2n+1

0 R(f ′n, f
′∗
n ),

and
∂(µ̄n, . . . , µ̄1, µ0, . . . , µn)

∂(a−n, . . . , a0, . . . , an)
= 2an2+3n+1

0 R(f ′n, f
′∗
n ),
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In particular, the transition Jacobian between these two maps is given by

∂(µ̄n, . . . , µ̄1, µ0, . . . , µn)

∂(µ−n, . . . , µ−1, µ0, . . . , µn)
= an2+n

0 .

Proof of Theorem 4.1. Let u(z) represent a direction for variation of fn(z) and let
dφk(u) denote the directional derivative of φk taken at fn along the function u.
Then by virtue (4.4) we have

dφk(u) = lim
t→0

φk(f + tu) − φk(f)

t
= CTz[zuf

′∂ζΦk(f, f∗) + zu∗f ′∂ζ̄Φk(f, f∗) + zu′Φk(f, f∗)].
(4.6)

Integrating by parts we find for the last term in (4.6):

CTz[zu
′Φk(f, f∗)] =

1

2πi

∫

T

Φk(f, f∗) du

= −
1

2πi

∫

T

(uf ′∂ζΦk(f, f∗) + uf∗′∂ζ̄Φk(f, f∗))dz

= CTz [−zuf
′∂ζΦk(f, f∗) +

1

z
uf ′
∗
∂ζ̄Φk(f, f∗)

]
,

where we used

(f∗(z))′ = −
1

z2
f ′∗(z).

Substitution of this into (4.6) gives

dφk(u) = CTz [(zf
′u∗ +

1

z
f ′∗u) · ∂ζ̄Φk(f, f∗)],

and setting h(z) = u(z)
z

= h0 +h1z+ . . .+hnz
n we arrive at the following formula:

dφk(zh) = CTz[(f
′h∗ + f ′∗h) · ∂ζ̄Φk(f, f∗)] ≡

n∑

j=−n

φkjhj, (4.7)

where h−k = h̄k, k ≥ 1. In this notation the required Jacobian spells out as

∂φ

∂a
= det(φkj)−n≤k,j≤n. (4.8)

Using (4.5) we find from (4.7)
n∑

j=−n

φkjhj =
n∑

i,j=−n

vkiuijhj

where

CTz[(f
′h∗ + f ′∗h)zi] =

n∑

j=−n

uijhj . (4.9)

This yields by virtue of (4.8)

∂φ

∂a
= det(vki) · det(uij).
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Hence we only need to find the determinant of U = (ujm). Let us write

f ′(z) =

n∑

k=0

bkz
k, f ′∗(z) =

n∑

k=0

b−kz
−k,

where bk = (k+1)ak and b−k = (k+1)āk for k ≥ 0 (notice that this index notation
is consistent with b0 = a0 ∈ R). Then an explicit form of the matrix U is easily
found from (4.9):

U =




b0 b−n

b1 b0 b1−n b−n

...
...

. . .
...

...
. . .

bn−1 bn−2 . . . b0 b−1 b−2 . . . qn−1

bn bn−1 . . . b1 2b0 b−1 . . . b1−n b−n

bn . . . b2 b1 b0 . . . b1−n b1−n

. . .
...

...
. . .

...
...

bn bn−1 b0 b−1

bn b0




.

Denote by Uk the kth column (uik)n
i=−n in U . Then

b0U0 +
n∑

i=1

b−iU−i −
n∑

i=1

biUi = 2b0Z, (4.10)

where the column vector Z has the form

Z = (b−n, . . . , b−1, b0, 0, . . . , 0)⊤

with the last n entries equal to zero. It follows then from (4.10) that

detU = 2 det




b0 b−n

b1 b0 b1−n b−n

...
...

. . .
...

...
. . .

bn−1 bn−2 . . . b0 b−1 b−2 . . . b−n

bn bn−1 . . . b1 b0 b−1 . . . b1−n b−n

bn . . . b2 b0 . . . b2−n b1−n

. . .
...

. . .
...

...
bn b0 b−1

b0




Now expanding the latter determinant by the last row and taking into account
(2.5), we get

detU = 2b2n+1
0 R(

n∑

k=0

bkz
k,

n∑

k=0

b−kz
−k) = 2a2n+1

0 R(f ′, f ′∗),

which finishes the proof. �
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