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Abstract—Time synchronization attacks are an emerging threat
to many future smart grid applications, their mitigation is thus
of utmost importance. In this paper we consider the problem of
mitigating attacks that are undetectable by state-of-the-art power
system state estimation, in precision time protocol networks. We
formulate our problem as an integer linear program and show
that it is NP-hard. We then provide a polynomial time approxi-
mation algorithm through a reduction from the group Steiner tree
problem. We evaluate the performance of the proposed algorithm
through extensive simulations compared to a greedy heuristic. Our
results show that the approximation algorithm performs within a
factor 1.8 of the optimal solution for synthetic topologies, while the
greedy algorithm performs even better. On IEEE benchmark power
systems the approximation algorithm performs within a factor 1.1
of the optimal solution, as good as the greedy heuristic.

I. INTRODUCTION

Phasor Measurement Units (PMUs) enable high-frequency
timestamped phasor measurements for wide area monitoring and
control (WAMPAC) applications in power systems. The high
measurement frequency offers improved situational awareness
compared to traditional measurement technology, and can be
used for enhancing the performance of essential smart grid
applications, such as islanding detection [1], oscillation mon-
itoring [2], phase angle monitoring [3], event detection [4] and
fault localization [5].

PMUs require precise time synchronization across large ge-
ographical areas. Time synchronization can be achieved us-
ing space-based or network-based synchronization. Space-based
time synchronization relies on radio signals sent by satellites for
delivering time references (e.g., GPS), whereas in network-based
time synchronization the time references are transmitted by one
or more master clocks through a packet switched network to
each of the PMU clocks, which act as slave clocks. The state-
of-the-art protocol for network-based time synchronization is
the Precision Time Protocol (PTP) [6], and is expected to see
wide-spread deployment for PMU time synchronization as a
complement or as a replacement for space-based solutions.

Unfortunately, both space- and network-based time synchro-
nization are vulnerable to time synchronization attacks (TSAs).
Civilian GPS signals are unauthenticated and are thus vulnerable
to GPS spoofing [7]. Besides, although message authentication is
recommended in PTPv2.1 [8], it is not mandatory, rendering PTP
also vulnerable to message spoofing [9]. A TSA against PMUs
results in incorrect phase angle measurements, and can have a
devastating effect on a variety of smart grid applications [10].
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Clearly, a trustworthy WAMPAC system should detect and
mitigate TSAs against PMU measurements. An intuitive ap-
proach for detecting TSAs against PMUs would be to use
bad data detection (BDD) techniques combined with linear
state estimation (LSE) based on the PMU measurements [11].
Nevertheless, recent works have shown that it is possible to
create TSAs that are undetectable by any BDD technique, both
in theory [12] and under practical consideration of PMU clock
servo constraints [13], and provided a computationally efficient
method for identifying vulnerable sets of PMU measurements.

The existence of undetectable TSAs calls for mitigation in
the form of securing time references. A cost-effective approach
to mitigating TSAs would be to combine BDD with securing
time synchronization to a subset of the PMUs so as to ensure
that undetectable TSAs become infeasible. Securing time syn-
chronization comes with significant investment and management
cost, as network equipment need to be upgraded and key
management has to be put in place. Ideally, the cost of securing
time synchronization should be minimal, but identifying a least
cost set of PMUs for mitigating undetectable TSAs is a non-
trivial problem due to the coupling between the communication
topology and the power system topology.

In this paper, we address this problem and make the following
contributions. First, we formulate the problem of mitigating
undetectable TSAs in a PTP network with minimum cost as
an integer linear program. Second, we show that the problem is
NP-hard and propose a polynomial time approximation scheme
with bounded approximation ratio. Third, we evaluate the pro-
posed solution using extensive simulations on synthetic network
topologies and on IEEE benchmark power systems, compared to
a greedy heuristic, and we show that significant cost savings are
achievable by mitigating only practically undetectable TSAs.

The rest of the paper is organized as follows. Section II dis-
cusses the related work. Section III presents our model for time
synchronization in power systems and for TSAs. We then for-
mulate the problem of mitigating practically undetectable TSAs
with minimum cost in Section IV, and propose an approximation
algorithm for solving the problem in Section V. In Section VI
we evaluate the performance of the proposed algorithm using
extensive simulations. Finally, Section VII concludes the paper.

II. RELATED WORK

Several recent works have considered the detection or miti-
gation of TSAs, for both space-based and network-based time
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synchronization. For detecting GPS spoofing against PMUs, [14]
proposed utilizing the carrier-to-noise-ratio of the GPS signal.
For PTP, [15] proposed introducing “guard clocks” in order
to detect PTP delay attacks. Using a different approach, [16]
proposed model-based and data-driven detectors based on the
correlation between PMU phase angle changes and PMU clock
offset adjustments. These works focus on detecting TSAs, but
are typically prone to false negatives, i.e., they may not detect
skillful adversaries.

Recent works on mitigating TSAs against GPS proposed to
authenticate GPS messages [17]. Authors in [18] considered
eight countermeasures for detecting and mitigating TSAs against
GPS. Mitigation schemes proposed for PTP [19] focused strong
message authentication schemes for PTP messages. However,
these works do not consider the system level cost of TSA
mitigation, and are thus cost-inefficient for power systems. In
this paper we combine knowledge from the power system and
the communication network to reduce the mitigation cost.

Similar in spirit to our work is [20], which considers network-
aware mitigation of false data injection (FDI) attacks on power
systems. Similar to previous works on FDI attacks against
legacy SCADA measurements and PMUs [21][22], the mitiga-
tion schemes considered in [20] focus on protecting the integrity
of measured data. On the contrary, in this work we focus on
security controls for time synchronization, taking into account
the impact of TSAs on measurement data integrity.

ITII. SYSTEM MODEL
A. Power System and Network Model

We consider a WAMPAC system with N buses and M > N
PMU measurements that ensure system observability. We denote
by z € CM the vector of PMU measurements z,, = |z,|e’?m,
where j = /=1, and by € C¥ the system state (voltage
phasors at the buses). The measurement model is given by

z=Hz +e, (D

where H € CM*N ig the measurement matrix, and e € CM is
white Gaussian measurement noise. We can define the verifica-
tion matrix F = H(HTH) ' H'—1I, where H' is the conjugate
transpose of H, and use it for expressing the measurement
residual # = Fz € CM, which is typically used for BDD, e.g.,
using the LNR test [23]. Bad measurement data identified by
the BDD is typically discarded.

The measurements are taken by a set 7 = {m,...,7r}
of PMUs, which rely on precise time synchronization. We
denote by M; the number of measurements taken by PMU ;.
We consider delivering secure time references to a subset of
these PMUs using PTP, and thus we model the communication
infrastructure used for time synchronization in the WAMPAC
by a graph G = (V,£), where V = T UN is the set of vertices,
and N is the set of network switches and routers. We consider
that G is a tree that spans the PMUs 7. This assumption is
motivated by that the active communication topology in power
systems typically is a tree, and PTP networks use a tree topology
as well for disseminating time references in a network [6].
Furthermore, we denote by r € V the root vertex of the tree,
which corresponds to where the PTP master clock is deployed.

B. TSAs and Undetectablity

Consider now an attacker that is able to spoof PTP messages
or the GPS signals, and can this way manipulate the time
references of a subset 7% = {7¢,..., 78} C T of PMUs, where
P is the number of manipulated time references (and PMUs).
We define the attack-measurement matrix ¥ € {0,1}M*F,
which reflects the dependence of measurements on attacked
time references, i.e., ¥, , = 1 if measurement m is measured
by PMU 77 and ¥, , = O otherwise. Due to the attack the
phasors measured by PMU 77 will be rotated by . Thus,
using the notation u, = e/*» the mt" measurement taken by
PMU 72,p € {1,..., P} becomes 22, = |z |l Ormtor) =
Zp.mUp » Where |zp..,| is the measured magnitude, 6, ,, is the
unattacked phase angle, and «,, is the angle shift introduced by
the attack. Let z* be the measurement vector under the attack. If
linear state estimation based on (1) is employed in the WAMPAC
then a TSA should ideally be detected by BDD. It is thus natural
to introduce the notion of undetectability as follows.

Definition 1. A TSA against PMUs T® is undetectable if it does
not change the measurement residual, i.e., Fz = Fz%.

In what follows we recall fundamental results from [12; 13]
about undetectable TSAs.

Lemma 1. Consider a TSA against PMUs T*°. The TSA is
undetectable if and only if the vector u € CF, s.t., Uy, =
eler pe{1,..., P} satisfies

Wre(u—1) =0, )

where Wra = UTdiag(2)t F1Fdiag(2)¥V is the complex attack
angle matrix, Wra € CP*P and is Hermitian.

Lemma 2. Consider a TSA against PMUs

rank(Wya) = 1.

o If P =1 then there is no undetectable TSA.

o If P = 2 then there is 1 undetectable TSA.

e The pairs of time references that are vulnerable to unde-
tectable TSAs for P = 2 form equivalence classes C =
{C1,...,Cc}, where C = |C| is the number of equivalence
classes.

e For P > 3, let C' C C; € C, |C'| = P. Then there is a
continuum of TSAs against time references C'.

T4,

and

The above result characterizes the set of vulnerable time
references, and allows us to make two important observations.
First, consider an equivalence class C;, C; = |C;|. Then any
subset of 3 < P < (; time references in equivalence class
C; can be attacked in an undetectable manner. Furthermore, an
undetectable attack against any subset of P = 2 time references
can be constructed, but since there is only 1 such attack, the
attack can be detected by the BDD, as shown in [13].

IV. PROBLEM FORMULATION AND COMPLEXITY ANALYSIS
In this section we formulate the problem of mitigating unde-

tectable TSAs at minimal cost.

A. Minimum Cost TSA Mitigation Problem

We consider a power system operator that wants to upgrade
its network infrastructure to mitigate TSAs. We assume that
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LSE based on (1) is used with BDD, and hence the objective
is to mitigate attacks against the collection {C1,...,Cc} of
equivalence classes of time references vulnerable to undetectable
TSAs, as defined in the previous section.

We consider mitigation through authenticated time synchro-
nization, e.g., using PTPv2.1. Securing the time reference of a
PMU 7 requires that a path in G from the root vertex r € V to
vertex 7; has to be secured, including all intermediate vertices.
Let V,_,,, be the set of vertices on the path from 7 to 7,
including r and 7. In practice, the network equipment has to
be upgraded to support authenticated PTP messages, and related
key management. We thus define the cost of mitigation for a
single time reference as the number of vertices |V,_,,| on the
path. For a set {71, ..., 7,} of time references the cost is defined
as the total number of vertices on the paths, ie., | Jl_; V,—r, |-
Before we present the problem formulation, we describe a naive
mitigation approach.

Secure All (SA): The straightforward wacy to mitigating TSAs
would be to secure all time references | J;,_, C;, which implies
finding a tree in G rooted in r that spans UiC:ICi. It is easy
to see that securing these time references at minimal cost is
equivalent to solving the minimum cost Steiner tree problem in
graph G with the set U7C:1 CiU{r} as terminals.

Minimum cost TSA Mitigation (MIN-TM): While follow-
ing the above approach mitigates TSAs, by Lemma 2 it is not
necessary to secure the set Uil C; of time references [13].
Instead, it is sufficient to secure C; — 2 time references in each
equivalence class C; in order to mitigate practically undetectable
TSAs, since a TSA against the remaining P = 2 time references
would be detectable in practice. We can thus formulate the
minimum cost TSA mitigation problem as follows.

MIN-TM: Consider the communication infrastructure graph

G = (V,€) of a WAMPAC, root vertex r € V, and a
collection of equivalence classes {C1,...,Cc} s.t. C; CV,Vi €
{1,...,C}, i.e., time references that are vulnerable to TSAs.

Find a subtree G* = (V*,£*) of G with minimum |V*| such
that r € V* and |V*NC;| > C; —2,Vi € {1,...,C}, where
C; =1C;| > 3.

Recall that an equivalence class C; s.t. C; < 3 does not allow

to construct practically undetectable TSAs, hence we can assume
C; > 3.

B. Complexity Analysis

Unfortunately, the MIN-TM problem formulated above is
computationally hard, as we show next.

Proposition 1. The MIN-TM problem is NP-hard.

Proof. We prove the NP-hardness of the MIN-TM problem
through reduction from the Group Steiner Tree (GST) Problem,
which is known to be NP-hard [24].

GST: Given an undirected graph G = (V, &), a root vertex
r € V, edge costs ¢, € Qxp,Ve € &, and a collection of
sets (groups) of terminal vertices R = {Ri,...,Rk} st
R; C V,Vi € {1,...,K}. Find a subtree G* = (V*,£*) of
G with minimum cost such that » € V* and |[V*NR;| > 1,Vi €
{1,...,K}.

Given an instance of GST with a graph G = (V, £), edge costs
Ce, TOOL vertex r, and terminal sets R = {R1,..., Rk}, we con-

struct an instance of MIN-TM with the graph G™ = (V™ £™),
root vertex ™, and equivalence classes C" = {C{",...,C/'}.

First, note that when ¢, = ¢,Ve € &, the objective of GST
would be to minimize |£*| which is equivalent to minimizing
[V*| (objective of MIN-TM) since in any tree |V*| = |£*| +
1. Second, observe that if GST is such that |R;| = 3,Vi €
{1,...,K}, and ¢, = 1,Ve € £ then we can set G™ = G, r™ =
r,and C™ = R.

For the general case, we first set G = G and "™ = r, and
then for every |R;| # 3 we augment the graph G™ by adding
three more vertices V;; = {v;1,v:2,v;3}, and adding an edge
from each vertex in R; to each vertex in V;;. We denote the set of
extra edges as £;. All e € &;; are assigned the same cost, which
is higher than the network diameter (the cost of the longest path
in the network) in order to prevent introducing shortest paths
that were not present in G. Therefore, we set G™ = (V™ ™),
where V7 = VU (Uy e, s Vit ) and €7 = 0(Ui 0 €t )
Furthermore, we set C* = R;,Vi : |R;| =3 and C" = V;;, Vi :
|R:| # 3 in the constructed MIN-TM, and hence all C[*’s will
be of cardinality 3.

Next, we compute the greatest common factor for all edge
costs c.,Ve € E™, ie., the largest c4ecr such that ¢, =
NeCgef, Ve € E™, where n. € N. Then any edge e € £™ can be
replaced by a series of n. interconnected edges, each with the
same weight cy4.r. Note that this procedure also introduces the
addition of n., — 1 intermediate vertices to V™.

After constructing the MIN-TM instance, we can reconstruct
the solution tree for GST from the solution tree of MIN-TM
by reversing the changes done to G in the construction process.
We replace the series of edges with costs ¢4y by the original
edges with costs n.cgcr, and eliminate the added vertices V;;
and edges &;; that appear in the MIN-TM solution tree. O

Proposition 2. The MIN-TM problem is equivalent to GST.

Proof. We have already proved that we can construct a MIN-
TM instance for any instance of GST. To prove that the two
problems are equivalent, we thus need to prove the converse,
i.e., that we can construct a GST instance for any instance of
MIN-TM.

Given an instance of MIN-TM with a graph G = (V,§),
root vertex 7, and equivalence classes C = {Ci,...,Cc}, we
construct an instance of GST with the graph G° = G = (V, £),
root vertex r° = r, and edge costs ¢ = 1,Ve € £.

First, observe that if MIN-TM is such that C; = 3,Vi €
{1,...,C} then we can set R® = {R},...,R%.} = C st
K?® = C. Otherwise, for every C;, s.t., C; > 3 we create the
collection (637) ={C; : C; C C,;,|C}| = 3} of all (031) subsets
of C; of cardinality 3, and append () to the collection R*.

To show that this transformation does not change the solution,
we need to prove that protecting at least C'; — 2 time references
in C; is equivalent to protecting at least one time reference in
each C; € (C3L) We do that by showing that protecting less than
C; — 2 time references in C; is equivalent to the existence of
Cr C C;,|Cr| = 3 for which no time reference is protected. First,
protecting less than C; —2 (C; —3 or less) time references clearly
implies the existence of a triplet for which no time reference is
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protected. The converse follows as well, as the existence of such
a triplet implies that the total number of protected references in
C; is at most C; — 3.

Using the previous transformation, the collection R® =
{R3,...,R3%.} will then contain a total of K* = ZLC=1 (CS‘)
terminal sets, and one vertex per R?,i € {1,...,K°} has to
be included in the solution to MIN-TM. The transformation is
polynomial, and the solution of the constructed GST problem is
identical to the solution of the original MIN-TM problem. []

After showing that MIN-TM is equivalent to GST, we can
formulate MIN-TM as the following integer linear programming
(ILP) problem, using the notation of the constructed GST
problem from Proposition 2.

min >y

eel
st ye>1, VSCVst,r' eS8 3 stRINS=¢
eedS
ye € {0,1}, Ve € &,
3)

where y. is a decision variable that indicates whether or not
edge e will be part of the solution, and 0S denotes the set of
edges with exactly one end-point in S.

V. TSA MITIGATION USING RANDOMIZED LP ROUNDING

In what follows we present an approximation algorithm for
MIN-TM with bounded approximation ratio, based on linear
relaxation followed by randomized rounding.

A. Compact ILP Formulation

A serious drawback of formulation (3) is that the number
of constraints can be exponential, since it involves iterating
over all possible subsets of V. In the following we present an
alternative formulation of MIN-TM with a polynomial number
of constraints, initially proposed for GST [25]. This formulation
is based on converting G° into a directed graph and solving a
max-flow problem. The first step in the conversion is to replace
each undirected edge e € £ with two directed edges, one in
each direction. Moreover, we add a set V; = {v41,...,0¢ k= }
of K*® additional vertices to G°. Vertex r® will be the source
node of the flow, while the vertices in V; will be the sink
nodes. Next, we add a directed edge from each of the three
vertices in R to its corresponding sink vertex v ;. We let the
augmented directed graph be G’ = (V',£’) where V' = VUV,
and |&'| = 2|€| + 3K®, yielding the ILP

min > e

ecé

s. t. SNooofth= Y. fli=dix, VekeV,ieV
(i,))€8+(4) (1,i)es— (i)
<9, Ve = {i,l} € £,k €V,
k>0, Y(i,l) € E ke,
ye € {0, 1}, Ve € &,

“4)

Algorithm 1 Randomized Rounding
input: y.,Ve € £,0 <y, < 1.
output: y.,Ve € £,y, € {0,1}.
LMo
2: for e € £ do
3: if p(e) = ¢ and n ~U(0,1) < y. then

4: M~ MUe

5: else if p(e) # ¢ and n ~ U(0,1) < #("P) then
6: M+ MUe

7: end if

8: end for

9: for e € £ do

10: if p*(e) N M = p*(e) then
11 Y1

12: else

13: y, 0

14: end if

15: end for

where f is an extra decision variable corresponding to the flow
from r° to each terminal node in V; on each directed edge in
&', 6T (i) is the set of directed edges (i,1),V] € V' originating
from vertex 4, 6~ (¢) is the set of directed edges (I,i),Vl € V'
terminating at vertex ¢, and d; j is defined as

1, =17

-1, i=k (5)
0, eV \{rs Kk}

Although the resulting ILP has a polynomial number of con-
straints, it is still infeasible to optimally solve it for problem

instances of practical interest. Nonetheless, it can serve as the
basis for a polynomial time approximation, presented next.

di =

)

B. Approximation Algorithm

In what follows we present an approximation algorithm
for MIN-TM based on a linear relaxation of (4) followed
by randomized rounding of the fractional solution, originally
proposed for GST [24]. The linear relaxation of (4) is obtained
by replacing the constraint y. € {0,1},Ve € £ with the linear
constraint 0 < y. < 1,Ve € &. The LP can be solved in
polynomial time.

Given the fractional solution, Algorithm 1 is executed
O(log|R:.|In2K*®) times, taking the union of the resulting
trees, where i* = argmax;cqi,... k+}|R;|. In Algorithm 1, p(e)
denotes the parent edge of an edge e € £ w.r.t. the root node
r%, p*(e) denotes the set of edges along the path from e to r*
with e € p*(e), and n ~ U(0,1) is a standard uniform random
variable. The algorithm marks an edge e € £ with a probability
#(‘;) if it has a parent edge and with probability y. otherwise,
where y is the optimal fractional solution of the LP. Next, e is
picked to be part of the solution (y, = 1) if e, as well as all
its parent edges, were marked. Finally, for each set R; that was
not covered by Algorithm 1, we add the shortest path from a
vertex v € R to r® to the resulting tree.
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Fig. 1: Mitigation cost (a) and execution time (b) for synthetic graphs with either C' = 3 and C = 5 equivalence classes.
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Proposition 3. The proposed approximation algorithm provides
a O(logC + 31ogCy:) approximation for MIN-TM, where i’ =
argmaa:ie{17,,,)c}Ci.

Proof. LP relaxation of Problem (4), followed by random-
ized rounding as in Algorithm 1 provides an approximation
ratio bound of O(log?|V|logK?®) for GST, where K® is the
number of groups [24]. If G is a tree then the bound is
O(log|R5.|logK?®) [24]. In the case of MIN-TM there are K° =
Zi,czl (%) groups, each consisting of 3 time references. Thus

the approximation ratio bound becomes O (log (chzl (g)) )

Furthermore, since (') is bounded by C%, the approximation

ratio bound becomes O(log(CC3)) = O(logC + 31logCy),
where i’ = argmar,cq,,... ¢y Ci, which proves the result. [

VI. NUMERICAL RESULTS

In the following we show results from extensive simulations
on synthetic topologies and on IEEE benchmark power systems.
All simulations were carried out on a notebook with Intel Core
i7-8550 CPU @ 1.8 GHz with 16 GB of RAM.

Throughout the section we consider four algorithms for
solving MIN-TM. The first one is a brute-force exponential
search over all combinations of edges yielding the optimal
solution. The second one is LP Rounding (LP-R), in which
we solve the linear relaxation of ILP (3), and then perform
randomized rounding (Algorithm 1) on the solution. The third
one is Compact LP Rounding (CLP-R), in which we solve the

linear relaxation of ILP (4), and perform the same randomized
rounding on the solution. The fourth algorithm is a Greedy
heuristic, in which we compute the shortest path from each
vertex in each equivalence class C; to r, and then include the
shortest C; — 2 paths per class in the resulting tree, as long as
a class C; was not already covered by an earlier shortest path,

resulting in at most iczl C; — 2 shortest paths.
A. Mitigation Cost for Synthetic Graphs

We start with showing results for synthetic graphs. To gen-
erate random tree graphs with |V| vertices, we choose |V| — 1
edges randomly from all (I‘;I) edges, such that the chosen edges
ensure the connectivity of the graph. We then choose the root
vertex r to be the vertex with the highest betweenness-centrality
in G. Next, we randomly choose C' disjoint subsets of ) as the
vulnerable equivalence classes C for this graph. The equivalence
class cardinalities C; are chosen uniform at random, as described
below. We then solve the resulting MIN-TM problem using the
four considered algorithms.

Fig. 1 shows the mitigation cost (Fig. 1a) and the average
execution time (Fig. 1b) for each of the four algorithms. We also
show the costs of the fractional solutions of linear relaxation of
ILP (3) and ILP (4), denoted by LP-F and CLP-F, respectively.
We show results for two equivalence class scenarios (i) C' = 3
with C; ~ U(3,4),i € {1,2,3}, and (ii)) C = 5 with C; ~
U(3,5),i € {1,...,5}. The network size |V| ranged from 12
to 80 vertices for scenario (i) and from 30 to 80 for setting
(i1). Each point on the curves is the average of 200 simulations
of different graphs with the same parameters, bars indicate the
95% confidence intervals.

Fig. 1a shows that both non-compact and the compact LP
yield the same optimal cost, but their rounding doesnot neces-
sarily yield the same solution. This manifests in that the curves
for the fractional solution cost (LP-F and CLP-F) coincide, while
those for the rounded solutions (LP-R and CLP-R) do not always
coincide, due to randomized rounding.

The results show that the cost obtained by the approximation
algorithms (LP-R and CLP-R) is within a factor of 1.5 of the
fractional optimal solution for scenario (i), and within a factor
of 1.8 for scenario (ii). As suggested by the approximation ratio
bound, the approximation solution becomes worse as C' and C;
increase. Also, interestingly, the greedy algorithm outperforms
the approximation solutions for the synthetic graphs, despite not
having an approximation ratio bound.
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Fig. 3: Mitigation cost (a) and execution time (b) for the IEEE 118-bus and the IEEE 300-bus systems.

Furthermore, we observe from Fig. 1b that the execution time
of the brute-force algorithm and of LP-R increase exponentially
with the network size, as expected, while the execution time
of CLP-R and the greedy algorithm increase polynomially with
the network size. The exponential increase in execution time for
the brute-force algorithm and LP-R made it infeasible to execute
them for scenario (ii) and larger networks in scenario (i). Among
the polynomial time algorithms, the execution time of CLP-R
was consistently one to two orders of magnitude higher than
that of the greedy heuristic.

B. Securing IEEE Benchmark Power Systems

We now turn to the evaluation on IEEE benchmark power
systems. We used power system topology information in the
MATPOWER package [26] in Matlab for computing the set of
vulnerable time references and the equivalence classes C (and
hence, C and () in the 118 bus and 300 bus IEEE benchmark
power systems, by computing the index of separation (IoS¥*),
introduced in [12] for identifying undetectable attacks.

Vulnerability vs. Practical Undetectability: As a first step,
we assess the potential benefit of the proposed MIN-TM ap-
proach compared to Secure All. We do so by computing the
number of time references to be secured following Secure All
(i..e, chzl C;), and following MIN-TM (i.e., Zlc:1 C; —2), as
discussed in Section IV-A. Fig. 2 shows the results for the
IEEE 118-bus system, and the IEEE-300 bus system. Each
point on the curves is the average from 100 simulations,
each corresponding to a different deployment of M voltage
or current injection measurements. The figure shows that the
number of time references to be secured is significantly lower
when mitigating only undetectable TSAs, except for very sparse
PMU deployments, where the equivalence classes are large but
few, and for very dense deployments, where TSAs are not
feasible, i.e., C = 0. We can observe that the number of time
references to be secured decreases with the number of phasor
measurements, which is due to that the number of feasible TSAs
decreases. Note that having many phasor measurements incurs
a cost for the operator, and as such Fig. 2 illustrates a trade-
off between the cost of deployment and the potential cost of
securing PMU measurements against TSAs.

Mitigation Cost on IEEE Benchmark Systems: Next, we
show results for solving the MIN-TM problem on the 118
bus and 300 bus IEEE benchmark power systems. For the
computations we chose V' to be the set of buses in the power

system, and the set £ to be a subset of connections between
buses, such that |£| = [V| — 1, and & ensures the connectivity
of the graph (i.e., G is a tree). We then chose 7 to be the vertex
with the highest betweenness centrality in G. Furthermore, we
set the set 7 of time references to be the buses (vertices) that
have a PMU installed. In a practical deployment, each bus with
a PMU may correspond to multiple vertices, e.g., one for the
PTP switch in the corresponding substation, and one for the
PMU itself, but this simplifcation does not change the solution
to the corresponding MIN-TM problem.

Fig. 3a shows the mitigation cost achieved by the CLP-R
and Greedy algorithms on the IEEE 118-bus and the IEEE 300-
bus systems. Each point shows the average for 100 different
deployments of M voltage or current injection phasor measure-
ments, along with corresponding 95% confidence intervals. We
can observe that the proposed CLP-R algorithm performs close
to optimal, as it achieves a mitigation cost that is within a factor
of 1.04 to the optimal fractional solution (shown as CLP-F in the
figure) for the IEEE 118-bus system, and within a factor of 1.1
to CLP-F for the IEEE 300-bus system. Moreover, the greedy
algorithm performs very closely to CLP-R. One explanation for
the better performance of CLP-R in real power systems can be
that time references in an equivalence class are typically close to
each other in the graph, which CLP-R can efficiently leverage.

Fig. 3b shows the execution time of the algorithms. The figure
shows that the execution time decreases as M increases, This is
due to that the number and size of the equivalence classes (thus
the number of triplets K °) decreases with M, and both the size
of ILP (4) and the number of paths established by the greedy
algorithm depend on K° .

Our results show that the proposed approximation algorithm
performs close to optimal. Although it is outperformed by
the greedy algorithm on synthetic graphs, it achieves excellent
performance on benchmark IEEE power systems on average,
while providing a worst case performance guarantee.

VII. CONCLUSION

In this paper we considered the problem of mitigating time
synchronization attacks against PMU-based state estimation
in power systems using PTP. We formulated the problem of
upgrading the minimum number of network equipment for mit-
igating the attacks, and we showed that the problem is NP-hard
by reduction from the group Steiner tree problem. We presented
an approximation algorithm with bounded approximation ratio,
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and compared it to a greedy heuristic. Our results show that
the greedy algorithm performs better for synthetic graphs, but
the approximation algorithm performs equally good for IEEE
benchmark power systems. The results show that the joint use of
secure PTP and linear power system state estimation using PMU
measurements can be promising in cost-efficient mitigation of
time synchronization attacks in future power systems.
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