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Abstract

We consider the problem of controlling an unstable system over an additive Gaussian noise channel.
To that end, much effort has been put into extending the tandem communications strategy, where the
message is quantized into a stream of bits which are subsequently mapped into coded channel inputs.
This is a conceptually attractive technique that was shown to be optimal in the limit of long messages.
However, the real-time nature of networked control necessitates transmitting very short messages, for
which the tandem strategy is not optimal. An alternative paradigm is that of analog joint source–channel
coding (JSCC), where the message is mapped directly to an analog channel input, thereby bypassing the
digital domain altogether. In this work, we develop schemes that follow both approaches and compare
their control performance using numerical simulations. Specifically, we construct a tandem scheme using
recently developed techniques for optimal quantization and anytime reliable codes in the context of control,
and compare it to analog JSCC schemes employing Shannon–Kotel’nikov maps. We find that the JSCC
schemes provide performance gains in both control cost and computational efficiency.

I. Introduction

Control theory and engineering are
motivated by the need for robust and
efficient control of inherently unstable

real-world systems. Traditionally, the system
(“plant” in control parlance) is supplemented
with an observer and a controller between
which perfect communication is implicitly as-
sumed. This assumption is unproblematic for
well-engineered, localized systems, but does
not apply to wireless solutions, for which de-
mand is constantly increasing. The emerging
field of networked control introduces a commu-
nication link between the observer and the
controller and combines control theory and
information theory to explore the resulting
scenario.

The traditional scenario has been thor-
oughly explored and optimal control strate-
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gies are known (see for example [1]). The
chief difficulty of the networked control
problem is therefore how to convey the ob-
server’s plant state estimate over the channel
with minimal distortion, i.e. the information-
theoretic problem of coding (although, as we
shall see in Section V.iii, the choice of coding
scheme will also affect the required control
strategy).

II. Problem statement

The problem considered is the same as in [6].
For simplicity, we consider the scalar, discrete-
time, linear plant

xt+1 = αxt + wt + ut (1)

yt = xt + vt (2)

where (at time t) xt is the plant state, yt is
the noisy measurement, ut is the control sig-
nal, wt ∼ N (0, W) is the process noise and
vt ∼ N (0, V) is the observation noise. To
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Figure 1: The networked control system considered.

communicate its measurement to the con-
troller, the observer may, at each time step,
generate K channel inputs ai, subject to the
unit power constraint

it+K−1

∑
i=it

E
[

a2
i

]
≤ K. (3)

where it , K(t− 1) + 1. These are then trans-
mitted across the channel to produce outputs

bi = ai + ni (4)

where ni ∼ N (0, 1
SNR ) and the parameter

SNR is the signal-to-noise ratio describing the
channel. Lastly, the controller chooses a con-
trol action ui based on the received signals
bi.

The goal is to minimize the linear quadratic
Gaussian (LQG) cost function

J̄T ,
1
T

E

[
Fx2

T+1 +
T

∑
t=1

(
Qx2

t + Ru2
t

)]
. (5)

We shall, for simplicity, focus on the cases
K = 1 and K = 2, and assume that knowledge
of all past control signals ut−1, ut−2, . . . is
available to the observer at time t.

III. Solution approaches

The standard approach to coding in commu-
nication systems is to pass through the digital
domain: An analog signal is quantized into
a string of bits, which is subsequently pro-
tected from channel noise by a binary error-
correcting code, producing a longer string of
bits that is finally modulated onto the chan-
nel. The receiver must then perform the oper-
ations in reverse to unpack an estimate of the
original signal. The advantage of this tandem

strategy is that it separates the concerns of
quantization (source coding) and error pro-
tection (channel coding). Its usage is justified
by the information-theoretic separation princi-
ple, devised by Shannon [7], which states that
such source–channel separation becomes op-
timal in the limit of long messages. However,
the real-time nature of the control feedback
scenario means that the messages must be
short and frequent; a long message entails
a large delay and therefore bad control per-
formance. Therefore, there seems to be no a
priori reason to expect that separation-based
schemes should work well for control.

An alternative, more promising strategy is
to employ joint source–channel coding (JSCC).
Here, the digital domain is bypassed com-
pletely; the idea is to simply choose an ap-
propriate mapping R → RK taking yt to
(ait , . . . , ait+K−1). In [6], the cases K = 1 and
K = 2 were explored and good (for K = 1 in
fact optimal) solutions were proposed.

The purpose of this work is to provide a
practical comparison of these two approaches.
Specifically, the JSCC-based scheme of [6] is
numerically compared to a tandem scheme
that combines the source coding algorithm
from [5] with channel codes from [4].

IV. JSCC-based solutions

The control schemes based on joint source–
channel coding described in [6] do not employ
source–channel separation, but they neverthe-
less rely on the classical separation principle of
estimation and control, which states that opti-
mal control of a noisy plant consists of opti-
mal estimation of the plant’s state in tandem
with optimal control as if the system were
noiseless [1]. This means that the tasks of
control and coding can be cleanly separated.

i. Control strategy

The control algorithm described in [6] is in-
dependent of the value of K. The observer
(transmitter) and controller (receiver) con-
struct MMSE1 estimates x̂t

t|t′ and x̂r
t|t′ (where

1The (biased) MMSE estimate of a variable x given
an observation y is, if x and y are jointly Gaussian,
x̂MMSE(y) = E[x|y] = E[x] + C[x,y]

V[y] (y−E[y]).
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x̂t|t′ indicates the estimate of xt made at time
t′) through Kalman filtering. The observer,
having access to past control signals, keeps
a simulation of the controller’s estimate and
transmits its best estimate of the controller’s
estimation error over the channel, normalized
to account for the power constraint. The de-
tails are as follows:

Observer/transmitter:
• Given the previous estimate x̂t

t−1|t−1 of vari-
ance Pt

t−1|t−1, perform the Kalman filter
prediction step:

x̂t
t|t−1 = αx̂t

t−1|t−1 + ut−1 (6)

Pt
t|t−1 = α2Pt

t−1|t−1 + W. (7)

• Perform the Kalman filter observation step
to obtain the estimate x̂t

t|t:

x̂t
t|t = x̂t

t|t−1 +
Pt

t|t−1

Pt
t|t−1 + V

(y− x̂t
t|t−1) (8)

Pt
t|t =

Pt
t|t−1V

Pt
t|t−1 + V

. (9)

• Construct the error signal

st = x̂t
t|t − x̂r

t|t−1 (10)

(note that the observer knows x̂r
t|t−1 be-

cause it knows the history of control signals
ut−1, ut−2, . . . ). It may be seen by indepen-
dence arguments that this signal has power
(variance) Pr

t|t−1 − Pt
t|t. Therefore, the nor-

malized version (of power 1) is

s̄t =
st√

Pt
t|t − Pr

t|t−1

. (11)

• Using a JSCC scheme (E ,D) (where
E : R → RK is the encoder and D : RK →
R is the corresponding decoder) of (known)
additive distortion power 1

SDR0
, construct

the channel inputs

(ait , . . . , ait+K−1) = E(s̄t) (12)

and transmit them over the channel.

Controller/receiver:
• Receive the channel outputs
(bt, . . . , bt+K−1) and decode them to
form an estimate of s̄t:

ˆ̄st = D(bti , . . . , bit+K−1) (13)

• Unnormalize ˆ̄st to obtain

ŝt =
√

Pt
t|t − Pr

t|t−1
ˆ̄st. (14)

• Perform the Kalman filter prediction step:

x̂r
t|t−1 = αx̂r

t−1|t−1 + ut−1 (15)

Pr
t|t−1 = α2Pr

t−1|t−1 + W. (16)

• Perform the Kalman filter observation step:

x̂r
t|t = x̂r

t|t−1 +
SDR0

1 + SDR0
ŝt (17)

Pr
t|t =

1
1 + SDR0

(
Pr

t|t−1 + SDR0Pt
t|t

)
. (18)

The above expressions can be found us-
ing orthogonality arguments assuming that
ˆ̄st is a correlation-sense unbiased estimator
(CUBE) of s̄t, meaning that C[s̄t, s̄t − ˆ̄st] =
0.

• Output the control signal

ut = −Lt x̂r
t|t (19)

where Lt is the optimal control gain, given
(see e.g. [1]) by

Lt =
αSt+1

St+1 + R
(20a)

St =
α2St+1

St+1 + R
+ Q (20b)

ST+1 = F. (20c)

ii. Coding schemes

It remains to choose appropriate encoding
and decoding maps E and D as referenced
in (12) and (13) above. The goal is simply to
produce maps that minimize the distortion

D , E[(s̄− ˆ̄s)2] (21)

subject to the constraint that ˆ̄s is a CUBE of s̄.
In the case of K = 1, it has been shown

that choosing the identity map, E = D = idR,
gives optimal control performance.

In the case K = 2, the maps to be optimized
are E : R → R2 and D : R2 → R. A natural
choice might be the naïve repetition

E(s̄) = (s̄, s̄) (22)
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Figure 2: Linear repetition and the spiral map, with
example runs of the ML decoder.

with the corresponding maximum-likelihood
(ML, in this case minimum-distance) decoder

D(b) = (1, 1)
2

· b. (23)

However, as Figure 2 shows, this map
does not make use of the two dimensions
of the available space, and the displayed
Archimedean bi-spiral

E(s̄) = cs̄
(
cos(ω|s̄|), sin(ω|s̄|)

)
(24)

should provide a basis for a better JSCC
scheme. This type of map is referred to as a
Shannon–Kotel’nikov map.

The constant c is chosen to satisfy the
power constraint (3); because ‖E(s̄)‖2 = c2 s̄2

and s̄ is normalized such that E[s̄2] = 1, we
must choose c =

√
2. The optimal choice for

the constant ω must be experimentally deter-
mined (see [6] for details). The construction
of an ML decoder (exemplified in Figure 2) is
discussed in Appendix A.

V. Separation-based solutions

The tandem scheme, similarly to the JSCC-
based one, makes use of the separation princi-
ple of estimation and control. The information-
theoretic (source–channel) separation takes the
form of a further split of the task of estima-
tion, specifically coding, into source and chan-
nel coding steps.

Plant

xt+1 = αxt + wt + ut

vt

wt

Controller/
Receiver

Observer/
Transmitter

Channel

yt = xt + vt

R

ut

xt

Figure 3: The system with a noiseless digital channel.

i. Optimal quantization

As the separation approach is to isolate the
channel noise and treat it separately, the
source coding part assumes that channel cod-
ing has reduced the noisy analog channel to
a noiseless digital channel with a rate limit
R (meaning that R bits can be transmitted
without error at each channel use). The re-
sulting control problem, depicted in Figure 3,
has been solved optimally in [5]. In addi-
tion to the globally optimal control algorithm,
the optimal greedy algorithm, which is less
complex, has been shown to be very nearly
optimal. In view of this, our work uses the
greedy variant.

The scheme laid out in [5] is based around
both the observer and the controller keep-
ing track of the probability distribution of xt
given the controller’s received signals, and us-
ing this knowledge to communicate using the
optimal (that is, minimum-distortion) quan-
tizer, which can be generated by the Lloyd–
Max algorithm (see for example [9]).

For simplicity, assume that the system is
perfectly observed (V = 0). At each time step,
the observer transmits R bits, or equivalently
an integer 0 ≤ `t < 2R over the channel.

Given a known probability distribution
fx : R → R, the Lloyd–Max algorithm par-
titions R into 2R intervals, each contain-
ing a single reproduction value. The inter-
vals may be represented by their borders
(p0, . . . , p2R) where p0 = −∞ and p2R = ∞.
Two functions E : R → {0, . . . , 2R − 1} and
D : {0, . . . , 2R − 1} → R are thus obtained
such that E(x) is the index of the interval
containing x and D(`) is the reproduction
value in interval number `. The algorithm
ensures (given that log ◦ fx is concave) that
the expected distortion E

[{
x−D(E(x))

}2
]

is minimized.
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Optimal communication can now be
achieved by letting both sides run the Lloyd–
Max algorithm and transmitting the quanti-
zation index `t , Et(xt). This requires calcu-
lating the probability distribution fxt |`t where
`t , (`1, . . . , `t). Given fxt |`t−1 , this amounts
to cutting and renormalizing the distribution:

fxt |`t(x) =


fxt |`t−1(x)

γ
if p`t ≤ x < p`t+1

0 otherwise
(25)

where

γ ,
∫ p`t+1

p`t

fxt |`t−1(x)dx . (26)

Next, the prediction of xt+1 is computed us-
ing xt+1 = αxt + wt + ut:

fxt+1|`t(x) =
1
|α| fxt |`t

(
x− ut

α

)
∗ fwt(x) (27)

where ∗ denotes the convolution

f (x) ∗ g(x) ,
∫ ∞

−∞
f (y)g(x− y)dy (28)

(originating from adding independent ran-
dom variables) and fwt is the Gaussian prob-
ability distribution function (using τ , 2π)

fwt(w) =
1√
τW

e−
w2
2W . (29)

The control strategy is, owing to the separa-
tion principle of estimation and control, to
simply set ut = −Lt x̂t where x̂t , Dt(`t).

ii. Tree codes

The channel noise is handled via so-called
tree codes, which are a generalization of con-
volutional codes motivated by the concept of
anytime reliability. They are described in detail
in [4], and more information can be found in
[3], [8] or [2].

A (linear, time-invariant) tree code encodes
a binary stream incrementally by, at each time
step, consuming k input bits qt ∈ Zk

2 and
producing n output bits ct ∈ Zn

2 . It is char-
acterized by a sequence of binary matrices
G0, G1, G2, · · · ∈ Zn×k

2 such that

ct = G0qt + G1qt−1 + · · ·+ Gt−1q1 (30)

where addition happens modulo 2 (that is, it
is the same as the logical exclusive or com-
monly written ⊕).

The encoding step of a tree code is as
straightforward as evaluating (30). Decod-
ing is the difficult problem. The n coded
bits ct are modulated into K channel inputs
at, which are then transmitted across the
channel, emerging as noisy versions bt. The
decoding task consists of reconstructing qt
given bt, specifically, to find the input bits
qt , (q1, . . . , qt) that maximize the proba-
bility p(bt|qt) of receiving the channel out-
puts bt , (b1, . . . , bt) if the input bit se-
quence was qt. The analysis will be based
on knowledge of p(bt|ct). The form of this
quantity depends on the details of the chan-
nel and the modulation scheme used. We con-
sider the simplest case of 2-PAM (pulse ampli-
tude modulation) over the Gaussian channel:
ai = (−1)ci . Then,

p(bi|ci) = pni (bi − (−1)ci ) (31)

p(bi) =
pni (bi − 1) + pni (bi + 1)

2
(32)

where pni is the Gaussian p.d.f.

pni (n) =

√
SNR

τ
e−

SNR
2 n2

. (33)

Precisely speaking, we pose the problem of
minimizing the Fano metric

M(ct) ,
t

∑
τ=1

[
log

p(bτ |cτ)

p(bτ)
− B

]
(34)

where B is a bias term that penalizes longer
sequences.

For optimal (ML) decoding, the value of the
bias term B in (34) is immaterial, as all pos-
sible input sequences have the same length
t. However, the time (and, depending on
the implementation, memory) complexity of
ML decoding are O(2kt), because all 2kt pos-
sible input sequences must be compared. In
practice, one must use faster algorithms that
approximate ML decoding. A simple such
algorithm, the so-called stack algorithm (an ex-
ample of a sequential decoding algorithm) is
summarized as Algorithm 1. Its name can
be misleading as it is best described in terms
of the standard priority queue data structure

5
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Figure 4: A partially explored search tree for k = 1 and a common ancestor computation.

Algorithm 1 The stack algorithm for sequential decoding.

Q← MaxPriorityQueue(node 7→ node.metric) . Leaf nodes, ordered by Fano metric
Q.put(root)
while Q.top.depth < t do . Stop at the first sequence to reach full length

node← Q.pop() . Take the sequence with the largest metric
for child ∈ node.create_children() do . Replace it with its 2k extensions

Q.put(child)
return Q.top.input_sequence() . Reconstruct the input sequence by backtracking

(for which, however, the name priority stack
would be just as good).

The stack algorithm explicitly considers the
trie (prefix tree) structure (see Figure 4) of
the set of all possible input sequences and
performs a partial tree search, iteratively ex-
tending the leaf node corresponding to the
sequence with the largest Fano metric. Thus,
the Fano metric serves as a measure of how
promising a partially explored possible input
sequence is, and the value of B determines the
importance of the length of such a sequence;
see [4] for further details.

iii. Control using tree codes

The full separation-based control scheme
works as follows. At the observer, the source
coding step described in Section V.i (with a
certain rate R) is run to produce a quanti-
zation index `t. This index is subsequently
encoded as a word qt of k , R bits, which are
encoded according to (30) to form a word ct of
n coded bits, which are then modulated into
K channel inputs at and transmitted across

the channel.
The controller receives noisy channel out-

puts bt and runs the stack algorithm to de-
code them. More precisely, let nt be the first
node in the tth layer (corresponding to an in-
put sequence of length t) to be reached by
the stack algorithm. At time t, this node
provides the decoded input sequence q̂t

|t ,

nt.input_sequence(). This sequence maps to
a sequence of received quantization indices
ˆ̀t
|t, which in turn gives rise to a sequence

(Ê , D̂)t
|t of Lloyd–Max quantizers.

In the ideal case where no decoding er-
rors happen, ˆ̀

τ|t = `τ for all τ ≤ t,
and so the optimal control policy is once
again simply ut = −Lt x̂t|t where x̂t|t ,

D̂t|t( ˆ̀
t|t). In this case, each decoded q̂τ

|τ
will be a prefix of q̂t

|t for τ ≤ t, meaning
that nτ .parent = nτ−1, that is, the stack al-
gorithm honed in on the correct path from
the beginning. However, if decoding errors
are present, it may happen that nt.parent 6=
nt−1. Assuming that nt is on the correct
path (q̂t

|t = qt), this means that a decod-

6
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ing error was made when the paths started
diverging (see Figure 4), namely at time
t0 , CommonAncestor(nt, nt−1).depth + 1
(efficiently computed by Algorithm 2).

Algorithm 2 First common ancestor.

function CommonAncestor(a, b)
if a.depth < b.depth then

Swap a and b
while a.depth > b.depth do

a← a.parent
while a 6= b do

a← a.parent
b← b.parent

return a

The controller, having discovered this error,
must then correct for it. The approach taken
in this work requires a modification to the
observer in addition to the controller, namely
making it actively ignore any decoding errors.
That is, the observer internally simulates how
the plant would evolve if the channel were
noiseless, as in Section V.i. This can be ac-
complished because the observer can detect
decoding errors through its assumed knowl-
edge of u. More precisely, the linear plant (1)
may be split as xt = xw

t + xu
t where

xw
t+1 = αxw

t + wt (35)

xu
t+1 = αxu

t + ut. (36)

The plant state without noise would be deter-
mined by

xideal
t+1 = αxideal

t + wt + uideal
t (37)

uideal
t , −LtDt(Et(xideal

t )) (38)

where (Et,Dt) is the observer’s Lloyd–Max
quantizer (that is, without the step `t 7→ ˆ̀

t|t).
Splitting this as xideal

t = xw
t + xuideal

t shows
that xideal can be simulated via

xideal
t = xt − xu

t + xuideal

t (39)

= xt − xu−uideal

t (40)

(or, if V is nonzero, yideal
t = yt − xu

t + xuideal

t ).
The policy of the observer is then simply to
quantize and encode xideal

t instead of xt.
The responsibility of acting on decoding er-

rors now lies entirely with the controller. The

controller lacks perfect knowledge of uideal,
and so must keep estimates ût

|t of it. Unless
the controller detects (via the stack algorithm)
a previous decoding error, the control policy
is simply ut = ût|t. If, on the contrary, the con-
troller judges at time t that an error was made
at a previous time t0, the sequences ût−1

|t−1 and

ût−1
|t will differ at positions t0, . . . , t− 1. The

controller then adds to its control signal the
required impulse to immediately bring the
plant to the trajectory that is currently be-
lieved to be ideal:

ut = −αx
û|t−1
t + x

û|t
t+1 (41)

= α(x
û|t
t − x

û|t−1
t ) + ût|t (42)

where ût|t = −LtD̂t|t( ˆ̀
t|t). The error ˆ̃xt0 ...t|t ,

x
û|t
t − x

û|t−1
t can be computed via the recursion

ˆ̃xt0 ...t0−1|t = 0 (43)
ˆ̃xt0 ...τ+1|t = α ˆ̃xt0 ...τ|t + ûτ|t − ûτ|t−1. (44)

This strategy potentially totally nullifies the
effects of decoding errors as soon as they are
discovered, albeit at the price of a large con-
tribution to the cost function.

iv. Nontrivial PAM constellations

In the discussion in Section V.ii, an elemen-
tary 2-PAM (ai = (−1)ci ) was assumed for
simplicity. This corresponds to n = K. For the
more general case of n = K, 2K, 3K, . . . one
needs to select a mapping m : Zn

2 → RK that
takes ct to at, subject to the power constraint
(3). It is simplest to choose a 2n/K-PAM map-
ping a : Zn/K

2 → R and apply it blockwise
(meaning that m is a Cartesian power of the
smaller constellation a). The generalizations
of (31), (32) and (33) are

p(bt|ct) = pnt(bt −m(ct)) (45)

p(bt) =
1
2n ∑

c∈Zn
2

pnt(bt −m(c)) (46)

pnt(n) =
(

SNR
τ

)n/2

e−
SNR

2 ‖n‖
2
. (47)

In the present work, some simulations (see
Section VI for the results) were made for a
4-PAM

a(ci, ci+1) =
2 f (ci, ci+1)− 3√

5
(48)

7



Caltech SURF—Final report • Control With and Without Separation

0 20 40 60 80 100 120
t

15

10

5

0

5

10

J t 
[d

B]

2-PAM
Spiral
Spiral: analytic
OPTA
Decoding errors

Figure 5: Performance comparison for SNR = 4.5 dB;
α = 1.2; K = 2; Q = F = 1; R = 0.

where f maps bit strings to natural numbers
in the canonical way (here, f (ci, ci+1) = 2ci +
ci+1).

VI. Simulations

The two schemes described above were im-
plemented23 in Python 3 with NumPy and
SciPy. Figure 5 shows a comparison of the
control costs J̄t achieved by both schemes for
a perfectly observed scalar plant with α = 1.2
over an AWGN channel with SNR = 4.5 dB.
The two schemes are compared with identical
noise realizations. Furthermore, the average
control cost over 256 runs of the JSCC-based
scheme on different noise realizations is plot-
ted, and agrees with the theoretical prediction
[6, Eq. 17a], which is just slightly above the
optimum performance theoretically achiev-
able (OPTA). Clearly, the JSCC-based scheme
outperforms the tandem scheme by a large
margin.

For the tandem scheme, decoding errors
(times when q̂t

|t 6= qt) are highlighted. Their
impact is clear: while the decoder is in error,
it applies the wrong control signals, causing
the cost function to explode. In the instance
shown, these decoding errors clearly are the
major factor degrading performance.

Figure 6 shows the dependence of control
cost J̄∞ , limt→∞ J̄t on SNR, theoretically de-

2The implementation is available under the MIT li-
cense at https://github.com/eliasrg/SURF2017.

3Thanks to Hikmet Yıldız for contributing an imple-
mentation of the optimal quantization scheme.

Figure 6: Dependence of cost on SNR for α = 1.2;
K = 2; Q = F = 1; R = 0.

rived for the JSCC scheme and numerically
simulated in the case of separation-based
schemes. The 4-PAM (48) performs better
than 2-PAM at high SNR and worse at low
SNR, which is to be expected.

We conclude that in addition to demanding
far less computation time and memory and
being considerably simpler to implement than
tandem schemes, the JSCC-based scheme also
performs much better in terms of control cost.

VII. Further directions

The implementation of the separation-based
scheme assumes a perfectly observed plant
(V = 0). This restriction was inherited from
[5], where it was made for simplicity. Lifting
it should be a fairly straightforward matter of
modifying (25) and (27) to accommodate the
observation noise.

The investigation of larger PAM constella-
tions in Section V.iv was intended as a proof
of concept, and the 4-PAM constellation (48)
used is simple. The general pattern that larger
constellations perform better at high SNR, but
worse at low SNR, is expected to hold for all
constellations, so it seems clear that at low
SNR, the JSCC schemes will outperform the
tandem scheme regardless of what constella-
tion is chosen. Nevertheless, for higher SNR,
optimizing the constellation could yield some
(slight) improvements in performance.

These generalizations aside, the results
strongly suggest that further research should
shift the focus from separation-based solu-
tions to JSCC-based ones. The largest open
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problem may be to devise suitable Shannon–
Kotel’nikov maps for higher dimensions (K >
2), but alternatives to the two-dimensional bi-
spiral map (24) should also be investigated.

A. ML decoder for the spiral

This appendix describes the construction of
an ML decoder for the Archimedean bi-spiral
Shannon–Kotel’nikov map (24). For conve-
nience, we shall use complex notation and
omit the bar on s̄;

E(s) = cseiω|s|. (49)

The goal is now to design the function
D : C → R such that D(b) is the value of
s that minimizes the distance between E(s)
and b;

D(b) = arg min
s
|b− E(s)|. (50)

Now, if E(s) is the closest point to b on the
spiral, then the displacement b−E(s) must be
orthogonal to the tangent vector E ′(s). Using
the expression z ·w = Re{z∗w} for the R2 dot
product between complex numbers yields the
symbolic criterion

Re
{
[b− E(s)]∗E ′(s)

}
= 0. (51)

Letting σ , sign s, we have that

E(s) = cseiσωs. (52)

Differentiating gives

E ′(s) = c(1 + iσωs)eiσωs, (53)

whence

Re
{
[b− E(s)]∗E ′(s)

}
= c
(

b∗ − cse−iσωs
)
(1 + iσωs)eiσωs

= c
(

b∗eiσωs − cs
)
(1 + iσωs). (54)

Letting g(s) , 1
c [b− E(s)]

∗E ′(s) we therefore
have

g′(s) =
(

iσωb∗eiσωs − c
)
(1 + iσωs)

+ iσω
(

b∗eiσωs − cs
)

. (55)

Letting f (s) , Re g(s) entails that f ′(s) =
Re g′(s). As (51) is equivalent to f (s) = 0, the

problem may be solved by supplying f and
f ′ as inputs to Newton’s method twice; once
for each σ ∈ {1,−1}.

There is, of course, the question of which
starting guess to supply. It was found that
picking a range of values centred on

sstart ,
1

σω

[
τ

⌊
ω|b|
τc

⌋
+ atan2 (σ Im b, σ Re b)mod τ

]
(56)

(a guess such that E(sstart) ‖ b), where τ , 2π,
resulted in a functioning decoder (shown in
Figure 2).
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