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Abstract

We introduce and study the ρ-Loewner energy, a variant of the Loewner energy with a force
point on the boundary of the domain. We prove a large deviation principle for SLEκ(ρ), as
κ → 0+ and ρ > −2 is fixed, with the ρ-Loewner energy as the rate function in both radial
and chordal settings. The unique minimizer of the ρ-Loewner energy is the SLE0(ρ) curve. We
show that it exhibits three phases as ρ varies and give a flow-line representation. We also define
a whole-plane variant for which we explicitly describe the trace.

We further obtain alternative formulas for the ρ-Loewner energy in the reference point hitting
phase, ρ > −2. In the radial setting we give an equivalent description in terms of the Dirichlet
energy of log |h′|, where h is a conformal map onto the complement of the curve, plus a point
contribution from the tip of the curve. In the chordal setting, we derive a similar formula under
the assumption that the chord ends in the ρ-Loewner energy optimal way. Finally, we express
the ρ-Loewner energy in terms of ζ-regularized determinants of Laplacians.

1 Introduction and main results

1.1 Introduction

A chord is a simple curve connecting two distinct boundary points of a domain in the complex
plane. The chordal Loewner differential equation gives a way of encoding an appropriately
parametrized chord in a simply connected domain by a continuous and real-valued function.
Consider the following reference setting: Suppose γ is a chord from 0 to ∞ in H, the upper
half-plane, (parametrized appropriately on [0,∞)). Then, the family (gt)t≥0 of conformal maps
gt : H \ γt → H, normalized so that gt(z) = z + O(z−1) at ∞, where γt = γ([0, t]), satisfies the
chordal Loewner equation

∂tgt(z) =
2

gt(z)−Wt
, g0(z) = z, (1)

with driving function Wt = gt(γ(t)). The function Wt encodes γ in the sense that one can, given
Wt, retrieve (gt)t≥0 by solving (1) and then obtain γ by

γ(t) = lim
y→0+

g−1
t (Wt + iy).

In general, solving the chordal Loewner equation for an arbitrary real-valued and continuous
function Wt, yields a family (gt)t≥0 of conformal maps gt : H \ Kt → H, where (Kt)≥0 is a
family of continuously growing compact subsets of H.

The Loewner equation can be used to describe (candidates for) scaling limits of interfaces in
planar critical lattice models. Schramm [36] observed that such random curves should satisfy
two important properties, conformal invariance and a domain Markov property, and that a
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random curve has these properties if and only if its driving function is of the form Wt =
√
κBt,

where κ ≥ 0 and Bt is a standard one-dimensional Brownian motion. These curves, called
chordal Schramm-Loewner evolution, SLEκ, have, indeed, been shown to be the scaling limit of
interfaces in lattice models for several values of κ, and play a major role in random conformal
geometry [37, 40, 39].

In [45], Wang showed that chordal SLEκ satisfies a large deviation principle (LDP) as κ→
0+. The rate function I(H;0,∞) is the chordal Loewner energy, which for chords γ from 0 to ∞
in H is defined by

I(H;0,∞)(γ) =
1

2

∫ ∞
0

Ẇ 2
t dt,

when the driving function Wt of γ is absolutely continuous on [0, T ], for all T > 0, and
I(H;0,∞)(γ) =∞ otherwise. Heuristically, this means that

“P[SLEκ stays close to γ] ∼ exp

(
− I(H;0,∞)(γ)

κ

)
, as κ→ 0+.”

(See also [13].) The chordal Loewner energy has a natural extension, called the loop Loewner
energy, to the space of Jordan curves on the Riemann sphere [35]. In later work, Wang showed
that the loop Loewner energy has unexpected ties to Teichmüller theory: the loop Loewner
energy coincides (up to a multiplicative constant) with the universal Liouville action, a Kähler
potential on the Weil-Petersson universal Teichmüller space [44]. In particular, the class of
finite Loewner energy loops coincides with the class of Weil-Petersson quasicircles, which has
many different characterizations [6]. The links between random conformal geometry and Te-
ichmüller theory revealed by Wang’s result are not yet well-understood. It was also shown in [44]
that the Loewner energy of a smooth Jordan curve can be expressed in terms of ζ-regularized
determinants of Laplacians.

These discoveries sparked interest in large deviations for SLE type processes, as κ → 0+,
which was studied in the subsequent papers [33, 15, 1, 2]. Parallel to the LDP development,
several articles have been devoted to investigating the Loewner energy and its properties, see,
e.g., [13, 35, 42, 43, 25, 41, 7, 24]. See also the survey [46].

In the present paper, we study large deviations on SLEκ(ρ) curves and the corresponding
large deviations rate function, which we call the ρ-Loewner energy. The SLEκ(ρ) curve is a
natural generalization of SLEκ where one puts an attractive or repelling force (ρ ∈ R) at one
or several marked points, called force points. In this paper we deal with the case of one force
point, which will, with a few exceptions, be located on the boundary of the domain. The chordal
SLEκ(ρ) curve in H starting at 0, with reference point ∞ and force point z0 ∈ H \ {0}, is the
random curve whose Loewner driving function satisfies the SDE

dWt = Re
ρ

Wt − zt
dt+

√
κdBt, W0 = 0, (2)

where zt = gt(z0), and Bt is a one-dimensional standard Brownian motion. Using the radial
Loewner equation

∂tgt(z) = gt(z)
Wt + gt(z)

Wt − gt(z)
(3)

one can, in a similar way, define the radial SLEκ(ρ) curve in D, the unit disk, starting at 1, with
reference point 0 and force point z0 = eiv0 ∈ ∂D \ {1}. It is the random curve whose driving
function Wt = eiwt satisfies the SDE

dwt =
ρ

2
cot

wt − vt
2

dt+
√
κdBt, w0 = 0, (4)

where eivt = gt(e
iv0), and Bt is a one-dimensional standard Brownian motion.

The first appearance of SLEκ(ρ) was in [20], where it was shown that SLE8/3(ρ) (in the
chordal setting with a boundary force point) is the outer boundary of random sets that satisfy
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a conformal restriction property. In [47, 10], this work was further developed. In the latter it
was shown that a chordal SLEκ(κ− 4), with force point at x0 > 0 and κ ≥ 4, is a chordal SLEκ
conditioned not to hit [x,∞). Two further special cases of chordal SLEκ(ρ) processes, now with
a force point z0 ∈ H, are SLEκ(κ− 6), κ ≤ 4, which (after re-parametrization) is a radial SLEκ
from 0 to z0, and SLEκ(κ− 8), κ ≤ 4, which is (the first part) of a chordal SLEκ “conditioned
to pass through z0” [38]. The SLEκ(ρ) curves are also main players in Imaginary Geometry,
(see, e.g., [26, 27, 28, 30]), where they appear as generalized flow-lines of the Gaussian free field
(GFF) with suitable boundary conditions.

1.2 Main results

The ρ-Loewner energy The goal of the present paper is to study the ρ-Loewner energy,
the large deviations rate function for SLEκ(ρ) as κ→ 0+, which is defined in the following way.

Definition 1 (ρ-Loewner energy). Fix z0 ∈ H \ {0} and ρ ∈ R. Let γ be a curve in H \ {z0}
parametrized by half-plane capacity, starting at 0. The chordal ρ-Loewner energy of γ with
respect to the reference point ∞ and force point z0, is defined by

I(H;0,∞)
ρ,z0 (γ) =

1

2

∫ T

0

(
Ẇt − ρRe

1

Wt − zt

)2

dt,

where zt = gt(z0), if W is absolutely continuous, and set to∞ otherwise. Similarly, fix eiv0 ∈ ∂D
and ρ ∈ R. Let γ be a curve in D \ {0} parametrized by conformal radius, starting at 1. The
radial ρ-Loewner energy of γ with respect to the reference point 0 and force point eiv0 , is defined
by

I
(D;1,0)

ρ,eiv0
(γ) =

1

2

∫ T

0

(
ẇt −

ρ

2
cot

wt − vt
2

)2

dt,

where eivt = gt(e
iv0), if w is absolutely continuous, and set to∞ otherwise. The radial Loewner

energy of γ with respect to the reference point 0 is ID;1,0(γ) = ID;1,0
0,eiv0

(γ).

Remark 1. Specialists familiar with Freidlin-Wentzell theory (see, e.g., Section [9, Section 5.6])
might immediately recognize that the formulas for the ρ-Loewner energy are consistent with that
theory. That is, if one, heuristically, applies the the Freidlin-Wentzell theorem to the driving
processes of SLEκ(ρ), as κ→ 0+, then one obtains the ρ-Loewner energy as the rate function.
Note however, that one can not obtain a large deviation principle on the driving process directly
in this way since the drift terms in (2) and (4) are not uniformly Lipschitz.

Remark 2. For curves γ which are bounded away from both the reference point and the force
point, one can derive an integrated formula for the ρ-Loewner energy, comparing it to the regular
Loewner energy. E.g., in the chordal setting with z0 ∈ H we have

I(H;0,∞)
ρ,z0 (γ) = I(H;0,∞)(γ) + ρ log

sin θT
sin θ0

− ρ(8 + ρ)

8
log
|g′T (z0)|yT

y0
, (5)

where zt = gt(z0), yt = Imzt, and θt = arg zt ∈ (0, π). The integrated formulas in the other
settings are presented in Proposition 2.

We define the ρ-Loewner energy of a curve γ in a simply connected domain D, starting at a
point a ∈ ∂D, with respect to a reference point b ∈ D \{a} and force point c ∈ ∂D \{a, b} using
a conformal map from D to H or D mapping a and b appropriately. In [11, 38], it was shown that
an SLEκ(ρ) starting at a, with reference point b and force point c is (after re-parametrization)
an SLEκ(κ− ρ− 6) starting at a, with reference point c and force point b. In the deterministic
setting we have the analog

I(D;a,b)
ρ,c (γ) = I

(D;a,c)
−6−ρ,b(γ). (6)

This provides a way to translate facts about the chordal Loewner energy to the radial setting.
In particular, we obtain upper and lower bounds for the radial Loewner energy in terms of the
chordal Loewner energy (see Corollary 5). The integrated formulas and the coordinate change
property (6) are proved in Section 3.
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ρ = −16 −8 −6 −5 −4 −3.5 −3 −2.5 −2 −1 0 2 10

Figure 1: Chordal SLE0(ρ) curves. On the left, the force point is on the boundary, and on the right, the
force point is in the interior with arg z0 = π/2.

Large deviation principle. Our first main result, which is proved in Section 4, is a large
deviation principle (LDP) of SLEκ(ρ), as κ→ 0+.

Theorem 1 (LDP). Fix a ∈ ∂D, b ∈ D \ {a}, c ∈ ∂D \ {a, b}, and ρ > −2. Let X (D;a,b)

denote the space of simple curves from a to b in D equipped with the Hausdorff topology. In this
topology, the SLEκ(ρ) processes starting at a, with reference point b and force point c, satisfy

the large deviation principle with good rate function I
(D;a,b)
ρ,c as κ→ 0+.

The LDP result also holds for the family SLEκ(κ + ρ), as κ → 0+ and ρ > −2 is fixed.
Hence, the SLEκ(ρ̃) starting at a, with reference point c and force point b, satisfies the LDP,

as κ → 0+ and ρ̃ > −4 is fixed, with rate function I
(D;a,c)
ρ,b . One should note here that, when

ρ̃ > −4 and κ is small, the SLEκ(ρ̃) is a.s. stopped within finite time at t = τ0+, where
τ0+ = limε→0+ inf{t : |Wt − xt| ≤ ε}.
Remark 3. The forthcoming article [2] proves an LDP for radial SLE0+ in the topology of
uniform convergence on the space of simple curves modulo re-parametrization.

Remark 4. The assumption that ρ > −2 is a technical one. Our proof of Theorem 1 relies on
an LDP for the driving processes on finite time intervals [0, T ], which we then carry to an LDP
on the curves. Since, the driving process of SLEκ(ρ) is terminated within time T with positive
probability (for all small κ) when ρ ≤ −2, our proof does not work beyond ρ > −2.

Minimizers and flow-lines. It follows directly from the definition of the ρ-Loewner energy
that its unique minimizer is the SLE0(ρ) curve. Indeed, there is a unique driving function for
which the integrand in the ρ-Loewner energy is zero for all t, and this is, by definition, the
driving function of SLE0(ρ). In Section 5, we study the SLE0(ρ) curves. In particular, we show
that the Imaginary Geometry interpretation of SLEκ(ρ) as generalized flow-lines of the Gaussian
free field (see, e.g., [26, 30]) has the expected analog when κ = 0. That is, the SLE0(ρ) curve
is a (classical) flow-line of the appropriate harmonic field (see Proposition 7). It can be seen
in Figure 1, which depicts SLE0(ρ) curves for some values of ρ, that the behavior of SLE0(ρ)
changes drastically with ρ. If ρ ∈ (−∞,−4], then the SLE0(ρ) terminates at the force point. If
instead ρ ∈ (−4,−2), then the SLE0(ρ) terminates by hitting back on itself or the boundary.
Lastly, if ρ ∈ [−2,∞), then the SLE0(ρ) approaches the reference point. This (and Remark 4)
exemplifies a change of behavior in the ρ-Loewner energy when varying ρ. After Section 5, we
therefore restrict our attention to the cases covered by Theorem 1. In Section 5, we also define a
whole-plane variant of radial SLE0(ρ) for ρ ≥ −2 and give a flow-line characterization of them.
The whole-plane SLE0(ρ) curves are portrayed, for some values of ρ > −2, in Figure 2. As
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Figure 2: Positively oriented whole-plane SLE0(ρ) curves started at 0 in the direction 1 with force point
0 and reference point ∞. From left to right ρ = −16, −8, −6, −5, −4, −3.5, −3, and −2.5. The origin
is marked by a gray dot, and in the three right-most figures, the continuation of the flow-line, after self-
intersection, is shown in gray. In particular, the SLE0(−6) is a circle through 0 and SLE0(−4) is a cardioid
with cusp at 0.

expected, given the phase transition of radial SLE0(ρ) at ρ = −2, the whole-plane SLE0(−2) is
different from the whole-plane SLE0(ρ), ρ > −2, in that it does not terminate within finite time.
In fact, the whole-plane SLE0(−2) is a logarithmic spiral, where the spiraling rate depends on
a parameter which can be interpreted as the infinitesimal starting position of the force point,
see Remark 16.

Dirichlet energy formulas. In Section 6, we prove Dirichlet energy formulas for the ρ-
Loewner energy, in the chordal and radial setting respectively, with a boundary force point and
ρ > −2.

Let Σ = C \ R+. It was shown in [44] that, for a chord γ from 0 to ∞ in Σ,

I(Σ;0,∞)(γ) =
1

π

∫
Σ\γ
|∇ log |h′(z)‖2dz2, (7)

where h : Σ \ γ → Σ \ R− is conformal, fixes ∞, and maps the upper and lower component of
Σ \ γ onto H and H∗ respectively (the latter denoting the lower half-plane). As opposed to the
original formula in terms of the driving function, this formula considers the curve as a whole,
and in that sense offers a static, rather than dynamic, point of view. Denote by

D(h) =
1

π

∫
D

|∇ log |h′(z)||2dz2 (8)

for a conformal map h defined on D ⊂ C.

Theorem 2 (Dirichlet energy formula, radial setting). Fix ρ > −2 and z0 ∈ Σ. Consider a
simple curve γ ⊂ Σ starting at 0 and ending at z0. Let h : Σ \ γ → Σ be the conformal map
satisfying h(z0) = 0, h(∞) =∞ and |h′(∞)| = 1. Denote by γ0 the SLE0(ρ) from 0 to z0 with
force point at ∞ and let h0 : Σ \ γ0 → Σ be the conformal map with the same normalization as
h. Then γ has finite ρ-Loewner energy if and only if D(h) <∞, in which case

I(Σ;0,z0)
ρ,∞ (γ) = D(h)−D(h0)− (ρ+ 6)(ρ− 2)

8
log |H ′(z0)|η, (9)

where H = (h0)−1 ◦ h and

|H ′(z0)|η := lim
s→0+

|H(η(s))−H(z0)|
|η(s)− z0|

, (10)

where η is the hyperbolic geodesic from z0 to ∞ in Σ \ γ.

Remark 5. The proof uses the Dirichlet energy formula (7) and the integrated formula for the ρ-
Loewner energy (5). The main part of the proof is to show that (10) exists whenever D(h) <∞.
Note that D(h) < ∞ if and only if γ ∪ η ∪ R+ is a Weil-Petersson quasicircle. Hence, γ, with
D(h) <∞, is not necessarily C1 at z0.
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Let x0 > 0 and denote the upper prime end at x0 of Σ by x+
0 . In Proposition 16 we show

that, for ρ > −2, chords γ ⊂ Σ from 0 to∞ of finite ρ-Loewner energy, with respect to the force
point x+

0 , approach ∞ with an angle 2απ, where α = ρ+2
ρ+4 , in a certain sense. The corner at ∞

causes the Dirichlet energy of log |h′| to diverge. To combat this, we introduce a re-normalized
Dirichlet energy. Consider a chord γ from 0 to ∞ in Σ. Let h : Σ \ γ → Σ \ R− be a conformal
map as in (7). For β ∈ (0, 1) we define, provided that the limit exists,

Dβ(h) := lim
R→∞

(
1

π

∫
B(0,R)\(γ∪R+)

|∇ log |h′‖2dz2 − cβ logR

)
, cβ =

(1− 2β)2

2β(1− β)
. (11)

In light of (7), Dβ(h) can be viewed as a re-normalization of the chordal Loewner energy of
γ when γ ∪ R+ forms a 2βπ corner at ∞. This type of re-normalized Loewner energy has
been studied previously in the case of piece-wise linear Jordan curves in [8]. In a similar spirit,
but using a different re-normalization procedure, the divergence of the Loewner energy in the
presence of corners, has been studied in connection to Coulomb gas in a Jordan domain with
piece-wise analytic boundary [16].

We write γ[T,∞) = γ([T,∞)), for T ≥ 0.

Theorem 3 (Dirichlet energy formula, chordal setting). Fix ρ > −2 and x0 > 0, and let
α = ρ+2

ρ+4 . Suppose γ ⊂ Σ is a chord from 0 and to ∞ and that there is a T ≥ 0 such that γ[T,∞)

is the I
(Σ,0,∞)

ρ,x+
0

-optimal extension of γT . Then,

I
(Σ;0,∞)

ρ,x+
0

(γ) = Dα(h)−Dα(h0)− ρ(ρ+ 4)

4
log |H ′(x0)|, (12)

where γ0 denotes the SLE0(ρ) from 0, with reference point ∞ and force point x+
0 , h0 is its

corresponding conformal map, and H is the conformal map from the upper component of Σ \ γ
to the upper component of Σ \ γ0 with H(x0) = x0, H(∞) =∞ and H ′(∞) = 1.

We expect (12) to hold for a wider class of curves, that do not necessarily approach ∞ in
the optimal way, at least under some assumptions on the regularity close to ∞.

ζ-regularized determinants. Finally, in Section 7, we relate the ρ-Loewner energy to ζ-
regularized determinants of Laplacians by introducing a ρ-Loewner potential, in the same spirit
as in [44, 33]. For a domain D ⊂ C endowed with a Riemannian metric g, we let ∆(D,g) denote
the Friedrichs extension of the Dirichlet Laplace-Beltrami operator on (D, g).

Consider a conformal metric g = e2σdz2, σ ∈ C∞(D), and fix a ∈ ∂D, b ∈ D \ {a}, and
c ∈ ∂D\{a, b}. For each curve γ ∈ D from a to b we let η = η(γ) denote the hyperbolic geodesic
from b to c in D \ γ. We define, for ρ > −2, the ρ-Loewner potential of γ with respect to g by

H(D;a,b)
ρ,c (γ; g) := βHD(γ; g) + (1− β)HD(γ ∪ η; g), (13)

provided that the right-hand side is defined, where

HD(K, g) = log detζ ∆(D,g) −
∑
Di

log detζ ∆(Di,g),

and Di are the connected components of D \K. Here the coefficients on the right are given by

β :=
(2− ρ)(ρ+ 6)

12
, 1− β =

ρ(ρ+ 4)

12
,

which are not positive for all ρ > −2, so this is not quite a convex combination.
In order to guarantee that the ρ-Loewner potential is defined, and to relate it to the ρ-

Loewner energy, we impose a few regularity assumptions on the metric g and curve γ. To this
end, let Γ ⊂ D be a curve from 1 to 0, smooth up to its endpoints, and fix a conformal map
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ϕ : U ∩ D → D \ Γ, for a ∈ U ⊂ D relatively open, with ϕ extending continuously to U and
ϕ(a) = 0. We obtain a smooth slit structure, denoted by (D, ϕ), on D by declaring that the
z-coordinate is smooth on D \ {a} and that the w = ϕ(z)-coordinate is smooth on U . We say
that a (D, ϕ)-smooth curve γ ∈ D, starting at a, is smoothly attached at a if ϕ(γ)∪Γ is smooth
at a. For a fixed choice of a, b, c, Γ and ϕ as above, we let X̂ denote the class of (D, ϕ)-smooth
curves γ ⊂ D ∪ {a, b} from a to b, smoothly attached at a such that

• if b ∈ D, then γ ∪ η is smooth at b,

• if b ∈ ∂D, then there exists a T ≥ 0 such that γ[T,∞) is the I
(D,a,b)
ρ,c -optimal extension of

γT .

Proposition 1 (Determinants of Laplacians). Fix ρ > −2, and a, b, c, Γ and ϕ as above. For
all (D, ϕ)-smooth conformal metrics g, and γ1, γ2 ∈ X̂ we have

I(D,a,b)
ρ,c (γ1)− I(D,a,b)

ρ,c (γ2) = 12
(
H(D,a,b)
ρ,c (γ1; g)−H(D,a,b)

ρ,c (γ2; g)
)
.

Remark 6. If b ∈ ∂D, or if b = 0 and c is antipodal to a, then there is a choice of Γ and ϕ such

that the I
(D,a,b)
ρ,c -minimizer belongs to X̂ . See Remark 21.

Remark 7. The proof of Proposition 1 uses Theorem B, a Polyakov-Alvarez type formula for
a smooth conformal change of metric proved in our companion paper [19]. The regularity
assumptions at a, that is, that D locally has the geometry of a smooth slit domain and that γ
is smoothly attached at a, are imposed to guarantee smoothness of the change of metric used
in the proof.
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2 Preliminaries

2.1 The chordal and radial Loewner equations

We here provide some of the details regarding the chordal and radial Loewner equations that
were omitted in Section 1.1. For further details, we refer the reader to [21] and [18]. A compact
set K ⊂ H is called a half-plane hull if H \K is simply connected and K = K ∩H. For each
half-plane hull there is a unique conformal map gK : H\K → H, called the mapping-out function
of γt, satisfying hydrodynamic normalization, that is

gK(z) = z + aKz
−1 + o(z−1), as z →∞.

A family (Kt) of continuously growing half-plane hulls is said to be parametrized by half-plane
capacity if aKt = 2t for all t. Solving (1) for an arbitrary real-valued and continuous function
t 7→ Wt yields a family of conformal maps gt := gKt : H \ Kt → H, satisfying hydrody-
namic normalization, where (Kt) is a family of continuously and locally growing half-plane hulls
parametrized by half-plane capacity.

In a similar manner, a compact set K ⊂ D is called a disk hull if 0 /∈ K, D \ K is simply
connected, and K = K ∩ D. The mapping-out function of a disk hull K is the unique conformal
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map gK : D\K → D satisfying gK(0) = 0 and g′K(0) > 0. A family (Kt) of continuously growing
disk hulls is said to be parametrized according to conformal radius if g′Kt(0) = et for all t. Solving

the radial Loewner equation (3) for an arbitrary continuous function t 7→Wt = eiwt ∈ ∂D gives
a family of mapping-out functions (gt := gKt) corresponding to a family (Kt) of continuously
and locally growing disk hulls parametrized by conformal radius. The radial SLEκ, κ ≥ 0,
from 1 to 0 in D is the random curve with radial driving process wt =

√
κBt, where Bt is a

one-dimensional standard Brownian motion.
We will use · to denote time-derivatives, e.g., ġt(z) = ∂tgt(z).

2.2 SLEκ(ρ) processes

Let κ ≥ 0 and ρ ∈ R.

Definition 2. The chordal SLEκ(ρ) in H, starting at 0, with reference point∞ and force point
z0 ∈ H \ {0} is the random curve whose driving process Wt satisfies the SDE

dWt = Re
ρ

Wt − zt
dt+

√
κdBt, W0 = 0,

where zt = gt(z0), defined up to the time τ0+ = limε→0+ τε, where τε = inf{t > 0 : |Wt−zt| = ε},
and Bt is standard one-dimensional Brownian motion.

Definition 3. The radial SLEκ(ρ)-processes in D, starting at 1, with reference point 0 and
force point z0 ∈ ∂D is the random curve whose driving process Wt satisfies the SDE

dWt = −
(
ρ

2
Wt

Wt + zt
Wt − zt

+
κ

2
Wt

)
dt+ i

√
κWtdBt, W0 = 1, (14)

where zt = gt(z0), defined up to τ0+
= limε→0+ τε, where τε = inf{t : |Wt − zt| = ε}, and Bt is

a standard one-dimensional Brownian motion.

Remark 8. Note that, if one changes coordinates by Wt = eiwt and zt = eivt , where wt and vt
are the unique continuous functions with w0 = 0 and v0 ∈ (0, 2π), then, using Itô’s formula,
(14) transforms into (4).

Remark 9. One can, for some values of κ and ρ, define the SLEκ(ρ) process past τ0+, up until
the so-called continuation threshold. However, when κ is small and ρ > −2, as in Theorem 1,
we have τ0+ =∞ a.s. Hence, the definition above will suffice for our purposes.

Remark 10. Often, the random curve in Definition 2 is called the chordal SLEκ(ρ) in H from
0 to ∞ with force point z0. However, for some values of κ and ρ, the chordal SLEκ(ρ) is a.s.
bounded. To avoid confusion, we refer to ∞ as the reference point rather than the end-point.
The same convention is used in the radial setting.

2.3 Harmonic measure

We recall some of the basic properties of harmonic measure. The harmonic measure of a Borel
set E ⊂ ∂D with respect to 0 and D is

ω(0, E,D) =
m(E)

2π
,

where m(E) is the “Lebesgue measure” on ∂D. For a simply connected domain D, z ∈ ∂D and
E ⊂ ∂D (here we consider ∂D as the set of prime ends of D) we define

ω(z, E,D) := ω(0, ϕ(E),D),

where ϕ : D → D is a conformal map with ϕ(z) = 0. Then the harmonic measure is, by con-
struction, a conformally invariant probability measure on ∂D. The harmonic measure can be
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considered as a completely deterministic object, but it also has a useful probabilistic interpre-
tation: ω(z, E,D) is the probability that a planar Brownian motion, started at z, exits D at
E. This interpretation also applies when D is not simply connected. We will sometimes abuse
notation in the following way: if K is a compact subset of C \D, then we will write ω(z,K,D)
for ω(z,K ∩ ∂D,D).

We will sometimes refer to monotonicity of harmonic measure. By this we mean the following:
Suppose that D1 and D2 are two domains with z ∈ D1∩D2, and that E1 ⊂ ∂D1 and E2 ⊂ ∂D2

are such that any path in C starting at z which exits D1 at E1 also exits D2 at E2. Then, the
probabilistic interpretation of harmonic measure gives

ω(z, E1, D1) ≤ ω(z, E2, D2).

We will also encounter the harmonic measure with respect to a boundary point. If D is a domain
with smooth boundary at x ∈ ∂D and E ⊂ ∂D we define

ωx(E,D) := lim
ε→0+

1

ε
ω(x+ εnx, E,D)

where nx is the inner unit normal at x. If ϕ : D → D′ is a conformal map where D′ is a domain
with smooth boundary at x′ = ϕ(x) then

ωx′(ϕ(E), D′) = ωx(E,D)|ϕ′(x)|−1.

If D is a domain such that 0 ∈ ∂(1/D), where 1/D := {1/z : z ∈ D}, and ∂(1/D) is smooth at
0, we define

ω∞(E,D) := ω0(1/E, 1/D),

for ∂E ⊂ ∂D. If D and D′ are two such domains and ϕ : D → D′ is a conformal map fixing ∞
this gives

ω∞(ϕ(E), D′) = ω∞(E,D)|ϕ′(∞)|−1,

where we use the convention ϕ′(∞) := ψ′(0), with ψ(z) = 1/ϕ(1/z) (we use this convention for
derivatives at ∞ throughout). Finally, we mention, that if I = [a, b] ⊂ R, then

ω(z, I,H) =
1

π
arg

(
z − a
z − b

)
, z ∈ H,

ωx(I,H) =
1

π

b− a
(x− a)(x− b)

, x ∈ R \ I,

ω∞(I,H) =
1

π
(b− a).

2.4 Chordal Loewner energy

The chordal Loewner energy of a curve γ : (0, T )→ H, T ∈ (0,∞], with γ(0+) = 0 and reference
point ∞, parametrized by half-plane capacity, is the Dirichlet energy of its driving function W ,

IC(γ) =

{
1
2

∫ T
0
Ẇ 2
t dt, W abs. cont. on (0, t] for all t ∈ (0, T ),

∞, otherwise.

Here C denotes the chordal setting (H; 0,∞). If IC(γ) < ∞, then γ is simple. One could, in
principle, also talk about the chordal Loewner energy of a family of continuously and locally
growing half-plane hulls (Kt)t. However, unless (Kt)t corresponds to a simple curve, we have
IC((Kt)t) =∞, so we can restrict to studying (simple) curves. It is not hard to show that IC is
scale invariant. This allows one to define the Loewner energy of a curve γ in a simply connected
domain D from a ∈ ∂D with reference point b ∈ ∂D \{a} by using a conformal map ϕ : D → H,
with ϕ(a) = 0, ϕ(b) =∞

I(D;a,b)(γ) := I(H;0,∞)(ϕ(γ)) = IC(ϕ(γ)).
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The unique minimizer of IC is iR+ (since the corresponding driving function is W ≡ 0) and
hence the unique minimizer of I(D;a,b) is the hyperbolic geodesic from a to b. The Loewner
energy has the additive property

I(H;0,∞)(γ) = I(H;0,∞)(γt) + I(H\γt;γ(t),∞)(γ[t,T )).

Therefore the Loewner energy of a bounded curve γ : (0, T ]→ H equals the Loewner energy of
the “completed curve” γ ∪ η, that is,

IC(γ) = IC(γ ∪ η),

where η is the hyperbolic geodesic in H \ γ from γ(T ) to ∞.
Consider z0 ∈ H. By [45, Proposition 3.1]

inf
γ3z0

IC(γ) = −8 log sin arg(z0) = −8 log sin(πω(z0, (−∞, 0],H)) (15)

where the infimum is taken over all simple curves passing through z0. The infimum is attained
for the curve SLE0(−8) with force point at z0.

2.5 Large deviation principles

We give an overview of the concepts from large deviations theory that we will use, and refer
the reader to [9] for details. Let Y be a regular Hausdorff topological space. A function
J : Y → [0,∞] is called a rate function if it is lower-semicontinuous, that is, if the sub-level
sets {y ∈ Y : J(y) ≤ c}, c ≥ 0, are closed. If all sub-level sets are compact we say that J
is a good rate function. Let B be the Borel σ-algebra on Y and let (Pε)ε>0 be a family of
probability measures on (Y,B). We say that (Pε)ε>0 satisfies the large deviations principle with
rate function J if

lim inf
ε→0+

ε logPε(O) ≥ − inf
y∈O

J(y), lim sup
ε→0+

ε logPε(F ) ≤ − inf
y∈F

J(y),

for all open sets O and closed sets F .
When showing the large deviation principle for the SLEκ(ρ) driving process we will use

theory of exponential approximations. The main idea is that one can obtain an LDP on a
family of measures by first showing LDPs for families of measures which are sufficiently good
approximations of the original family.

Definition 4. Let (Y, d) be a metric space and (Pm,ε)ε>0, m ∈ N, and (Pε)ε>0 be families of
probability measures on (Y,B). We say that ((Pm,ε)ε)m is an exponentially good approximation
of (Pε)ε if there, for every ε > 0, exists a probability space (Ω,F , µε) and random variables (Zε),
(Zm,ε), m ∈ N, on (Ω,F , µε), with marginal distributions Pε and Pm,ε respectively, such that

lim
m→∞

lim sup
ε→0

ε logµε,m(d(Zε, Zε,m) > δ) = −∞,

for each δ > 0. If the approximating sequence is constant, that is, Pm,ε = P̃ε for all m, then we

say that (Pε) and (P̃ε) are exponentially equivalent.

Theorem A ([9, Theorem 4.2.16]). Suppose that for every m, the family of measures (Pm,ε)
satisfies the LDP with rate function Jm and that (Pm,ε) is an exponentially good approximation
of (Pε). If J is a good rate function and for every closed set F ,

inf
y∈F

J(y) ≤ lim sup
m→∞

inf
y∈F

Jm(y),

then (Pε) satisfies the LDP with rate function J .
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2.6 ζ-regularized determinants of Laplacians

Let (M, g) be a Riemannian 2-manifold with ∂M 6= 0. The (positive) Dirichlet Laplace-Beltrami
operator on M , originally defined on smooth functions with compact support, can be extended
to a self-adjoint operator using a Friedrichs extension. Denote this operator by ∆(M,g). The
spectrum of ∆(M,g) is discrete and positive, and the eigenvalues, which can be ordered in non-
decreasing order,

0 < λ1 ≤ λ2 ≤ λ3 ≤ ...,
satisfy Weyl’s law

λn ∼
n

4πVol(M, g)
, as n→∞. (16)

Hence, the determinant of ∆(M,g) is not defined in the classical sense. The ζ-regularized deter-
minant of ∆(M,g) is defined using the spectral ζ-function

ζ(M,g)(s) =
∑
n≥1

λ−sn , Res > 1.

Note that the right-hand side converges by (16). A computation shows that the spectral ζ-
function can be rewritten as

ζ(M,g)(s) =
1

Γ(s)

∫ ∞
0

ts−1 Tr(e−t∆(M,g))dt, Res > 1.

Under certain regularity assumptions on (M, g) (which we will make precise below), one can,
using a short-time asymptotic expansion of the heat trace Tr(e−t∆(M,g)), show that ζ(M,g) can
be analytically continued to a neighborhood of the origin. This allows one to define the ζ-
regularized determinant of ∆(M,g) by

detζ ∆(M,g) := e−ζ
′
(M,g)(0)

motivated by the formal computation

ζ ′(M,g)(s) = −
∑
n≥1

log λnλ
−s, Res > 1 “ζ ′(M,g)(0) = − log

∏
n≥1

λn.”

Definition 5. Let M be a compact surface with boundary ∂M 6= ∅, with finitely many distinct
marked points p1, ..., pn ∈ ∂M , a smooth structure and a smooth Riemannian metric g on
M \ {p1, ..., pn}. We say that (M, g, (pj), (βj)) is a curvilinear polygonal domain with corners
βjπ ∈ (0, 2π], j = 1, ..., n, if there exists, for each j = 1, ..., n an open neighborhood Uj 3 pj and
a homeomorphism ϕj : U◦j → Vj ⊂ C, extending continuously to Uj with ϕj(pj) = 0 satisfying
the following:

(i) The boundary ϕj(∂M ∩ Uj) (viewed in the sense of prime ends) is rectifiable. Let γ :
(a, b)→ C be the arc-length parametrization of ϕj(∂M ∩ Uj) which is positively oriented
and satisfies γ(0) = 0. Then γ|(a,0] and γ|[0,b) are smooth and form an interior angle βjπ
at 0.

(ii) The pull-back (ϕ−1
j )∗g can be expressed as e2σjdz2 where σj ∈ C∞(V ◦j ), and all partial

derivatives extend continuously to γ|(a,0] and γ|[0,b).
(iii) There is a smooth Jordan curve extension Γ1 of γ|(a,0] such that Γ1 is positively oriented

with respect to the bounded component of C \ Γ1. Moreover, there exists an extension
σj,1 ∈ C∞(Vj,1) of σj , where Vj,1 is the closure of the bounded component of C \ Γ1.

(iv) The analogous to the previous condition holds for γ[0,b) giving a Jordan curve Γ2, a
smoothly bounded domain Vj,2, and σj,2 ∈ C∞(Vj,2).

Remark 11. In Definition 5 “smooth structure” refers to a smooth structure in the usual differ-
ential geometry sense. That is, a smooth structure on M \ {p1, ..., pn} is an atlas of smoothly
compatible charts (Uα, ϕα)α, where ϕα : Uα → Vα is a homeomorphism and Vα ⊂ H relatively
open.
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Remark 12. Definition 5 can be generalized to allow for corners with interior angles βjπ ∈ (0,∞),
see [19]. Since we will only encounter curvilinear polygonal domains where the interior angles
βjπ ∈ (0, 2π], Definition 5 will suffice for the purposes of this paper.

Definition 6. Let (M, g, (pj), (βj)) be a curvilinear polygonal domain with angles βjπ ∈ (0, 2π].
We say that ψ : M → R is smooth, ψ ∈ C∞(M, g, (pj), (βj)), if ψ ∈ C∞(M \ {p1, ..., pn}) and if
there, for every j = 1, ..., n, is a choice of (ϕj , Uj), Vj,1, and Vj,2 as in Definition 5 such that all
partial derivatives of ψ ◦ ϕ−1 extend continuously to γ(a,0] and γ[0,b) (with γ as in Definition 5)

and there exists extensions ψj,1 ∈ C∞(Vj,1) and ψj,2 ∈ C∞(Vj,2) of ψ ◦ ϕ−1
j .

In [31], Nursultanov, Rowlett, and Sher obtained a short-time asymptotic expansion of the
heat trace on curvilinear polygonal domains with corners of angles βjπ ∈ (0, 2π), showing that
detζ ∆(M,g) can be defined for such domains. In the companion paper [19], we obtain a short-
time asymptotic expansion for curvilinear polygonal domains with corners of arbitrary positive
angles (βjπ ∈ (0,∞)), showing that detζ ∆(M,g) can be defined in such cases as well.

The short-time asymptotic expansion of the heat trace is not sufficient to compute the
regularized determinant. However, using a short-time asymptotic expansion of Tr(σe−t∆(M,g))
one can obtain an explicit formula for log detζ ∆(M,g) − log detζ ∆(M,g0) where g = e2σg0, for
smooth σ. The first comparison formulas of this type were obtained by Polyakov, in the case of
manifolds without boundary [34], and Alvarez, in the case of manifolds with a smooth boundary
[5]. The comparison formulas of Polyakov and Alvarez were proved by Osgood, Phillips, and
Sarnak in [32]. In [4], a Polyakov-Alvarez type formula was obtained for curvilinear polygonal
domains with angles βjπ ∈ (0, 2π) and in [19] we show that the same formula holds when
βjπ ∈ (0,∞).

For a Riemannian surface (M, g), Volg and `g denote the volume and arc-length measures
with respect to g. Moreover, Kg denotes the Gaussian curvature, kg the geodesic curvature,
and ∂n the outer unit derivative. We have the following Polyakov-Alvarez comparison formula.

Theorem B ([19, Theorem 2]). Let (M, g0, (pj), (βj)) be a curvilinear polygonal domain and
σ ∈ C∞(M, g0, (pj), (βj)). Define g = e2σg0. Then

log detζ ∆(M ;g0) − log detζ ∆(M,g) =
1

6π

(
1

2

∫
M

|∇g0σ|2dVolg0 +

∫
M

σKg0dVolg0 +

∫
∂M

σkg0d`g0

)
+

1

4π

∫
∂M

∂ng0σd`g0 +
1

12

n∑
j=1

( 1

βj
− βj

)
σ(pj).

When working with conformal changes of metric, that is, g = e2σg0 for some smooth σ, the
following transformation rules are useful

∆g = e−2σ∆g0 , ∂ng = e−σ∂ng0 ,

dVolg = e2σdVolg0 , d`g = eσd`g0 ,

∆g0σ = e2σKg −Kg0 , ∂ng0σ = eσkg − kg0 .
(17)

For ease of notation, we will drop the subscript specifying the metric when we consider the
Euclidean metric, i.e., ∆ = ∆dz2 .

3 Basic properties of the ρ-Loewner energy

In this section, we define the ρ-Loewner energy and give some of its basic properties. For ease
of notation we let C = (H; 0,∞) and R = (D; 1, 0) denote the two reference settings.

Definition 7. Fix z0 ∈ H\{0} and ρ ∈ R. Let (Kt)t∈[0,T ], T ∈ [0,∞), be a family of half-plane
hulls, parametrized by half-plane capacity and driven by a continuous function Wt, with W0 = 0,
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such that z0 /∈ KT . We define the ρ-Loewner energy of (Kt)t∈[0,T ] in H from 0, with reference
point ∞ and force point z0, as

ICρ,z0((Kt)) =
1

2

∫ T

0

(
Ẇt − ρRe

1

Wt − zt

)2

dt,

where zt = gt(z0), if Wt is absolutely continuous and otherwise we set ICρ,z0((Kt)) = ∞. For a
family, (Kt)t∈[0,T ), T ∈ (0,∞], where (Kt)t∈[0,τ ] is as above, for all τ ∈ [0, T ), we define

ICρ,z0((Kt)t∈[0,T )) = lim
τ→T−

ICρ,z0((Kt)t∈[0,τ ]).

Definition 8. Fix v0 ∈ (0, 2π) and ρ ∈ R. Let (Kt)t∈[0,T ], T ∈ [0,∞), be a family of disk
hulls, parametrized by conformal radius and driven by Wt = eiwt , where wt is continuous with
w0 = 0, such that eiv0 /∈ KT . The ρ-Loewner energy of (Kt)t∈[0,T ] in D from 1, with reference
point 0 and force point eiv0 , is defined as

IRρ,eiv0 ((Kt)) =
1

2

∫ T

0

(
ẇt −

ρ

2
cot
(wt − vt

2

))2

dt,

where vt is the unique continuous function with eivt = gt(e
iv0), if wt is absolutely continuous

and otherwise we set IR
ρ,eiv0

((Kt)) = ∞. The definition is extended to families (Kt)t∈[0,T ),

T ∈ (0,∞] as in Definition 7.

The integrated formulas for the ρ-Loewner energy in the following proposition allows us to
compare the ρ-Loewner energy to the chordal (or radial) Loewner energy for finite times strictly
before the force point is hit.

Proposition 2. For families (Kt)t∈[0,T ] of half-plane or disk hulls as in Definitions 7 and 8 we
have the following

ICρ,z0((Kt)) = IC((Kt)) + ρ log
sin θT
sin θ0

− ρ(8 + ρ)

8
log
|g′T (z0)|yT

y0
, z0 ∈ H, (18)

ICρ,z0((Kt)) = IC((Kt))− ρ log
|WT − zT |
|z0|

− ρ(4 + ρ)

4
log |g′T (z0)|, z0 ∈ R \ {0}, (19)

IRρ,z0((Kt)) = IR((Kt))− ρ log
|WT − zT |
|W0 − z0|

− ρ(4 + ρ)

8
log(|g′T (z0)|2|g′T (0)|), z0 ∈ ∂D, (20)

where IC denotes the chordal Loewner energy and

IR((Kt)) :=

{
1
2

∫ T
0
ẇ2
t dt if wt abs. cont.,

∞ otherwise,

is the radial Loewner energy. For z0 ∈ H we write zt = xt + iyt, xt, yt ∈ R, and θt = arg(zt).

Note that (18-20) hold even when the ρ-Loewner energy is infinite.

Proof. We show (18). Identities (19) and (20) can be shown using the same technique.
Fix z0 ∈ H. If Wt is not absolutely continuous, then IC(γ) = ∞ and ICρ,z0(γ) = ∞, by

definition. So, we may assume that Wt is absolutely continuous. We then have

1

2

∫ T

0

(
Ẇt − ρRe

1

Wt − zt

)2

dt = IC(γ) +

∫ T

0

(ρ2

2

(Wt − xt)2

|Wt − zt|4
− ρẆt

Wt − xt
|Wt − zt|2

)
dt.

Hence, it suffices to show that∫ T

0

(
ρ2

2

(Wt − xt)2

|Wt − zt|4
−ρẆt

Wt − xt
|Wt − zt|2

)
dt = ρ log

sin θT
sin θ0

− ρ(8 + ρ)

8
log
|g′T (z0)|yT

y0
. (21)
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The Loewner equation gives

ẋt = 2
xt −Wt

|Wt − zt|2
, ẏt = −2

yt
|Wt − zt|2

, ġ′t(z0) = − 2g′t(z0)

(gt(z0)−Wt)2
.

which in turn yields

∂t(log yt) = − 2

|Wt − zt|2
, ∂t(log |g′t(z0)|) = Re∂t log g′t(z0) = −2

(Wt − xt)2 − y2
t

|zt −Wt|4
,

Since Wt is absolutely continuous, zt ∈ C1, and |Wt − zt| is bounded below, we have that
log |Wt − zt| is absolutely continuous with

∂t log |Wt − zt| = Ẇt
Wt − xt
|Wt − zt|2

+ 2
(Wt − xt)2 − y2

t

|Wt − zt|4
a.e.

By combining the above and integrating we find (21).

Proposition 2 immediately shows that ICρ,z0((Kt)t∈[0,T ]) < ∞ implies that (Kt)t∈[0,T ] corre-
sponds to a simple curve (note that this assumes z0 /∈ KT ). The same conclusion can be drawn
in the disk setting in view of the following proposition.

Proposition 3. Fix v0 ∈ (0, 2π) and let (KR
t )t∈[0,T ] be a family of disk hulls as in Definition

8. Let ϕ0 : H → D be a conformal map with ϕ−1
0 (eiv0) = ∞, ϕ−1

0 (1) = 0. Then (KC
t(s)) :=

(ϕ−1
0 (KR

t(s))), where s 7→ t(s) is the appropriate re-parametrization, is a family of half-plane

hulls as in Definition 7 with respect to the point zC0 := ϕ−1
0 (0). The reverse also holds, i.e.,

every such family of half-plane hulls induces a family of disk hulls. Moreover, under this change
of coordinates

IRρ,eiv0 ((KR
t )t) = IC−6−ρ,z0((KC

s )s).

This can be seen as a deterministic analog of [38, Theorem 3], and the proof is very similar.

Proof. Throughout this proof, superscripts C and R will be used to distinguish between vari-
ables, functions, etc., belonging to the chordal and radial settings respectively. Most of these
computations are given in [38], but for the sake of completeness we present them here as
well. Let (gRt ) be the family of mapping-out functions corresponding to (KR

t ). Since (KC
t )

is a family of continuously growing half-plane hulls (eiv0 /∈ KR
T ), there is a re-parametrization

t = t(s) : [0, S]→ [0, T ] such that (KC
t(s)) is parametrized by half-plane capacity. Let gCs be the

mapping-out function of KC
t(s). We denote ϕs := gRt(s) ◦ ϕ0 ◦ (gCs )−1 : H → D. It can be seen

that ϕs must be of the form, ϕs(z) = λs
z−zs
z−zs , where zs = gCs (z0), for some λs ∈ ∂D. Note that

λs = ϕs(∞) = gRt(s)(e
iv0). Loewner’s theorem shows that (gCs ) satisfies the chordal Loewner

equation with WC
s = ϕ−1

s (eiwt(s)). Since (gRt )′(0) = et we have

dt

ds
= ∂s log |(ϕ−1

0 )′(0)(gCs )′(z0)ϕ′s(zs)| = ∂s log |(gCs )′(z0)| − ∂s log ys =
4y2
s

|zs −WC
s |4

,

where the third equality follows from the chordal Loewner equation. Since

wt(s) = −i log(ϕs(W
C
s )),

we have that wt is absolutely continuous if and only if WC
s is absolutely continuous, and if they

are then
∂swt(s) = −i(∂s log λs + ∂s log(WC

s − zs)− ∂s log(W c
s − zs)) a.e.

From the radial Loewner equation, we have ∂sλs = λs
WR
t(s)+λs

WR
t(s)
−λs

dt
ds . Thus,

∂s log λs =
ϕs(W

C
s ) + λs

ϕs(WC
s )− λs

dt

ds
= i

WC
s − xs
ys

dt

ds
.
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Moreover, the chordal Loewner equation gives

∂s log(WC
s − zs) =

ẆC
s

WC
s − zs

+
2

(WC
s − zs)2

,

and the same holds when zs is replaced by zs. Finally, observe that

cot

(
wt(s) − vt(s)

2

)
= −W

C
s − xs
ys

.

When combining all of the above, we find that∫ T

0

(
ẇt − ρ cot

(
ws − vs

2

))2

ds =

∫ S

0

(
ẆC
s + (6 + ρ)

WC
s − xs

|WC
s − zs|2

)2

ds,

whenever WC
s and wt are absolutely continuous. This completes the proof.

Since we now know that any hull family, on a closed interval [0, T ], with infinite chordal
Loewner energy also has infinite ρ-Loewner energy, we may from now on restrict our attention
to hull families corresponding to simple curves.

In most cases, curves in H (D) will be parametrized according to half-plane capacity (confor-
mal radius) but in general, we will consider curves γ up to re-parametrization. When we write
ICρ,z0(γ) (IR

ρ,eiv0
(γ)) it is implicit that the curve γ is (re-)parametrized by half-plane capacity

(conformal radius).
For a force point x0 ∈ R \ {0} we have the following analog of Proposition 3.

Proposition 4. Fix x0 ∈ R \ {0}. Let γ : (0, T ] → H be a simple curve with γ(0+) = 0
parametrized according to half-plane capacity and let ϕ : H→ H be a conformal map satisfying
ϕ(0) = 0 and ϕ(x0) =∞. Then

ICρ,x0
(γ) = IC−6−ρ,ϕ(∞)(ϕ(γ)). (22)

The proof is similar to that of Proposition 3 and is left to the reader.
Let D ( C be a simply connected domain, a ∈ ∂D, b ∈ ∂D \ {a}, and c ∈ D \ {a, b} (here

we consider ∂D in terms of prime ends). We define the ρ-Loewner energy of a simple curve
γ ∈ D \ {c}, starting at a, with reference point b and force point c ∈ D \ {a, b}, as

I(D;a,b)
ρ,c (γ) := ICρ,ϕ(c)(ϕ(γ)),

where ϕ : D → H is a conformal map with ϕ(a) = 0 and ϕ(b) = ∞. This is well-defined since
ICρ,z0(γ) = ICρ,λz0(λγ) for any λ > 0. Suppose instead that a ∈ ∂D, b ∈ D, and c ∈ ∂D \ {a}.
Then we define the ρ-Loewner energy of a simple curve γ starting at a, with reference point b
and force point c, as

I(D;a,b)
ρ,c (γ) := IRρ,ϕ(c)(ϕ(γ)),

where ϕ : D → D is the conformal map with ϕ(a) = 1 and ϕ(b) = 0. Propositions 3 and 4 can
now be summarized by (6). The ρ-Loewner energy satisfies the same type of additive property
as the chordal Loewner energy, that is

I(D;a,b)
ρ,c (γT ) = I(D;a,b)

ρ,c (γt) + I(D\γt;γ(t),b)
ρ,c (γ[t,T ]), t ∈ (0, T ).

4 A large deviation principle for SLEκ(ρ)

The goal of this section is to prove Theorem 5, which includes Theorem 1. The proof follows
the same outline as the proof of the LDP for chordal SLEκ in [33]. Using an LDP on the driving
process on a finite time interval (obtained in Section 4.1) and certain continuity properties of the
Loewner map we obtain an LDP on SLEκ(ρ) stopped at a finite time (see Section 4.2). We then
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show, in Section 4.3, the large deviation principle on the full SLEκ(ρ) curve by using estimates
on return probabilities (which are shown in Appendix A). These steps can be carried out, more
or less exactly as in [33]. Therefore, the bulk of the work will lie in showing the LDP for the
driving process of SLEκ(ρ), and establishing the return probability estimates for SLEκ(ρ).

Throughout this section P denotes the standard Wiener measure and Bt denotes a one-
dimensional standard Brownian motion.

4.1 LDP on driving process

The radial and chordal settings will be treated in very similar ways. Whenever we wish to
distinguish the two cases we will use a symbol X ∈ {C,R}, often as a superscript, where C and
R denote (H, 0,∞) and (D, 1, 0) respectively. We define

HC(x) :=
2

x
and HR(x) := cot

(
x

2

)
.

Fix ρ > −2, T > 0, and v0 ∈ R \ {0} for X = C and v0 ∈ (0, 2π) for X = R. Let C0([0, T ])
denote the space of real-valued continuous functions t 7→ ft on [0, T ] satisfying f0 = 0, endowed
with the supremum norm. For each f ∈ C0([0, T ]), there is a unique pair (wρ, vρ) of continuous
functions satisfying

wρt =
ρ

2

∫ t

0

HX(wρs − vρs )ds+ ft, (23)

vρt = −
∫ t

0

HX(wρs − vρs )ds+ v0, (24)

for t < τ0+ ∧ T where τ0+ = τ0+(f) = limε→∞ τε and τε := inf{t : |HX(wρt − v
ρ
t )| ≥ 1/ε}.

Indeed, since HX is Lipschitz on {x : |HX(x)| ≤ 1/ε} there is a unique solution to (23, 24) up
to time τε, for every ε > 0. We define, for ε > 0,

CXε,ρ = {f ∈ C0([0, T ]) : τε =∞}, CX0+,ρ = {f ∈ C0([0, T ]) : τ0+ =∞},

and
Wρ =Wρ(T ) : C0([0, T ])→ C0([0, T ])

by Wρ(f) = wρ(f), if f ∈ CX0+,ρ, and by Wρ(f) ≡ 0 if f ∈ C0([0, T ]) \ CX0+,ρ. One can, using

standard arguments, show that Wρ is continuous on CX0+,ρ. It follows from Lemma 3, proved

below, that
√
κB|[0,T ] ∈ CX0+,ρ a.s. for sufficiently small κ. Therefore,

Wρ(
√
κB|[0,T ]) = wρ(

√
κB|[0,T ]), a.s.

That is, Wρ(
√
κB|[0,T ]) coincides a.s. with the driving process of SLEκ(ρ) when κ is small. We

introduce a functional IXρ,v0 : C0([0, T ])→ [0,∞] defined by

IXρ,v0(w) =
1

2

∫ T

0

(
ẇt −

ρ

2
HX(wt − vt)

)2

dt (25)

for all w ∈ Wρ(CX0+,ρ) which are absolutely continuous, where v is the solution of (24) given w,

and otherwise we set IXρ,v0(w) =∞. Observe that, for f ∈ CX0+,ρ, we have ID(f) = IXρ,v0(wρ(f)),
where ID denotes the Dirichlet energy.

Proposition 5. The laws of Wρ(
√
κB|[0,T ]) and Wκ+ρ(

√
κB|[0,T ]) satisfy the large deviation

principle with good rate function IXρ,v0 as κ→ 0+ and ρ > −2 is fixed.

Before presenting the proof of Proposition 5 we provide a few lemmas. Define

KC(x) = x2/4 and KR(x) = sin2(x/2),

and note that

(logKX(x))′ = HX(x) and |HX(x)| ≥ 1/ε =⇒ KX(x) ≤ ε2.

16



Lemma 1. For every M > 0 there exists ε > 0 such that IXρ,v0(w) < M implies w ∈ Wρ(CXε,ρ).

Proof. Since IXρ,v0(w) < ∞ implies w ∈ Wρ(CX0+,ρ), it suffices to prove that there exists ε > 0

such that IXρ,v0(w) ≥M for all w ∈ Wρ(CX0+,ρ \ CXε,ρ).
Suppose that f ∈ CX0+,ρ \ CXδ,ρ, for some δ > 0, is absolutely continuous, and denote by

w = wρ(f) and v = vρ(f). Then τδ(f) ≤ T implying that KX(wτδ − vτδ) ≤ δ2. We may assume
that τδ = T (since IXρ,v0(w) ≥ IXρ,v0(w[0,τδ])). Observe that

∂t logKX(wt − vt) = ẇtH
X(wt − vt) + (HX(wt − vt))2.

Therefore,

(HX(wt − vt))2 ≤ (HX(wt − vt))2 + (HX(wt − vt) + ẇt)
2 = ẇ2

t + 2∂t logKX(wt − vt),

which, when plugged into (25), gives

IXρ,v0(w) ≥ min(1, ρ+2
2 )

(
min(1, ρ+2

2 )ID(w)− |ρ| log
KX(wT − vT )

KX(w0 − v0)

)
≥ −|ρ|min(1, ρ+2

2 ) log
δ2

KX(−v0)
.

By setting ε = δ sufficiently small, the right-hand side becomes larger than M , showing that
IXρ,v0(w) ≥M for all w ∈ Wρ(CX0+,ρ \ CXε,ρ).

Lemma 2. IXρ,v0 : C0([0, T ])→ [0,∞] is a good rate function.

Proof. Let M ∈ [0,∞). We wish to show that the sub-level set

EM := {w ∈ C0([0, T ]) : IXρ,v0(w) ≤M}

is compact. Take a sequence (wn) ⊂ EM ⊂ Wρ(CX0+,ρ). Recall that Wρ : CX0+,ρ → C0([0, T ])

is continuous. Let, for each n, fn ∈ CX0+,ρ be such that wn = Wρ(fn). Then, ID(fn) =

IXρ,v0(wn) ≤M . Since ID : C0([0, T ])→ [0,∞] is a good rate function there exists a subsequence

(fnk) converging to f ∈ C0([0, T ]) with ID(f) ≤M . Lemma 1 then implies that f ∈ CX0+,ρ. By

continuity of Wρ on CX0+,ρ, wnk converges to w =Wρ(f) and since IXρ,v0(w) = ID(f) ≤M , this
shows that EM is compact.

We will show Proposition 5 using exponentially good approximations. For each ε > 0,
let HX

ε : R → R be a Lipschitz continuous function satisfying HX
ε (x) = HX(x) whenever

|HX(x)| ≤ 1/ε. Let Lε denote the corresponding Lipschitz constant. For each f ∈ C0([0, T ])
there exists a unique solution (wρ,ε, vρ,ε) = (wρ,ε(f), vρ,ε(f)) ∈ C0([0, T ])× C([0, T ]) to

wρ,εt =
ρ

2

∫ t

0

HX
ε (wρ,εs − vρ,εs )ds+ ft (26)

vρ,εt = −
∫ t

0

HX
ε (wρ,εs − vρ,εs )ds+ v0. (27)

Note that wρ,ε : C0([0, T ])→ C0([0, T ]) is continuous and bijective since for each w ∈ C0([0, T ])
there is a unique v solving (27), and for this pair (w, v) we may solve (26) for f . It follows
from the contraction principle and Schilder’s theorem (see, e.g., [9, Theorem 4.2.1 and Theorem
5.2.3]) that the process wρ,ε(

√
κB|[0,T ]), t ∈ [0, T ] satisfies the large deviation principle with

good rate function

IXρ,v0,ε(w) =

{
1
2

∫ T
0

(ẇt − ρ
2H

X
ε (wt − vt))2dt if w abs. cont.,

∞ otherwise.

Note that, for f ∈ CXε,ρ, we have Wρ(f) = wρ,ε(f) and IXρ,v0(Wρ(f)) = IXρ,v0,ε(w
ρ,ε(f)).
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Lemma 3. Fix ρ > −2 and v0 as above. Then there exists ε0 > 0 such that, for all 0 < κ < ρ+2
and 0 < ε < ε0

P[
√
κB|[0,T ] /∈ CXε,ρ] ≤ cε2 ρ+2

κ −1 (28)

where c = c(κ, ρ, v0, T ), for which limκ→0+ κ log c(κ, ρ, v0, T ) exists and is finite. In particular,

lim sup
κ→0+

κ logP[
√
κB|[0,T ] /∈ CXε,ρ]→ −∞ as ε→ 0 + . (29)

Proof. Define w̃κ,ρt := vρt/κ(
√
κB)− wρt/κ(

√
κB), t ∈ [0, κT ], so that

dw̃κ,ρt =
ρ+ 2

2κ
HX(w̃κ,ρt )dt+ dB̃t

where B̃t = −
√
κBt/κ is a standard Brownian motion. We introduce a local martingale

Fa,v0(w̃κ,ρt ) + t where a = (ρ+ 2)/κ, and

Fa,v0(x) = −2

∫ x

v0

∫ t

v0

(KX(u))adu(KX(t))−adt

for x ∈ (0, 2π), when X = R, and, for ±x > 0, when X = C and ±v0 > 0. Indeed, Fa,v0(w̃κ,ρt )+t
is a local martingale since

F ′a,v0(x) = −2

∫ x

v0

(KX(u))adu(KX(x))−a,

F ′′a,v0(x) = −2 + 2a

∫ x

v0

(KX(u))adu(KX(x))−a−1(KX)′(x),

so that d(Fa,v0(w̃κ,ρt ) + t) = F ′a,v0(w̃κ,ρt )dB̃t by Itô’s formula. Let δ,M > 0 be such that

KX(v0) ∈ (δ,M). We define a stopping time τκ,ρδ,M = κT ∧ τκ,ρδ ∧ τκ,ρM , where

τκ,ρx = inf{t : KX(w̃κ,ρt ) = x}.

By the condition on δ and M , Fa,v0(w̃κ,ρ
t∧τκ,ρδ,M

) + t ∧ Sκ,ρδ,M is uniformly bounded, and therefore a

martingale. Hence,

0 = E[Fa,v0(w̃κ,ρ0 ) + 0] ≤ E[Fa,v0(w̃κ,ρ
κT∧Sκ,ρδ,M

)] + κT. (30)

Observe that Fa,v0(x) ≤ 0, and that

E[Fa,v0(w̃κ,ρ
κT∧Sκ,ρδ,M

)|τκ,ρδ ≤ κT ∧ τκ,ρM ] ≤ Fa,ṽX0 (xXδ ),

where

ṽX0 =

{
|v0|, X = C,

v0 ∧ (2π − v0), X = R,
and xXδ =

{
2
√
δ, X = C,

2 arcsin
√
δ, X = R.

Combining this with (30) we obtain

P[τκ,ρδ ≤ κT ∧ τκ,ρM ] ≤ κT

−Fa,ṽX0 (xXδ )
.

One can see that P[τκ,ρM < τκ,ρδ ∧ κT ] → 0 as M → ∞ (in the case X = R this is trivial) since
the drift of w̃κ,ρt is bounded for t < τκ,ρδ . Therefore,

P[τκ,ρδ ≤ κT ] ≤ κT

−Fa,ṽ0(xXδ )
.
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It remains to bound −Fa,ṽ0(xXδ ) from below. For this, we use that

x2

π2
≤ KR(x) ≤ x2

4
, x ∈ (0, π].

A computation shows that for 0 < x < ṽX0 /3 and a ≥ 1 we have

−Fa,ṽ0(x) ≥ ca1(ṽX0 )2a+1x−2a+1

4a2 − 1
,

for a constant c1 > 0. Now set δ = ε2. Since |HX(x)| ≤ 1/ε implies KX(x) ≤ δ we find

P[
√
κB[0,T ] /∈ CXε,ρ] ≤ P[τκ,ρδ ≤ κT ] ≤ c2(κ, ρ)

Tε2a−1

(ṽX0 )2a+1
, (31)

where limκ→0+ c2(κ, ρ) ∈ R. Here we have used that xXδ ≤ c3
√
δ = c3ε for a constant c3 > 0.

This concludes the proof.

Lemma 4. Fix ε > 0. There exists κ0 > 0 such that ‖wκ+ρ(f)−wρ(f)‖∞ ≤ |κ|T2ε e
|ρ+κ|+2

2 Lε/2T ,
where Lε is the Lipschitz constant of HX

ε , for all f ∈ CXε,ρ and κ ∈ (0, κ0).

Proof. Let T̃ (κ) = T ∧ inf{t : |HX(wκ+ρ
t − vκ+ρ

t )| ≥ 2/ε}. Then for t ∈ [0, T̃ (κ)]

|wρt − w
κ+ρ
t |+ |vρt − v

κ+ρ
t |

≤|ρ+ κ|+ 2

2

∫ t

0

|HX(wρs − vρs )−HX(wκ+ρ
s − vκ+ρ

s )|ds+
|κ|
2

∫ t

0

|HX(wρs − vρs )|ds

≤|ρ+ κ|+ 2

2
Lε/2

∫ t

0

|(wρs − vρs )− (wρ+κs − vρ+κs )|ds+
|κ|T
2ε

.

Therefore Grönwall’s lemma shows

|wρt − w
ρ+κ
t |+ |vρt − v

ρ+κ
t | ≤ |κ|T

2ε
e
|ρ+κ|+2

2 Lε/2T , (32)

for t ∈ [0, T̃ (κ)]. Since |HX(wρt − v
ρ
t )| ≤ 1/ε for all t ∈ [0, T ] there exists a κ0, which may be

chosen uniformly over all f ∈ CXε,ρ, such that (32) forces T̃ (κ) = T for all κ ∈ (0, κ0). Hence,
(32) holds for all t ∈ [0, T ] whenever κ ∈ (0, κ0).

Proof of Proposition 5. For each n = 1, 2, ..., we have

P[‖Wρ(
√
κB|[0,T ])− wρ,1/n(

√
κB|[0,T ])‖∞ > δ] ≤ P[‖Wρ(

√
κB|[0,T ])− wρ,1/n(

√
κB|[0,T ])‖∞ > 0]

≤ P[
√
κB|[0,T ] /∈ CX1/n,ρ].

By applying Lemma 3, we deduce that (the law of) wρ,1/n(
√
κBt) is an exponentially good

approximation of (the law of) Wρ(
√
κBt). Moreover, we claim that for any closed set F

inf
w∈F

IXρ,v0(w) ≤ lim sup
n→∞

inf
w∈F

IXρ,v0,1/n(w).

Suppose F were a closed set for which this did not hold. Let M = infw∈F I
X
ρ,v0(w) so that

lim sup
n→∞

inf
w∈F

IXρ,v0,1/n(w) < M.

Let ε > 0 be as in Lemma 1, and let F̃ = F ∩Wρ(CXε,ρ). Then

lim sup
n→∞

inf
w∈F

IXρ,v0,1/n(w) = lim sup
n→∞

inf
w∈F̃

IXρ,v0,1/n(w) = inf
w∈F̃

IXρ,v0(w)
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since IXρ,v0,1/n(w) = IXρ,v0(w), for all w ∈ Wρ(CX1/n,ρ) whenever n ≥ 1/ε. This contradicts the
assumption on F and establishes the claim. By applying Theorem A, we obtain the LDP for
Wρ(
√
κBt).

To obtain the LDP for Wκ+ρ(
√
κB|[0,T ]) we, in light of Theorem A, only have to show that

it is exponentially equivalent to Wρ(
√
κB|[0,T ]). Let δ > 0 and fix ε > 0. By Lemma 4 we have

that there exists a κ0, depending on ε but not on δ, such that ‖Wκ+ρ(f) −Wρ(f)‖∞ ≤ δ for
all κ ∈ (0, κ0) and f ∈ CXε,ρ. Thus,

lim sup
κ→0+

κ logP[‖Wκ+ρ(
√
κB|[0,T ])−Wρ(

√
κB|[0,T ])‖∞ > δ] ≤ lim sup

κ→0+
κ logP[

√
κB|[0,T ] /∈ CXε,ρ].

By applying Lemma 3, and then letting ε→ 0+ we find that

lim sup
κ→0+

κ logP[‖Wκ+ρ(
√
κBt)−Wρ(

√
κBt)‖∞ > δ] = −∞,

for all δ > 0. This shows that Wκ+ρ(
√
κBt) is exponentially equivalent to Wρ(

√
κBt).

4.2 LDP on finite time curves

Let CR denote the (compact) space of compact subsets of D endowed with the Hausdorff distance
and the topology induced by it. Fix a conformal map ϕ : D → H. Let CC = ϕ(CR), endowed
with the distance and topology induced by ϕ. The induced Hausdorff distance on CC depends
on the choice of ϕ, however, the induced topology (which we refer to simply as the Hausdorff
topology) will not. We will denote the (induced) Hausdorff distance by dh : CX × CX → R.

Fix T ∈ (0,∞). Let KC and KR denote the space of half-plane hulls and disk hulls respec-
tively. Further, let

KCT = {K ∈ KC : hcap(K) = 2T} and KR
={K ∈ KR : crad(D \K, 0) = e−T }.

We will consider two topologies on KX : the Hausdorff topology and the topology induced by
Carathéodory kernel convergence. The former is simply the subspace topology induced by the
inclusion ι : KXT ↪→ CX . The latter is the topology where (Kn) ⊂ KXT converges to K ∈ KXT if
and only if the inverse mapping-out functions (g−1

Kn
) converge uniformly on compacts to (g−1

K ).
Throughout this section we fix, in addition to T , ρ > −2 and z0 = v0 ∈ R \ {0}, if X = C,

and z0 = eiv0 , v0 ∈ (0, 2π), if X = R. The goal of this section is to show the following large
deviation principle.

Proposition 6. The X-SLEκ(ρ) process and X-SLEκ(κ+ ρ) process, stopped at time T (with
standard parametrization), satisfy the large deviation principle with good rate function

IXρ,z0 : KXT → [0,∞]

with respect to the Hausdorff topology on KXT .

Since τ0+ =∞ a.s. for the X-SLEκ(ρ) when ρ > −2 and κ is sufficiently small (recall Lemma
3), we have that an X-SLEκ(ρ) stopped at time T ∧ τ0+ is a.s. the image of Wρ(

√
κB|[0,T ])

under the Loewner map
LXT : C0([0, T ])→ KXT ,

w 7→ KT .

The Loewner map LXT is continuous when KXT is endowed with the Carathéodory topology (see
[18, Proposition 6.1] for the chordal case and [29, Proposition 6.1] for the radial case), but is
not continuous when KXT is endowed with the Hausdorff topology. Lemmas 5 and 6 were shown
in the chordal setting in [33] and as the proofs in the radial setting are almost identical we omit
them.
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Lemma 5 (Chordal case: [33, Lemma 2.3]). Let (Kn)n ∈ KX be a sequence of X-hulls con-
verging to K ∈ KX in the Carathéodory topology and to K̃ ∈ C, with ∞ /∈ K̃ if X = C and
0 /∈ K̃ if X = R, in the Hausdorff topology. If X = R, then D \K coincides with the connected
component of D\K̃ containing 0. If X = C, then H\K coincides with the unbounded connected
component of H \ K̃.

Lemma 6 (Chordal case: [33, Lemma 2.4]). Let F be a Hausdorff-closed subset of KXT . If

w ∈ (LXT )−1(F ) \ (LXT )−1(F )

then LXT (w) has non-empty interior. Similarly, if O is a Hausdorff-open subset of KXT and
w ∈ (LXT )−1(O) \ ((LXT )−1(O))◦ then LXT (w) has non-empty interior.

Lemma 7. Let O ⊂ KXT (z0) be Hausdorff-open and F ⊂ KXT (z0) be Hausdorff-closed. Then

inf
w∈((LXT )−1(O))◦

IXρ,v0(w) = inf
w∈(LXT )−1(O)

IXρ,v0(w),

inf
w∈(LXT )−1(F )

IXρ,v0(w) = inf
w∈(LXT )−1(F )

IXρ,v0(w).

Proof. Any w ∈ (LXT )−1(F ) \ (LXT )−1(F ) (and similarly w ∈ (LXT )−1(O) \ (LXT )−1(O)◦) cor-
responds to an X-hull with non-empty interior K by Lemma 6. If w /∈ Wρ(CX0+,ρ) then

IXρ,v0(w) = ∞ by definition. If w /∈ Wρ(CX0+,ρ), then z0 /∈ KT and IXρ,v0(w) = IXρ,v0((Kt)t) = ∞
by the discussion in Section 3.

Lemma 8. IXρ,z0 : KXT → [0,∞] is a good rate function.

Proof. Fix M ∈ [0,∞). We wish to show that the sub-level set

EM := {K ∈ KXT : IXρ,z0(K) ≤M}

is compact. Note that all K ∈ EM are simple curves (this follows from the discussion in Section
3). Take a sequence (γn)n ⊂ EM . Let wn = (LXT )−1(γn) ∈ Wρ(CX0+,ρ) be the corresponding

driving functions, and note that IXρ,v0(wn) = IXρ,z0(γn). Since IXρ,v0 : C0([0, T ]) → [0,∞] is a

good rate function, there exists a subsequence (wnk) converging to some w ∈ Wρ(CX0+,ρ) with

IXρ,v0(w) ≤M . Therefore, K = LXT (w) must be a simple curve γ = K, with IXρ,z0(γ) = IXρ,v0(w).

Now, let Fk0 = {γnk}∞k=k0
, for k0 ∈ N, where the closure is taken in KXT w.r.t. the Hausdorff

topology. We now claim that γ ∈ Fk0 for all k0. Suppose the opposite. Then there exists k0 such

that w ∈ (LXT )−1(Fk0) \ (LXT )−1(Fk0). By Lemma 6, γ has non-empty interior, a contradiction.
Therefore, since γ ∈ Fk0 for all k0 ∈ N, there is a further subsequence (γnkl ) converging to
γ ∈ EM , as desired.

Proof of Proposition 6. Let γκ,ρ denote an X-SLEκ(ρ), and let O be a Hausdorff-open subset
of KXT . Then by Proposition 5 and Lemma 7 we have

lim inf
κ→0+

κ logP[γκ,ρT ∈ O] = lim inf
κ→0+

κ logP[Wρ(
√
κB|[0,T ]) ∈ (LXT )−1(O)]

≥ lim inf
κ→0+

κ logP[Wρ(
√
κB|[0,T ]) ∈ ((LXT )−1(O))◦]

≥ − inf
w∈(LXT )−1(O))◦

IXρ,v0(w)

= − inf
w∈(LXT )−1(O)

IXρ,v0(w)

= − inf
γ∈O

IXρ,z0(γ)

The closed sets and the case γκ,κ+ρ can be treated in the same way. This finishes the proof.
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4.3 LDP on infinite time curves

Let XC ⊂ CC and XR ⊂ CR denote the spaces of simple curves in H from 0 to∞ and in D from
1 to 0 respectively, endowed with the subspace topology. Let

DX =

{
H, X = C,

D, X = R,
aX =

{
0, X = C,

1, X = R,
bX =

{
∞, X = C,

0, X = R.

Throughout this section we fix ρ > −2, and z0 ∈ ∂DX \ {aX}. For r > 0, let

Cr = {z ∈ DX : dh({z}, {bX}) = r},

where dh is the (induced) Hausdorff distance (see Section 4.2). For a curve γ ∈ XX , let
τ̂r = inf{s : γ(s) ∈ Cr}. If κ < min(2(ρ + 2), 4) then the X-SLEκ(ρ) curve is simple and
approaches bX . The first follows from absolute continuity with respect to SLEκ up to T ∧ τ0+

for all T ≥ 0, and the second was shown in the chordal and radial settings in [26, Theorem 1.3]
and [30, Proposition 3.30] respectively. For κ < min(2(ρ + 2), 4), let Pκ,ρ be the X-SLEκ(ρ)
probability measure on XX .

The main ingredient needed to extend the large deviation principle from finite to infinite
time is the following lemma.

Lemma 9. Let R,M > 0. Then there exists an r > 0 such that

(a) inf{IXρ,z0(γ) : γ ∈ XX , γ[τ̂r,∞) ∩ CR 6= ∅} ≥M ,

(b) lim supκ→0+ κ logPκ,ρ[γ[τ̂r,∞) ∩ CR 6= ∅] ≤ −M,

(b’) lim supκ→0+ κ logPκ,κ+ρ[γ[τ̂r,∞) ∩ CR 6= ∅] ≤ −M.

Proof. In the case X = R this coincides exactly with the statement in Proposition 18. In
the case X = C, this is essentially the same statement as Proposition 17, only expressed in a
different metric.

Corollary 1. Let R̃,M > 0. Then there exists T > 0 such that

(a) inf{IXρ,z0(γ) : γ ∈ XX , dh(γT , γ) ≥ R̃} ≥M,

(b) lim supκ→0+ κ logPκ,ρ[dh(γT , γ) ≥ R̃] ≤ −M,

(b’) lim supκ→0+ κ logPκ,κ+ρ[dh(γT , γ) ≥ R̃] ≤ −M.

Proof. Let r be as in Lemma 9 with R = R̃/2. We claim that T = Tr is sufficient, where Tr
is a deterministic upper bound on τ̂r (such upper bounds exist both in the radial and chordal
setting). Suppose γ ∈ XX such that γ[τ̂r,∞] ∩ CR = ∅, then

dh(γT , γ) ≤ dh(γτ̂r , γ) < r +R < R̃.

We therefore conclude that

{γ ∈ XX : dh(γ, γT ) ⊂ R̃} ≤ {γ ∈ XX : γ[τ̂r,∞) ∩ CR 6= ∅}.

The result now follows from Lemma 9.

Theorem 4. The ρ-Loewner energy IXρ,z0 : XX → [0,∞] is a good rate function.

Proof. Let M ∈ [0,∞) and consider EM = {γ ∈ XX : IXρ,z0(γ) ≤ M}. Since CX is compact we

have that EM is compact if it is closed as a subset of CX .
Let (γn) ⊂ EM be a sequence converging to K ∈ CX , and let (wn) ⊂ C0([0,∞)) be the

sequence of corresponding driving functions. Since IXρ,v0 : C0([0, T ]) → [0,∞] is a good rate
function for all T > 0 (see Lemma 2) there is a subsequence (wnk) converging uniformly on
compact subsets of [0,∞) to some w ∈ C0([0,∞)). It follows that IXρ,v0(w|[0,T ]) ≤ M for all
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T ∈ (0,∞). Therefore, w encodes a simple curve γ with IXρ,z0(γ) ≤ M . Additionally, Corollary

9 shows that γ(T ) → bX as T → ∞. Hence γ ∈ EM ⊂ XX . Note that, the continuity of LT
on simple curves (recall Lemma 6) shows that γnkT → γT as n → ∞ for each fixed T > 0 (as
in the proof of Lemma 8). We now wish to show that γnk → γ, i.e., K = γ. If K 6= γ, then
ε := dh(K, γ) > 0. Fix T > 0 such that IXρ,z0(η) > M for all η ∈ XX with dh(ηT , η) ≥ ε/4

(such a T exists by Corollary 1). Next, fix k such that dh(γnk ,K) < ε/4 and dh(γnkT , γT ) < ε/4.
Then,

dh(K, γ) ≤ dh(K, γnk) + dh(γnk , γnkT ) + dh(γnkT , γT ) + dh(γT , γ) < ε,

a contradiction. Therefore, γnk → K = γ ∈ EM . We deduce that EM is closed.

Theorem 5. The X-SLEκ(ρ) and X-SLEκ(κ+ρ) processes satisfy the large deviation principle,
as κ → 0+, with respect to the Hausdorff topology, with good rate function IXρ,z0 . That is, for

any Hausdorff-open subset O ⊂ XX and Hausdorff-closed subset F ⊂ XX we have

lim inf
κ→0+

κ logPκ,ρ[γ ∈ O] ≥ − inf
γ∈O

IXρ,z0(γ), (33)

lim sup
κ→0+

κ logPκ,ρ[γ ∈ F ] ≤ − inf
γ∈F

IXρ,z0(γ) (34)

and the same holds when ρ is replaced by κ+ ρ.

Proof. For K ∈ CX and r > 0 we use Bh(K, r) ⊂ CX to denote the Hausdorff-open ball centered
at K and of radius r.

We start with the closed sets. Let F ⊂ XX be a Hausdorff-closed set and let F denote its
closure in CX . Note that F is compact. Moreover, denote

N = inf
γ∈F

IXρ,z0(γ) ∈ [0,∞].

If N = 0, then (34) is trivial, so we may assume that N > 0. Fix M ∈ (0, N). Since IXρ,z0 is a

good rate function on XX there exists, for every K ∈ F , an εK > 0 such that

γ ∈ Bh(K, 3εK) ∩ XX =⇒ IXρ,z0(γ) ≥M. (35)

Since {Bh(K, εK)}K∈F is an open cover of the compact set F we know that there is a finite

sub-cover {Bh(K1, ε1), ..., Bh(Kn, εn)}, where we write εj = εKj . We deduce that

lim sup
κ→0+

κ logPκ,ρ[γ ∈ F ] ≤ max{lim sup
κ→0+

κ logPκ,ρ[γ ∈ Bh(Kj , εj) ∩ XX ]}nj=1.

For every j = 1, ..., n, let Tj > 0 be chosen according to Corollary 1 with M and R̃ = εj . By
the triangle inequality we see that

γ ∈ Bh(Kj , εj) ∩ XX =⇒ γTj ∈ Bh(Kj , 2εj) ∩ KXTj or dh(γ, γTj ) ≥ εj .

Hence lim supκ→0+ κ logPκ,ρ[γ ∈ Bh(Kj , εj) ∩ XX ] is bounded above by the maximum of

lim sup
κ→0+

κ logPκ,ρ[γTj ∈ Bh(Kj , 2εj) ∩ KXTj ] ≤ − inf
γTj∈Bh(Kj ,2εj)∩KXTj

IXρ,z0(γTj ), (36)

lim sup
κ→0+

κ logPκ,ρ[dh(γ, γTj ) ≥ εj ] ≤ −M. (37)

The bound (36) follows from Proposition 6 and the fact that Bh(Kj , 2εj) ∩KXTj is a Hausdorff-

closed subset of KXTj . The bound (37) follows directly from Corollary 1. We now show that

inf
γTj∈Bh(Kj ,2εj)∩KXTj

IXρ,z0(γTj ) ≥M. (38)
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Take γTj ∈ Bh(Kj , 2εj)∩KXTj and denote its IXρ,z0-optimal continuation by γ̃. If dh(γTj , γ̃) ≥ εj ,
then the choice of Tj gives that IXρ,z0(γ̃) ≥ M . If instead dh(γTj , γ̃) < ε, then the triangle

inequality implies that dh(γ̃,Kj) < 3εj and the choice of εj then implies that IXρ,z0(γ̃) ≥ M .

Since IXρ,z0(γTj ) = IXρ,z0(γ̃), this shows (38) and we deduce that

lim sup
κ→0+

κ logPκ,ρ[γκ ∈ F ] ≤ −M.

Taking the limit M → N− we obtain (34).
We move on to the open sets. Let O be a Hausdorff-open subset of XX and now let

N = inf
γ∈O

IXρ,z0(γ).

If N = ∞, then (33) is trivial, so we may assume that N < ∞. Fix ε > 0. There exists
a γε ∈ O such that IXρ,z0(γε) ≤ N + ε. Moreover, there exists a δ = δ(ε) > 0 such that

Bh(γε, 2δ) ∩ XX ⊂ O. Let T be as in Corollary 1 with M = N + 2ε and R̃ = δ. Now, for
γ ∈ XX

γT ∈ Bh(γε, δ) ∩ KXT =⇒ γ ∈ Bh(γε, 2δ) or dh(γT , γ) ≥ δ,
by the triangle inequality. Therefore,

Pκ,ρ[γ ∈ Bh(γε, 2δ) ∩ XX ] ≥ Pκ,ρ[γT ∈ Bh(γε, δ) ∩ KXT ]− Pκ,ρ[dh(γ, γT ) ≥ δ].

Since Bh(γε, δ) ∩KXT is a Hausdorff-open subset of KXT , and since we must have dh(γε, γεT ) < δ
(by the choice of T ), Proposition 6 shows

lim inf
κ→0+

κ logPκ,ρ[γT ∈ Bh(γε, δ) ∩ KXT ] ≥ −IXρ,z0(γεT ) ≥ −(N + ε).

By Corollary 1
lim sup
κ→0+

κ logPκ,ρ[dh(γT , γ) ≥ δ] ≤ −(N + 2ε).

Combining the above we find,

lim inf
κ→0+

κ logPκ,ρ[γ ∈ O] ≥ −(N + ε),

and by taking the limit ε → 0+ we obtain (33). The same arguments hold when ρ is replaced
by κ+ ρ.

5 The minimizers – SLE0(ρ)

It is a direct consequence of the definition of the ρ-Loewner energy, that its unique minimizer
is the SLE0(ρ) curve. In this section, we will study these curves. As we will see in Section 5.2,
some of these curves have been studied extensively before, but not, to our knowledge, under the
name SLE0(ρ) [22, 23]. SLE0(ρ) curves have also appeared in [24], in the context of optimization
problems for the Loewner energy, and in [3], where multichordal SLE0 are described as SLE0(ρ).

We will see that in both the radial and chordal setting the SLE0(ρ) curves exhibit three
phases: a force point hitting phase, a boundary hitting phase, and a reference point hitting
phase. This is illustrated in Figure 1.

In Section 5.1 we will show that the interpretation of SLEκ(ρ), κ > 0, as generalized flow-
lines of the GFF (see, e.g., [26, 30]) has the expected deterministic analog when κ = 0: SLE0(ρ)
is a flow-line, in the classical sense, of the appropriate harmonic field. In [3, Section 4.4], a
similar statement was shown for multichordal SLE0, and in [42] the authors proved a finite
Loewner energy analog of the SLE-GFF flow-line coupling.

We proceed by studying chordal SLE0(ρ) with a boundary force point, and radial SLE0(ρ)
with a boundary force point (equivalent to chordal SLE0(ρ) with an interior force point) sep-
arately in Section 5.2 and Section 5.3. In Section 5.3 we also define and study a whole-plane
variant of SLE0(ρ) starting at ∞, with reference point 0 and force point ∞, when ρ ≤ −2.

24



5.1 Flow-line property

For z0 ∈ C, let Mz0 be the logarithmic Riemann surface centered at z0. By this we mean that
Mz0 = {(r, θ) : r > 0, θ ∈ R} endowed with the complex structure induced by πz0 : Mz0 → C,
(r, θ) 7→ z0 + reiθ. For convenience we use the notation z = z0 + reiθ for z = (r, θ) ∈ M0, so
that M0 is (locally) identified with C. The main point is that arg(· − z0) : Mz0 → R is (with
the identification above) a single valued function.

We say that a C1 curve η, parametrized by arc-length, is a flow line of a field h if

η′(t) = eih(η(t)).

Proposition 7. Let ηρ,z0 denote an SLE0(ρ) in H, starting at 0, with reference point ∞ and
force point z0 ∈ H \ {0}, re-parametrized by arc-length. If z0 ∈ R \ {0}, let hρ,z0 : H→ R be the
field defined by

hρ,z0(z) =

{
π(1 + ρ

2 )− arg(z)− ρ
2 arg(z − z0), z0 > 0,

π − arg(z)− ρ
2 arg(z − z0), z0 < 0,

where the branches of arg(z) and arg(z− z0) are chosen so that they take values in (0, π). Then
ηρ,z0 a flow-line of hρ,z0 .

If z0 = reiθ ∈ H, θ ∈ (0, π), let hρ,z0 : Hz0 → R, where Hz0 := π−1
z0 (H) ⊂ Mz0 , be the field

defined by
hρ,z0(z) = π − arg(z)− ρ

4 (arg(z − z0) + arg(z − z̄0)),

where the branches of arg(z) and arg(z− z0) are chosen so that they take values in (0, π). Then
the lift of ηρ,z0 by πz0 , starting at (r, θ + π), is a flow-line of hρ,z0 .

Proof. Let γρ,z0 denote ηρ,z0 parametrized by half-plane capacity. Since the driving function of
γρ,z0 satisfies

Ẇt = Re
ρ

Wt − zt
and the right-hand side is continuous in t, we have that γρ,z0 is C1 away from its end-points
[49]. Therefore, for any t < s

arg((γρ,z0)′(t)) = lim
w→gs(γρ,z0 (t)−)

arg((g−1
s )′(w)),

where gs is the mapping-out function of γρ,z0s . We have, for w0 ∈ H \ γρ,z0 ,

∂t log(wt −Wt) =
1

wt −Wt

(
2

wt −Wt
− Re

ρ

Wt − zt

)
, ∂t log g′t(w0) = − 2

(wt −Wt)2
,

∂t log(wt − zt) = − 2

(wt −Wt)(zt −Wt)
, ∂t log(wt − zt) = − 2

(wt −Wt)(zt −Wt)
,

where zt = gt(z0), wt = gt(w0), and Wt is the driving function of γρ,z0 . By combining this and
recalling that arg = Im log, we find

∂t(hρ,zt−Wt
(wt −Wt)− arg(g′t(w0))) = 0. (39)

In the case where z0 ∈ H we make sense of hρ,zt−Wt
(wt −Wt) by lifting gt to a conformal map

from Mz0 to Mzt . Since arg(g′0(w0)) = 0, we thus have,

g′t(w0) = hρ,zt−Wt
(wt −Wt)− hρ,z0(w0).

Therefore, if x0 ∈ R \ {0},

arg((γρ,z0)′(t)) = lim
ws→gs(γρ,z0 (t)−)

arg((g−1
s )′(ws))

= lim
ws→gs(γρ,z0 (t)−)

(hρ,z0(w0)− hρ,zs−Ws
(ws −Ws))

= hρ,z0(γρ,z0(t)),
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since hρ,z0 vanishes on R− if z0 > 0 and on (z0, 0) if z0 < 0. This shows that

(ηρ,z0)′(t) = eihρ,z0 (ηρ,z0 (t)),

so that ηρ,z0 is a flow-line of hρ,z0 . If z0 = reiθ ∈ H, let γ̃ρ,z0 denote the lift of γρ,z0 starting
at (r, θ + π). Then hρ,z0 vanishes along the lift of R− which has (r, θ + π) as an end-point. We
therefore deduce, in the same way as above, that

arg((γρ,z0)′(t)) = arg((γ̃ρ,z0)′(t)) = hρ,z0(γ̃ρ,z0(t)).

We deduce that the arc-length parametrization, η̃ρ,z0 , of γ̃ρ,z0 satisfies

(η̃ρ,z0)′(t) = eihρ,z0 (η̃ρ,z0 (t)),

and it is therefore a flow-line of hρ,z0 .

5.2 Chordal SLE0(ρ) with boundary force point

The chordal SLEκ(ρ) with a boundary force point exhibits the following (probabilistic) self-
similarity property: if one maps out an initial part of the curve and then rescales the picture so
that the image of the force point is mapped to its initial location one gets a new SLEκ(ρ) with
the same force point. When κ = 0 this self-similarity property becomes deterministic.

Deterministically self-similar Loewner curves have been studied before in [22] and [23]. In
[23] it was shown that the only curves γ ∈ C3 satisfying

γ = r(t)(gt(γt)−Wt),

for all t and some r(t) > 0, are curves driven by

(i) Wt = 0, which corresponds to γ = iR+ (as a set),

(ii) Wt = ct, where c 6= 0, which corresponds to a curve γ which approaches ∞ horizontally,

(iii) Wt = c
√
t+ τ − c

√
τ , where c 6= 0 and τ > 0, corresponding to a curve which approaches

∞ at a certain angle θ1(c) ∈ (0, π),

(iv) Wt = c
√
τ − c

√
τ − t, where |c| ≥ 4 and τ > 0, corresponding to a curve which hits the

real line at an angle θ2(c) ∈ [0, π), and

(v) Wt = c
√
τ − c

√
τ − t, where |c| ∈ (0, 4) and τ > 0, corresponding to a logarithmic spiral.

These driving functions were also considered in [17].

Proposition 8. The driving function of SLE0(ρ) with force point x0 > 0 is

W ρ,x0

t =

{
ρ
ρ+2x0 − ρ

ρ+2

√
x2

0 + 2(2 + ρ)t, ρ 6= −2,
2
x0
t, ρ = −2.

When x0 < 0 we have W ρ,x0

t = −W ρ,−x0

t .

Proof. Assume that x0 > 0. By definition, the driving function of SLE0(ρ) satisfies

dW ρ,x0

t =
ρ

W ρ,x0

t − xt
dt, W ρ,x0

0 = 0. (40)

This gives the separable equation

d(xt −W ρ,x0

t ) =
2 + ρ

xt −W ρ,x0

t

dt

which is solved by

xt −W ρ,x0

t =
√
x2

0 + 2(2 + ρ)t.

Plugging this into (40) and integrating yields the expression of the driving function. The case
when x0 < 0 follows by symmetry.
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Corollary 2. Fix x0 > 0 and let γρ,x0 be the SLE0(ρ) with force point x0. Then

(i) If ρ ∈ (−∞,−4], then γρ,x0(τ) = x0 and the (outer) hitting angle is απ = π 4+ρ
2+ρ . Moreover

the hitting time is τ = − x2
0

2(2+ρ) .

(ii) If ρ ∈ (−4,−2), then γρ,x0(τ) = − 2
ρ+2x0 > x0 and the (outer) hitting angle is απ = π 4+ρ

2 .

Moreover the hitting time is τ = − x2
0

2(2+ρ) .

(iii) If ρ = −2, then γρ,x0 approaches ∞ asymptotic to {x+ iπx0 : x ∈ R+}.
(iv) If ρ ∈ (−2,∞), then γρ,x0 approaches ∞ at an angle απ = π 2+ρ

4+ρ .

Proof. These statements all follow from [17] after an appropriate translation and scaling.

Remark 13. For ρ > −2 one can consider the situation where the force point is placed infinites-
imally close to the origin, at 0+ (or similarly 0−). From Proposition 8 we can see that the
driving function then becomes

W ρ,0+
t = −ρ

√
2t

ρ+ 2

which corresponds to a ray from 0 to ∞ with angle απ = π 2+ρ
4+ρ (see, e.g., [17]).

5.3 Radial SLE0(ρ) with boundary force point

The radial SLE0(ρ) curves are a bit harder to study. However, we can easily obtain their driving
functions.

Proposition 9. The driving function of radial SLE0(ρ) with force point at eiv0 , v0 ∈ (0, 2π), is

wρ,v0t =

{
− ρ
ρ+2

(
2 arccos

(
cos v02 e

− ρ+2
4 t
)
− v0

)
, ρ 6= −2,

t cot v02 , ρ = −2.
(41)

Proof. The driving function of SLE0(ρ) satisfies

dwρ,v0t =
ρ

2
cot

(
wρ,v0t − vt

2

)
dt (42)

so that vt − wρ,v0t satisfies the separable equation

d(vt − wρ,v0t ) =
ρ+ 2

2
cot

(
vt − wρ,v0t

2

)
dt,

solved by

vt − wρ,v0t = 2 arccos
(

cos v02 e
− ρ+2

4 t
)
.

Plugging this into (42) and integrating gives the expression for (41).

Proposition 10. For all ρ > −2 the radial SLE0(ρ) comes arbitrarily close to 0.

Proof. The expression for the radial driving function tells us that the SLE0(ρ) is not stopped
at a finite time for ρ > −2.

Remark 14. As a consequence of Corollary 4, which will be shown in Section 6.1, this means
that, for each ρ > −2, the SLE0(ρ) also approaches 0.

Now consider ρ = −2. The proof of Proposition 9 shows that vt−w−2,v0
t = v0, for all t. This

implies that the radial SLE0(−2), or equivalently, chordal SLE0(−4) is self-similar. Therefore
we can easily compute its chordal driving function.
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Proposition 11. The chordal SLE0(−4) with force point z0 ∈ H has driving function

W−4,z0
t = 2 cos θ0(|z0| −

√
|z0|2 − 4t).

Hence, the chordal SLE0(−4) is a logarithmic spiral approaching z0 (unless θ0 = π/2).

Proof. We saw that the driving function of the radial SLE0(−2), which we denote here by γR,
satisfies vt − w−2,v0

t = v0, for all t. This is equivalent to

ω(0, (γRt )+ ∪ a,D \ γRt ) = ω(0, a,D),

where a = {eiθ : θ ∈ [0, v0]} for all t. By conformal invariance of harmonic measure, this gives
for chordal SLE0(−4), denoted here by γC ,

ω(z0, (γ
C
t )+ ∪ [0,∞),H \ γCt ) = ω(z0, [0,∞),H),

for all t, which is equivalent to sin θt = sin θ0 for all t. We have, from the definition of the
chordal SLE0(−4) and the chordal Loewner equation, that

Ẇ−4,z0
t = −4

W−4,z0
t − xt

|W−4,z0
t − zt|2

, ẋt = 2
xt −W−4,z0

t

|W−4,z0
t − zt|2

.

Using sin θt = sin θ0 we find

Ẇ−4,z0
t = 4

cos θ0

|W−4,z0
t − zt|

, ∂t log |W−4,z0
t − zt| = −

2

|W−4,z0
t − zt|2

,

so that
|W−4,z0

t − zt| =
√
|z0|2 − 4t, W−4,z0

t = 2 cos θ0(|z0| −
√
|z0|2 − 4t).

In [17], it was shown that the curve driven by Wt = 2
√
k(1− t), k ∈ (0, 4), is a logarithmic

spiral approaching
√
k +
√
k − 4. After an appropriate translation, scaling, and reflection, this

shows that the SLE0(ρ) curve is a logarithmic spiral approaching z0.

In order to understand radial SLE0(ρ) with ρ < −2 we note that the expression (41) for

wρ,v0t can be extended to the interval (−∞, T ) where T ∈ R ∪ {∞} such that ±e
ρ+2
4 T = cos v02

(where the sign depends on whether v0 ∈ (0, π) or v0 ∈ (π, 2π)). That is,

wρ,v0t (t) = − 2ρ

ρ+ 2
arccos

(
± e

ρ+2
4 (T−t)

)
+ C =

2ρ

ρ+ 2
arcsin

(
± e

ρ+2
4 (T−t)

)
+ C̃, t ∈ (−∞, T )

where C, and C̃ are constants. (This can also be done for ρ = −2. See Remark 16.) With this
in mind, it is natural to make the following definition.

Definition 9. Fix ρ ∈ (−∞,−2). The whole-plane SLE0(ρ), started at ∞ in the direction eiθ,
of conformal radius eT ∈ (−∞,∞), positive orientation, and with reference point 0 and force
point ∞, is the whole-plane Loewner chain with driving function eiwt where

wt =
2ρ

ρ+ 2
arcsin(e

ρ+2
4 (T−t)) + θ, t ∈ (−∞, T ).

Similarly, the same object but with negative orientation is defined as the whole-plane Loewner
chain with driving function

wt = − 2ρ

ρ+ 2
arcsin(e

ρ+2
4 (T−t)) + θ, t ∈ (−∞, T ).

Remark 15. This definition is natural since it has the “deterministic domain Markov property”
that we expect from a whole-plane SLE0(ρ), that is, upon mapping out the initial part of the
curve, we get a radial SLE0(ρ) with force point at the image of∞. It follows from this property
that the whole-plane SLE0(ρ) is a simple curve on (−∞, T ) since we know that the radial
SLE0(ρ) is a simple curve (since it has finite chordal Loewner energy for all times strictly before
the force point is swallowed).
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Proposition 12. Fix ρ ∈ (−∞,−2). Let η denote an arc-length parametrization of the whole-
plane SLE0(ρ) starting at∞ in the direction 1, of any conformal radius, positive orientation, and
with reference point 0 and force point ∞. Then ηρ,z0 has a lift η̃ to M0, such that arg(η̃(t))→ 0
as t→ −∞. The curve η̃(t) is a flow-line of h(z) = 6+ρ

4 arg(z) + π. This further implies that η

is the image of {x + iy0 : x ∈ (x0,∞)}, for some y0 > 0 and x0 ∈ [−∞,∞), under z 7→ z−
4

2+ρ

where the branch is chosen so that arg((x+ iy0)−
4
ρ+2 )→ 0 as x→ +∞.

Proof. Let γ denote η parametrized by conformal radius. Let gt : C \ γt → D with gt(0) = 0,
g′t(0) = et, be its family of mapping-out functions. From the theory of whole-plane Loewner
evolution, we have that gt(z)e

−t → z as t→ −∞ uniformly on compacts.
There is a unique continuous function t 7→ vt ∈ R, such that, for every t ∈ (−∞, 0) we have

that gt(γ[t,T )) is a radial SLE0(ρ) from eiwt , with reference point 0 and force point eivt , and
vt → π as t→ −∞. Once we show that γ is “well behaved” in the limit t→ −∞ we will be able
to say that eivt = gt(∞), but for now, we will simply treat vt as a continuous function with the
given properties. For t ∈ (−∞, T ), let ϕt : D → H be the conformal map with ϕt(e

ivt) = ∞,
ϕt(e

iwt) = 0, and |ϕ′t(0)| = 1. A computation gives

ϕt(z) = −ei(vt−wt)/2 z − e
iwt

z − eivt
.

Denote by zt = ϕ(0) = −e−i(vt−wt)/2. Further, let ψt(z) = i(z− zt)e−t, so that ψt maps H onto
{x+ iy : x < e−t sin((vt − wt)/2), y ∈ R}.

Let ρ̃ = −6− ρ. For every t ∈ (−∞, T ) we know that a lift of γ(t,T ) to M0, which we denote
by γ̃(t,T ), reparametrized by arc-length, is a flow-line of the field

ht(z) = hzt,ρ̃(ϕt ◦ gt(z)))− arg((ϕt ◦ gt)′(z))

defined on π−1
0 (C \ γt), where hzt,ρ̃ is as defined in Proposition 7. Here, as in the proof of

Proposition 7, we make sense of ht(z) by considering a lift of ϕt ◦ gt, mapping π−1
0 (C \ γt) onto

π−1
zt (H). Moreover, from (39), we obtain that ht and hs coincide on the intersection of their

domains. We thus obtain a field h defined on all of M0 coinciding with ht for each t ∈ (−∞, T )
wherever the latter is defined. We now show that h(z) = − ρ̃4 arg(z) + π. We have

h(z) = hzt,ρ̃(ϕt ◦ gt(z))− arg((ϕt ◦ gt)′(z)
= lim
t→−∞

(hzt,ρ̃(ϕt ◦ gt(z))− arg((ϕt ◦ gt)′(z)))

= lim
t→−∞

(ĥt(Ht(z))− arg(H ′t(z))),

(43)

where ĥt(z) = hzt,ρ̃(ψ
−1(z))− arg((ψ−1)′(z)) and Ht(z) = ψt ◦ ϕt ◦ gt. Using that gt(z)e

t → z
uniformly on compacts as t→ −∞ we find that Ht(z)→ 2z uniformly on compacts as t→ −∞.
Moreover,

ĥt(z) =
3π

2
− arg(zt − ietz)−

ρ̃

4
(arg(−izet) + arg(2iImzt − izet)),

where the first and second arg-terms take values in (0, π). Since Ht(z)e
t → 0 and zt → i as

t→ −∞,

lim
t→−∞

arg(2iImzt − iHt(γ(s))et) =
π

2
,

lim
t→−∞

arg(zt − ietHt(z)) =
π

2
,

lim
t→−∞

arg(H ′t(z)) = 0,

lim
t→−∞

arg(−iHt(z)e
t) = arg(z)− π

2
.

29



Hence h(z) = − ρ̃4 arg(z) + π.

To show the second part of the statement, consider (η̃)1+ ρ̃
4 . Then η̃′(t) = eih(η̃(t)) and the

chain rule yields

arg(((η̃(s))1+ ρ̃
4 )′) = π.

Therefore, (η̃)1+ ρ̃
4 is (as a set) contained in a horizontal line on M0. Thus, η is the image of

{x+ iy0 : x ∈ (x0,∞)}, for some y0 ∈ R and x0 ∈ [−∞,∞), under some branch of z 7→ z−
4

2+ρ .
Since γ starts in the direction 1, meaning that wt → 0 as t→ −∞, the branch must be chosen
so that

arg((x+ iy0)−
4

2+ρ )→ 0, as x→ +∞.

Moreover, if ρ ∈ (−∞,−4], then x0 = −∞, that is, γ is a simple curve both starting and ending
at ∞. If ρ ∈ (−4,−2), then x0 > −∞, that is, γ is a curve starting at ∞ and ending at a
self-intersection. Additionally, since γ has positive orientation, the harmonic measure of the
right side of the curve (vt − wt)/(2π) ∈ (0, 1/2) for all t. Hence, we must have y0 > 0.

Remark 16. Since the driving function of SLE0(−2) is linear, one can similarly define whole-
plane SLE0(−2) to be a whole-plane Loewner chain with driving function

wt = t cot
v0

2
+ θ, t ∈ R

for some v0 ∈ (0, 2π) and θ ∈ [0, 2π). With Proposition 12 in mind one can guess that whole-
plane SLE0(−2) should be a flow-line of h(z) = arg(z) + C for some C (if we set C = π the
flow-lines will be rays from ∞ to 0, which is clearly not what we want). Indeed, one can quite
easily see, using Proposition 11 and [22, Proposition 3.3 and Figure 3], that this is in fact the
case. Using the explicit computations of [22, 17] one finds that C = 3π

2 −
v0
2 ∈ (π2 ,

3π
2 ). (Note

that C = π/2 produces concentric circular flow-lines which are counter clockwise oriented, circles
centered at 0, and that C = 3π/2 produces circles of the opposite orientation.)

Corollary 3. Suppose v0 ∈ (0, π)∪ (π, 2π). Let γ : (0, T )→ D be the radial SLE0(ρ) starting at
0, with reference point 0 and force point eiv0 . Then γ is a simple curve and can be continuously
extended to T . If ρ ∈ (−4,−2), then γ(T−) ∈ γ(0,T ) ∪ ∂D \ {eiv0} such that D \ γ separates

eiv0 from 0. Moreover, the component of D \ γ containing 0 has interior angle π 4+ρ
2 at γ(T−)

(unless γ(T−) = 1, in which case the interior angle is π 4+ρ
4 ). If ρ ≤ −4, then γ(T−) = eiv0

and the component of D \ γ containing 0 has an interior angle π ρ+4
ρ+2 at eiv0 .

Proof. The topological properties of γ follow directly from Proposition 12 and Remark 15. When
ρ ≤ −4, the size of the intersection angle also follows easily from Proposition 12 since the whole-
plane SLE0(ρ) forms an angle 2π ρ+4

ρ+2 at∞. For ρ ∈ (−4,−2), we can find the intersection angle
by using Proposition 7 in the following way. By changing coordinates we may instead consider γ̂,
a chordal SLE0(−6− ρ) in H with force point z0. Suppose arg(z0) ∈ (0, π/2). Then γ̂ separates
z0 from ∞ by winding around z0 clockwise. We may assume that γ̂ ends upon hitting R+ (for
otherwise we may achieve this by mapping out a portion of γ̂). Now observe that h−ρ−6,z0 takes
the value −π ρ+4

2 at the endpoint of the lift of γ̂ starting at (r, θ+π). From this we deduce that
the intersection angle is as claimed.

6 Finite energy curves and Dirichlet energy formulas

This section is devoted to studying curves of finite ρ-Loewner energy when the force point is on
the boundary and ρ > −2 as well as proving Theorems 2 and 3.

In Section 6.1 we study fully grown curves γ ⊂ D starting at 1, with respect to the reference
point 0 and force point z0 ∈ ∂D \ {1} (we will make precise what this means). We prove that
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IRρ,z0(γ) <∞, ρ > −2, if and only if γ approaches 0 (that is, ends at 0) and I(D;1,eiv0 )(γ) <∞.
Therefore, for a fully grown curve γ and ρ1, ρ2 > −2, we have

IRρ1,z0(γ) <∞ ⇐⇒ IRρ2,z0(γ) <∞.

In Section 6.2, study fully grown curves γ ⊂ H starting at 0, with respect to the reference point
∞ and force point x0 > 0. We show that ICρ,x0

(γ) <∞ only if γ is transient and approaches ∞
at an angle απ = ρ+2

ρ+4π (in the sense of Proposition 16). Therefore, for a fully grown curve γ
and ρ1, ρ2 > −2, with ρ1 6= ρ2, we have

ICρ1,x0
(γ) <∞ =⇒ ICρ2,x0

(γ) =∞.

Theorems 2 and 3 are proved in Sections 6.1 and 6.2 respectively.

6.1 Radial setting

In order to benefit from the previous knowledge about the chordal Loewner energy (e.g., the
bound (15) and the Dirichlet energy formula (7)) we change coordinates and instead consider
the chordal setting with an interior force point and ρ < −4. All of our findings can be translated
back to the radial setting using an appropriate conformal map. Throughout this section we fix
z0 = x0 + iy0 ∈ H. Let XCz0 be the class of simple curves γ : (0, T )→ H \ {z0}, with γ(0+) = 0,
which are maximal in the sense that T = τ0+ = limε→0+ τε where τε = inf{t ∈ (0, T ) : |Wt−zt| ≤
ε}. Note that this allows for T = ∞. We call γ ∈ XCz0 a fully grown curve with respect to ∞
and z0.

The following proposition gives upper and lower bounds of the ρ-Loewner energy in terms
of the first two terms of the right-hand side of (18).

Proposition 13. Suppose ρ < −4 and suppose γ : (0, T ] → H \ {z0} is a simple curve with
γ(0) = 0. Then

ICρ,z0(γ) ≤ max(1,− 4+ρ
4 )

(
max(1,− 4+ρ

4 )IC(γ) + ρ log
sin θT
sin θ0

)
,

ICρ,z0(γ) ≥ min(1,− 4+ρ
4 )

(
min(1,− 4+ρ

4 )IC(γ) + ρ log
sin θT
sin θ0

)
.

Proof. We estimate |g′t(z0)| in terms of the chordal Loewner energy as in [13]. That is, we have

∂t log |g′t(z0)|yt = −4
(Wt − xt)2

|Wt − zt|4
= 2∂t log sin θt + 4

(Wt − xt)2

|Wt − zt|4
+ 2Ẇt

Wt − xt
|Wt − zt|2

≥ 2∂t log sin θt −
1

4
Ẇ 2
t ,

where the equalities follow from the chordal Loewner equation. This shows

2 log
sin θT
sin θ0

− 1

2
IC(γ) ≤ log

|g′T (z0)|yt
y0

≤ 0.

Plugging this into (18) one obtains the desired bounds.

Corollary 4. Let γ ∈ XCz0 and let ρ < −4. Then,

(a) If IC(γ) =∞, then ICρ,z0(γ) =∞.

(b) If γ is unbounded, then ICρ,z0(γ) =∞.

Proof. Note that min(1,− 4+ρ
4 ) > 0 and recall that ICρ,z0(γt) is increasing in t. Statement (a)

holds since ρ log sin θt is non-negative. Thus, if IC(γt) diverges, then ICρ,z0(γt) must also do
so. Consider statement (b). We claim that if γ is unbounded, then for every ε > 0 there is a
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t ∈ (0, T ) such that sin θt < ε. If so, then (b) follows, since IC(γt) is non-negative. We now
prove the claim. Observe that

θt
π

= ω(zt, (−∞,Wt],H) = ω(z0,R− ∪ γ−t ,H \ γt),

π − θt
π

= ω(zt, [Wt,∞),H) = ω(z0,R+ ∪ γ+
t ,H \ γt).

For R > |z0|, let TR = inf{t : |γ(t) − x0| ≥ R} and DR = {z ∈ H : |z − x0| < R}. Note that
DR \ γTR consists of two components, D−R to the left of γ and D+

R to the right of γ. Suppose
z0 ∈ D+

R . Then, by monotonicity of harmonic measure

ω(z0,R− ∪ γ−t ,H \ γt) ≤ ω(z0, ∂DR ∩H, D+
R) ≤ ω(z0, ∂DR ∩H, DR).

By symmetry, we have ω(z0,R+ ∪ γ+
t ,H \ γt) ≤ ω(z0, ∂DR ∩H, DR) if z0 ∈ D−R . Since

ω(z0, ∂DR ∩H, DR)→ 0 as R→∞

(this can be seen by an explicit computation) it follows that sin θTR → 0 as R→∞.

Suppose γ ∈ XCz0 has finite ρ-Loewner energy. Then T < ∞ since T = ∞ implies that γ is
unbounded. We can conclude that γ ∈ XCz0 can have finite ρ-Loewner energy only if T < ∞
and γ can be continuously extended by γ(T ) = z0: we can assume that the driving function W
can be continuously extended to T , for otherwise IC(γ) =∞ which implies ICρ,z0(γ) =∞. This
also means that γ can be extended continuously to T and must be simple on [0, T ] (otherwise
it could not have finite chordal Loewner energy). By the definition of T = τ0+ and Loewner’s
theorem, we must have γ(T ) = z0.

Proposition 14. Fix ρ < −4. Let γ : (0, T )→ H \ {z0} be a simple curve with γ(0+) = 0 and
with γ(T−) = z0. Then ICρ,z0(γ) is finite if and only if IC(γ) is finite. Moreover, if they are
finite then sin θt → 0 as t→ T−.

Proof. From Corollary 4 we already have that IC(γ) is finite if ICρ,z0(γ) is finite. To show the

other direction, assume IC(γ) is finite. Note that gt(γ[t,T ])−Wt is a curve from 0 to zt−Wt, with
arg(zt −Wt) = θt. Therefore, (15) implies IC(gt(γ[t,T ]) −Wt) ≥ −8 log sin θt. The assumption
IC(γ) <∞ gives

IC(gt(γ[t,T ])−Wt) =
1

2

∫ T

t

Ẇ 2
t dt→ 0 as t→ T − .

It follows that − log sin θt → 0 as t → T− and by Proposition 13, it follows that ICρ,z0(γ) is
finite.

Remark 17. The statement that IC(γ) <∞ implies that sin θt → 0 also appears in [24, Lemma
3.2].

Corollary 5. Let γ be a simple curve from 1 to 0 in D. Then

1

4
I(D;1,−1)(γ) ≤ IR(γ) ≤ I(D;1,−1)(γ).

Proof. The corollary follows by changing coordinates to H, applying Proposition 13 with ρ = −6,
and θ0 = π/2, and finally applying Proposition 14.

6.1.1 Proof of Theorem 2

Recall that Σ = C \ R+. Fix z0 ∈ H and ρ > −4. Let γ : (0, T ) → H \ {z0} be a simple curve
with γ(0+) = 0, γ(T−) = z0. Let γ̃(t) = (γ(t))2 and for each t ∈ [0, T ], and let ht : Σ \ γ̃t → Σ
defined by ht(z) = (gt(

√
z)−Wt)

2. It follows from Proposition 14 and (7) that

I
(Σ;0,z20)
−ρ−6,∞(γ̃) <∞ ⇐⇒ I(Σ;0,∞)(γ̃) <∞ ⇐⇒ D(h) <∞.
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ht ht,T

w0,δ

w0,0 = z20

wt,δ wt,0 wT,0 = 0
wT,δ = − δ

Σ∖γ̃ Σ∖γ̃t,T Σ

Figure 3: This figure illustrates the set-up for the proof of Lemma 10.

We now aim to show (9). Assume, that ICρ,z0(γ) <∞. Using the chain rule we obtain

|g′t(z0)|yt
y0

=
|h′t(z2

0)| sin θt
sin θ0

,

so that (18) yields

ICρ,z0(γ) = lim
t→T−

(
IC(γt)−

ρ2

8
log

sin θt
sin θ0

− ρ(8 + ρ)

8
log |h′t(z2

0)|
)
. (44)

Proposition 14 gives IC(γ) < ∞ and limt→T− log sin θt = 0. Thus limt→T− log |h′t(z2
0)| must

also exist and

ICρ,z0(γ) = IC(γ) +
ρ2

8
log sin θ0 −

ρ(8 + ρ)

8
lim
t→T−

log |h′t(z2
0)|

We define for 0 ≤ s ≤ t ≤ T , hs,t := ht ◦ h−1
s , and wt = (zt −Wt)

2 = ht(z
2
0).

Lemma 10. For a curve γ as above, we have that limδ→0+ |(h−1
T )′(−δ)| exists and

lim
δ→0+

|(h−1
T )′(−δ)| = lim

t→T−
|(h−1

t )′(wt)|. (45)

where wt = (zt −Wt)
2.

Proof. For every t ∈ [0, T ], δ ≥ 0, let wt,δ = h−1
t,T (−δ), gt,T = gT ◦g−1

t , and zt,δ = g−1
t,T (i
√
δ+WT )

(see Figure 3). By the same estimate as in the proof of Proposition 13 we have(
sinπ/2

sin arg(zt,δ −Wt)

)2

e−
1
2 I
C(γt,T ) ≤ |g′t,T (zt,δ)|

√
δ

Imzt,δ
≤ 1, ∀t ∈ [0, T ], δ > 0.

Therefore,

e−
1
2 I
C(γt,T ) ≤ |h′t,T (wt,δ)| ≤ 1, ∀t ∈ [0, T ], δ > 0,

and hence, e−
1
2 I
C(γt0,T ) ≤ |h′t,T (wt,δ)| ≤ 1, for all t ∈ (t0, T ) and δ > 0. By the chain rule

|h′T (w0,δ)| = |h′t(w0,δ)||h′t,T (wt,δ)|, and thus

e−
1
2 I
C(γt0,T )|h′t(w0,δ)| ≤ |h′T (w0,δ)| ≤ |h′t(w0,δ)|,

for all t ∈ (t0, T ) and δ > 0. Taking the limit δ → 0+ we obtain

e−
1
2 I
C(γt0,T )|h′t(z2

0)| ≤ lim inf
δ→0+

|h′T (w0,δ)| ≤ lim sup
δ→0+

|h′T (w0,δ)| ≤ |h′t(z2
0)|,

since for each t < T , z2
0 ∈ Σ\ γ̃t so that h′t is continuous at z2

0 . Taking the limit t→ T− followed
by t0 → T− yields

lim
t→T−

|h′t(z2
0)| ≤ lim inf

δ→0+
|h′T (w0,δ)| ≤ lim sup

δ→0+
|h′T (w0,δ)| ≤ lim

t→T−
|h′t(z2

0)|.

Recall from the discussion above that the limit on the left- (and right-)hand side exists. This
completes the proof.
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Let η(s) := h−1
T (−s), s ∈ [0,∞), be the hyperbolic geodesic from z2

0 to ∞ in Σ \ γ̃. Since

I(Σ;0,∞)(γ̃ ∪ η) = IC(γ) <∞,

γ̃ ∪ η is asymptotically smooth (see [46, Theorem 2.18]). In particular, this implies that

lims→0
|η(s)−z20 |
`(ηs)

= 1, where `(ηs) denotes the length of ηs, and as a consequence

|(h−1
T )′(0)|R− := lim

δ→0+

|h−1
T (−δ)− h−1

T (0)|
δ

= lim
δ→0+

|η(δ)− z2
0 |

δ
= lim
δ→0+

`(ηδ)

δ

= lim
δ→0+

1

δ

∫ δ

0

|(h−1
T )′(−s)|ds = lim

δ→0+
|(h−1

T )′(−δ)|,

so |(h−1
T )′(0)|R− as well as |h′T (z2

0)|η := limδ→0+ |hT (η(δ))|/|η(δ) − η(0)| exist and we finally
deduce

I
(Σ;0,∞)

ρ,z20
(γ̃) = ICρ,z0(γ) = IC(γ) +

ρ2

8
log sin θ0 −

ρ(8 + ρ)

8
log |h′T (z2

0)|η. (46)

In particular this means that, if γ̃0 denotes the SLE0(ρ) in Σ from 0, with reference point ∞
and force point z2

0 , then

I(Σ;0,∞)
ρ,z0 (γ̃) = I(Σ;0,∞)(γ̃)− I(Σ,0,∞)(γ̃0)− ρ(8 + ρ)

8
log |H ′(z2

0)|η,

where H : Σ \ γ̃ → Σ \ γ̃0 is the conformal map with H(z2
0) = z2

0 , H(∞) =∞ and |H ′(∞)| = 1.
Using (7) and recalling that

I
(Σ;0,z20)
−6−ρ,∞(γ̃) = I

(Σ;0,∞)

ρ,z20
(γ̃)

we obtain (9). This finishes the proof of Theorem 2.

6.2 Chordal setting

Throughout this section ρ > −2 and the force point x0 > 0. Since ICρ,x0
(γ) = ICρ,−x0

(−γ) where
−γ denotes the reflection of γ in the imaginary axis, the assumption on x0 can be imposed
without loss of generality. Consider the class XCx0

, of simple curves γ : (0, T ) → H, with
γ(0+) = 0, and maximal in the sense that T = τ0+ := limε→0+ τε where τε = inf{t ∈ (0, T ) :
|Wt − xt| ≤ ε}. We call γ ∈ XCx0

a fully grown curve with respect to x0 and ∞.
We have the following analog of Proposition 13. As the proof is very similar we omit it.

Proposition 15. Suppose ρ ∈ (−2,∞) and suppose γ : (0, T ] → H is a simple curve with
γ(0) = 0. Then

ICρ,x0
(γ) ≤ max(ρ+2

2 , 1)

(
max(ρ+2

2 , 1)IC(γ) + |ρ| log
|Wt − xt|
|x0|

)
,

ICρ,x0
(γ) ≥ min(ρ+2

2 , 1)

(
min(ρ+2

2 , 1)IC(γ)− |ρ| log
|Wt − xt|
|x0|

)
.

This immediately shows that τ0+ < ∞ implies that ICρ,z0(γ) = ∞. So, if ICρ,z0(γ) < ∞ for a

γ ∈ XCx0
, then γ is unbounded. We saw in Corollary 2 that the SLE0(ρ) curve approaches ∞

with an angle απ where α = α(ρ) = 2+ρ
4+ρ . For the remainder of this section α refers to α(ρ).

Proposition 16. Fix ρ > −2 and x0 > 0. Let γ ∈ XCx0
and suppose that ICρ,x0

(γ) < ∞. Then
for each 0 < α− < α(ρ) < α+ < 1 there is an R > 0 such that γ \B(0, R) ⊂ C(α−, α+) where

C(α−, α+) = {reiθ : r > 0, θ ∈ (α−π, α+π)}.

Remark 18. As a consequence of Proposition 17, curves of finite ρ-Loewner energy are continuous
at the end point. This means that we may strengthen the above: for each γ, α−, and α+ as
above there exists a T > 0 such that γ[T,∞) ⊂ C(α−, α+).
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Lemma 11. Fix ρ > −2 and x0 > 0, and let y0 = −2x0

2+ρ . Suppose γ : (0, T ]→ H driven by Wt

and define rt := Wt−yt
xt−yt ∈ (0, 1) where xt = gt(x0) and yt = gt(y0). Then,

ICρ,x0
(γ) ≥ −(2 + ρ) log

1− rT
1− r0

− 2 log
rT
r0
, (47)

where the right hand side is positive whenever rT 6= r0 = 1− α.

Remark 19. The role of the point y0 in Lemma 11 might seem artificial, but by viewing γ as the
(mapped out) continuation of an SLE0(ρ) with force point at 0+ we see that is is quite natural:
Recall from Remark 13 that {reiπα : r ∈ [0, R]} is an initial part of the SLE0(ρ) with force point
at 0+. There exists, for each x0 > 0 a unique R > 0 such that there is a (unique) conformal
map

ϕx0
: H \ {reiπα : r ∈ [0, R]} → H

satisfying ϕx0
(Reiπα) = 0, ϕx0

(∞) = ∞, ϕ′x0
(∞) = 1, and ϕx0

(0+) = x0. Then ϕx0
(0−) = y0

(this can be checked by an explicit computation).

Remark 20. With Remark 19 in mind, Lemma 11 is reminiscent of [24, Theorem 4.4] where
Mesikepp answers the question: For X,Y > 0 fixed, what is the minimal chordal Loewner
energy required for a curve to have gT (0+) −WT = X, WT − gT (0−) = Y ? Mesikepp also
finds that the optimal energy is attained for a unique curve corresponding to an SLE0(−4,−4)
with force points at (0−, 0+). To fully see the analogy with the Lemma above we would have
to define, in the natural way, the ρ-Loewner energy when the force point x0 = 0+. If one does
this, the above gives a lower bound on the minimal ρ-Loewner energy, with respect to x0 = 0+,
required to obtain gT (0+) −WT = X, Wt − gT (0−) = Y . If one works a little more (e.g., by
following the proof of [24, Theorem 4.4(i)]), one finds that the bound above is optimal and that
the unique curve of optimal energy is an SLE0(−4,−4− ρ), again with force points (0−, 0+).

Proof. We may suppose that Wt is absolutely continuous, for otherwise (47) is trivial. We may
also assume that T = inf{t ∈ [0, T ] : rt = rT }. Let Xt = xt −Wt, Yt = Wt − yt, and note that
they, as well as rt, are absolutely continuous with

Ẋt =
2

Xt
− Ẇt, Ẏt =

2

Yt
+ Ẇt, ṙt =

Ẇt + 2
Yt
− 2

Xt

Xt + Yt
, a.e.

Assume rT > r0. In this case, we may assume that rt ≥ r0 for all t ∈ [0, T ]. Let

E = {t ∈ [0, T ] : rt = sup
s<t

rs}.

Note that ṙt ≥ 0 a.e. on E, that E is closed, and that 0, T ∈ E. Therefore, [0, T ] \ E consists
of countably many disjoint open intervals In = (αn, βn) for which rαn = rβn . We have

ICρ,x0
(γ) ≥ 1

2

∫
E

(
Ẇt +

ρ

Xt

)2

1{ṙt>0}dt =
1

2

∫
E

(Ẇt + ρ
Xt

)2

ṙt
ṙt1{ṙt>0}dt.

Under the assumption ṙt > 0 (and rt > r0), a computation shows that,

(Ẇt + ρ
Xt

)2

ṙt
≥ 4

(
2 + ρ

1− rt
− 2

rt

)
where equality is attained when Ẇt + ρ

Xt
= 2( 2+ρ

Xt
− 2

Yt
). Define f(t) = −2(2 + ρ) log(1− rt)−

4 log rt and observe that f is absolutely continuous with f ′(t) = (2 2+ρ
1−rt −

4
rt

)ṙt a.e. Thus,

ICρ,x0
(γ) ≥

∫
E

f ′(t)dt =

∫ T

0

f ′(t)dt

since f(βn)−f(αn) =
∫
In
f ′(t) = 0 and rβn = rαn for all n. This shows (47) in the case rT > r0.

The case rT < r0 is shown in the same way by replacing rt with 1− rt.
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C(α−, α+)

γ̃T

ℍ
sα−,|γ̃(T)|sα,R

Figure 4: Illustration of the set-up in Lemma 12.

Lemma 12. Let R > 0 and ϕx0
be as in Remark 19. For each 0 < α− < α < α+ < 1 there is

an M > 0, such that for any unbounded simple curve γ in H starting at 0

ϕ−1
x0

(γ) 6⊂ C(α−, α+) =⇒ ICρ,z0(γ) ≥M.

Proof. For β ∈ (0, 1) and R̃ > 0 and let sβ,R̃ = {reiπβ : r ∈ [0, R̃]}. Then

ω∞(s−
β,R̃

,H \ sβ,R̃)

ω∞(sβ,R̃,H \ sβ,R̃)
= 1− β. (48)

This is easily checked using an (inverse) Schwarz-Christoffel map to map out the slit. Suppose
γ is an unbounded simple curve in H staring at 0 and denote γ̃ := ϕ−1

x0
(γ). Suppose further

that γ̃ 6⊂ C(α−, α+) and let T = inf{t : γ̃(t) /∈ C(α−, α+)}. Assume that arg(γ̃(T )) = πα−. We
claim that this implies, in the notation of Lemma 11, that γ has rT ≥ 1 − α−. To prove this
claim, it suffices to show that 1

rT
− 1 ≤ α−

1−α− . First note that conformal covariance of ω∞ gives

1

rT
− 1 =

xT −WT

WT − yT
=
ω∞(ϕ−1

x0
([WT , xT ]), ϕ−1

x0
(H))

ω∞(ϕ−1
x0 ([yt,WT ]), ϕ−1

x0 (H))
=
ω∞(s+

α,R ∪ γ̃
+
T ,H \ (sα,R ∪ γ̃T ))

ω∞(s−α,R ∪ γ̃
−
T ,H \ (sα,R ∪ γ̃T ))

. (49)

Observe that sα,R ∪ γ̃T ∪ sα−,γ̃(T ) is a Jordan curve, see Figure 4. Monotonicity of harmonic
measure then implies

ω∞(s+
α,R ∪ γ̃

+
T ,H \ (sα,R ∪ γ̃T )) ≤ ω∞(s+

α−,γ̃(T ),H \ sα−,γ̃(T )),

ω∞(s−α,R ∪ γ̃
−
T ,H \ (sα,R ∪ γ̃T )) ≥ ω∞(s−α−,γ̃(T ),H \ sα−,γ̃(T )).

Inserting this into (49) and using (48) yields 1
rT
− 1 ≤ α−

1−α− as desired. By a similar argument,

one finds that arg(γ̃(T )) = πα+ implies rT ≤ 1 − α+. Applying Lemma 11 shows the desired
implication with

M = min
{
− (2 + ρ) log

α−
α
− 2 log

1− α−
1− α

,−(2 + ρ) log
α+

α
− 2 log

1− α+

1− α

}
> 0.

Proof of Proposition 16. Suppose γ ∈ XCx0
and that ICρ,x0

(γ) <∞. Suppose also, for contradic-
tion, that there exists α− and α+ for which the statement fails. Take ε > 0 sufficiently small so
that α̃− := α− + ε > 0, α̃+ := α+ − ε < 1. Now, let M = M(α̃−, α̃+) as in Lemma 12. Since
ICρ,x0

(γ) <∞ there exists a T > 0 such that ICρ,xT−WT
(gT (γ[T,∞))−WT ) < M. Therefore,

γ̃ := ϕ−1
xT−WT

(gT (γ[T,∞))−WT ) ⊂ C(α̃−, α̃+)

which implies that
γ[T,∞) ⊂ g−1

T (ϕxT−WT
(C(α̃−, α̃+)) +WT ).
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Since both ϕxT−WT
and gT and are analytic at ∞ the rays {reiπα̃− , r > 0} and {reiπα̃+ , r > 0}

are mapped by g−1
T (ϕxT−WT

−WT ) to smooth curves approaching infinity at the same angle.
Hence, there exists an R > 0 such that

g−1
T (ϕxT−WT

(C(α̃−, α̃+)) +WT ) \B(0, R) ⊂ C(α−, α+).

Since, by choosing R larger, we can ensure that γT ⊂ B(0, R) this finishes the proof.

6.2.1 Proof of Theorem 3

Let γ : (0,∞) → Σ be a simple curve from 0 to ∞. Let h : Σ \ γ → Σ \ R− be a map which is
conformal on each component of Σ \ γ mapping the upper (lower) component to H (H∗) with
∞ 7→ ∞. For β ∈ (0, 1), we define

Dβ(γ) := Dβ(h)

whenever the right-hand side (defined in (11)) exists. Since |∇ log |h′(z)|| = |h′′(z)/h′(z)|, and
h is unique up to post-composition by translation and scaling on each component, Dβ(γ) is
well-defined. We will write σh := log |h′| for conformal maps h.

Lemma 13. Fix ρ > −2 and x0 > 0 and let γ0 be the SLE0(ρ) from 0 to ∞ in Σ with force
point x+

0 . Then, Dα(γρ,x0) exists and is finite.

Proof. By Remark 13, there exists a R̃ > 0 and a conformal map h̃ : Σ\{rei2απ : r ∈ [0, R̃]} → Σ
satisfying

h̃({rei2απ : r ∈ [R̃,∞)}) = γ0 and

√
h̃(z2) = z +O(1) analytic at ∞.

The second property gives

|h̃(z)| = |z|+O(|z|1/2), (50)

log |h̃′(Reiθ)| = O(|z|−1/2), (51)

|∇σh̃(z)| = O(|z|−3/2). (52)

(For the same reason (50)-(52) also hold for h̃−1.) Further, let

ĥ : Σ \ {rei2απ : r ∈ R+} → Σ \ R−

ĥ(reiθ) =

{
r1/(2α)eiθ/(2α), θ ∈ (0, 2απ),

−r1/(2−2α)ei(θ−2απ)/(2−2α), θ ∈ (2απ, 2π),

and set h = ĥ ◦ h̃−1. Then Dα(γ0) = Dα(h). Since γ0
[0,T ] has finite chordal Loewner energy for

every T <∞, we have ∫
B(0,r)\(γ0∪R+)

|∇σh(z)|2dz2 <∞

for every r > 0. Hence, it suffices to show that

lim
R→∞

(
1

π

∫
A(r,R)\(γ0∪R+)

|∇σh(z)|2dz2 − cα logR

)
(53)

exists for some r, where A(r,R) = {r < |z| < R}. We write

|∇σh(z)|2 = |∇σh̃−1(z)|2 + 2∇σh̃−1(z) · ∇σĥ(h̃−1(z)) + |∇σĥ(h̃−1(z))|2,

and study the integral over these terms separately. First of all,

lim
R→∞

1

π

∫
A(r,R)\(γ0∪R+)

|∇σh̃−1(z)|2dz2
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exists and is finite for sufficiently large r > 0 by (52). Second, by conformal invariance of the
Dirichlet inner product and Stokes’ theorem, we have∫

A(r,R)\(γ0∪R+)

∇σh̃−1(z) · ∇σĥ(h̃−1(z))dz2 = −
∫
h̃−1(A(r,R))\({rei2α}∪R+)

∇σh̃(z) · ∇σĥ(z)dz2

= −
∫

Γ+
R∪Γ−R

σh̃∂nσĥ(z)d`,

where Γ+
R and Γ−R are the boundaries of the upper and lower connected components of

h̃−1(A(r,R)) \ ({rei2α} ∪ R+) respectively. Note that r can be chosen sufficiently large so that
h̃−1 is conformal on C \ (R+ ∪B(0, r)), and can be analytically extended across R+ (from both
sides separately). This ensures that Γ±R is piece-wise smooth, and that σh̃ and σĥ are smooth
up to (and including) Γ±R, so Stokes’ theorem may be used. Note that ∂nσĥ vanishes along both

sides of R+ and {rei2απ : r ∈ R+}. Thus, we are left with integrals along h̃−1(∂B(0, r)) and
h̃−1(∂B(0, R)). We have

|∇σĥ(Reiθ)| =

{
| 1
2α − 1| 1R , θ ∈ (0, 2απ),

| 1
2−2α − 1| 1R , θ ∈ (2απ, 2π),

and the length of h̃−1(∂B(0, R)) is O(R). From this and (51), we conclude that

lim
R→∞

∫
A(r,R)\(γ0∪R+)

∇σh̃−1(z) · ∇σĥ(h̃−1(z))dz2 =

∫
h̃−1(∂B(0,r))

σh̃(z)∂nσĥ(z)d`.

Finally, using the computation of |∇σĥ| and (50) we obtain(∫
h̃−1(A(r,R))\({rei2α}∪R+)

−
∫
A(r,R)\({rei2α}∪R+)

)
|∇σĥ(z)|2dz2 = O(1), as R→∞

since the symmetric difference of the sets to be integrated over consists of a bounded part and
a part contained in an annulus of radius R and thickness O(

√
R). Moreover, the second term is

easily computed and equals πcα log R
r . We conclude that (53) exists.

We are now ready to prove Theorem 3. Let γ ⊂ Σ be a simple curve from 0 to ∞ such
that γ[T,∞) is the ρ-Loewner energy optimal continuation of γT . Let hT : Σ \ γT → Σ be
the conformal map with hT (∞) = ∞, hT (γ(T )) = 0 and |h′T (∞)| = 1. We may assume that
hT (x+

0 ) ≥ x0 (for otherwise we may achieve this by increasing T ). Under this assumption, there
exists a T̃ ≥ 0 such that

h̃T̃ (x+
0 ) = hT (x+

0 ) =: xT ,

where h̃T̃ : Σ \ γ0
T̃
→ Σ is the conformal map with the same normalization as hT . Note that

H = h̃−1

T̃
◦ hT and that (19) gives

I
(Σ;0,∞)

ρ,x+
0

(γ) = I
(Σ;0,∞)

ρ,x+
0

(γT )− I(Σ;0,∞)

ρ,x+
0

(γ0
T̃

) = I(Σ;0,∞)(γT )− I(Σ;0,∞)(γ0
T̃

)− ρ(4 + ρ)

4
log |H ′(x0)|.

So, it only remains to show that IΣ,0,∞(γT ) − IΣ,0,∞(γ0
T̃

) = Dα(γ) − Dα(γ0) and from (7) we
already know that

I(Σ;0,∞)(γT )− I(Σ;0,∞)(γ0
T̃

) =
1

π

∫
Σ\γ
|∇σhT (z)|2dz2 − 1

π

∫
Σ\γ0

|∇σh̃T̃ (z)|2dz2.

Let γ̃0 := h̃T̃ (γ0
[T̃ ,∞)

) = hT (γ[T,∞)) and let hγ̃0 : Σ \ γ̃0 → Σ \R− be a conformal map, fixing ∞
and mapping the components appropriately. See, Figure 5. Define

hγ := hγ̃0 ◦ hT and hγ0 := hγ̃0 ◦ h̃T̃
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γ(T )

Σ∖γ

γ0(T̃ )

Σ∖γ0

x+
0

x+
0

Σ∖γ̃0
hT(x+

0 ) = h̃T̃(x+
0 )

Σ∖ℝ−

hT

h̃T̃

hγ̃0

Figure 5: Illustration of the conformal maps hT , h̃T̃ , and hγ̃0 from the proof of Theorem 3.

and note that Dα(γ) = Dα(hγ) and Dα(γ0) = Dα(hγ0). If I(Σ,0,∞)(γ) = ∞ we have that
Dα(γ) =∞, since for each sufficiently large R we have that∫

B(0,R)\(γ∪R+)

|∇σhT (z)|2dz2 =∞,
∫
B(0,R)\(γ∪R+)

|∇σhγ̃0 (hT (z))|2dz2 <∞.

Hence, we may assume that I(Σ,0,∞)(γ) < ∞. As we already know that Dα(γ0) exists and is
finite (by Lemma 13), we need only to check that

lim
R→∞

∫
B(0,R)\(γ∪R+)

∇σhγ̃0 (hT ) · ∇σhT dz2 = 0 (54)

lim
R→∞

∫
B(0,R)\(γ0∪R+)

∇σhγ̃0 (h̃T̃ ) · ∇σh̃T̃ dz
2 = 0 (55)

lim
R→∞

(∫
B(0,R)\(γ∪R+)

|∇σhγ̃0 (hT )|2dz2 −
∫
B(0,R)\(γ0∪R+)

|∇σhγ̃0 (h̃T̃ )|2dz2

)
= 0. (56)

We start by showing (54). Let φ ∈ C∞c (C) is some function with φ|hT (B(0,R)) ≡ 1. It then
follows from [45, Lemma 5.3] and Stokes’ theorem that∫

B(0,R)\(γ∪R+)

∇σhγ̃0 (hT ) · ∇σhT dz2 = −
∫
C\(B(0,R)∪γ∪R+)

∇(φσhγ̃0 )(hT ) · ∇σhT dz2

=

∫
∂B(0,R)

σhT ∂nσhγ̃0 (hT )d`.

Here we are using that σhT and σγ̃0(hT ) are smooth on C \ (B(0, R) ∪ R+) and that ∂nσhγ̃0
vanishes along both sides of R+ since

∂nσhγ̃0 (reiθ)|θ=0 = ∂r arg(h′γ̃0(r)) = ∂r(0) = 0.

Further, since
√
hT (z2) = z +O(1) is analytic at ∞

|hT (Reiθ)| = R+O(1/
√
R), |h′T (Reiθ)| = 1 +O(1/

√
R),

as R → ∞ and by the proof of Lemma 13 we have |∇σhγ̃0 (Reiθ)| = O(1/R), as R → ∞.

Applying these estimates to the right-hand side above shows (54). Since (55) is a special case of
(54), we have also shown (55). We move on to (56). Using conformal invariance of the Dirichlet
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inner product we get∫
B(0,R)\(γ∪R+)

|∇σhγ̃0 (hT (z))|2dz2 −
∫
B(0,R)\(γ0∪R+))

|∇σhγ̃0 (h̃T̃ (z))|2dz2

=

(∫
hT (B(0,R))\(γ̃0∪R+)

−
∫
h̃T̃ (B(0,R))\(γ̃0∪R+)

)
|∇σhγ̃0 (z)|2dz2.

Since, |hT (Reiθ)| = R + O(1/
√
R) and |h̃T̃ (Reiθ)| = R + O(1/

√
R), the symmetric differ-

ence hT (B(0, R))4h̃T̃ (B(0, R)) is contained in an annulus of thickness O(1/
√
R) and radius R.

Combining this with the estimate |∇σhγ̃0 (Reiθ)| = O(1/R), we conclude that (56) holds. This
finishes the proof.

7 ζ-regularized determinants of Laplacians

In this section, we prove Proposition 1. We will give a detailed proof of the chordal case and an
outline of the proof of the radial case (the details in the radial case are almost identical to those
in the chordal case). Recall from Section 1.2, the construction of the smooth slit structures
(D, ϕ). We say that a Riemannian metric g0 on D is a (D, ϕ)-smooth conformal metric if the
following holds:

• In the z-coordinate g0(z) = e2σ0(z)dz2, where σ0 ∈ C∞(D \ {a}).
• In the w = ϕ(z)-coordinate g0(ϕ−1(w)) = e2σ̂0(w)dw2, where σ̂0 ∈ C∞(D \ Γ) and σ̂0

extends smoothly to both sides of Γ separately.

Before presenting the proof of Proposition 1 we prove two lemmas.

Lemma 14. Let a, b, c, Γ, ϕ be as in Proposition 1. Then, for each (D, ϕ)-smooth conformal
metric g0, (D, g0, (a), (2)) is a curvilinear polygonal domain. Moreover, if γ ∈ X̂ then (the
closure of) each of the components of D \ γ and D \ (γ ∪ η), endowed with g0 along with the
appropriate n-tuples (pj) and (βj), are curvilinear polygonal domains.

Proof. It is immediate from the construction of the smooth slit structure (D, ϕ) that g0 is a
smooth Riemannian metric on D\{a}. For the corner point p1 = a we choose ϕ1 = ϕ. We check
that (i-iv) of Definition 5 hold. By construction of ϕ (i) holds with β1 = 2. As g0 is a (D, ϕ)-
smooth conformal metric (ii) is also immediate. Moreover, let Γ1 and Γ2 be smooth Jordan
curves as in (iii) and (iv). Let g = e2σ̂(w)dw2. We may assume that Γ1,Γ2 ⊂ D and thus σ1 = σ̂
is already defined on V ◦1,1 and V ◦1,2. Since g0 is (D, ϕ)-smooth it follows that σ̂ = σ1 ∈ C∞(V1,1)

and σ̂ = σ1 ∈ C∞(V1,2). Thus (D, g0, (a), (2)) is a curvilinear polygonal domain.

Let γ ∈ X̂ . Then, γ is (D, ϕ)-smooth. Moreover, as η is a hyperbolic geodesic it is smooth,
at least away from its endpoints. If b ∈ D smoothness of η at b is forced by the definition of X̂
and smoothness at c follows from the fact that a conformal map ψ : D \ γ → D, with ψ(b) = 1
and ψ(c) = −1, maps η onto [−1, 1] and can be extended conformally to neighbourhood of
c using Schwarz reflection. If b ∈ ∂D, then we may assume, by symmetry that c lies on the
counter-clockwise circular arc from a to b. We consider the conformal map

ψ : D \ γ[0,T ] → Σ \ {reαπi : r ∈ [0, 1]}

with α = α(ρ) = 2+ρ
4+ρ , ψ(γ(T )) = e2απi, ψ(b) = ∞ and ψ(c) = 0+, where T is chosen so that

γ[T,∞) is the ρ-Loewner energy optimal continuation of γT . It follows from Remark 13 that

ψ(γ[T,∞)) = {reαπi : r ∈ [1,∞)}, ψ(η) = {reαπi/2 : r ∈ [0,∞)}.

Since ψ can be extended to a neighborhood of b (again using Schwarz reflection) we deduce that
η is smooth at b. Using the same type of argument as in the radial case one can show that η is
smooth at c.

40



Since (D, g, (a), (2)) is a curvilinear polygonal domain and γ and η are (D, ϕ)-smooth and
intersect ∂D non-tangentially it follows that the components of D\γ and D\(γ∪η) are curvilinear
polygonal.

It follows from Lemma 14 that, for each choice of a, b, c, ϕ, and (D, ϕ)-smooth conformal
metric g0, the ρ-Loewner potential, with respect to g0, is defined for all curves γ ∈ X̂ .

Lemma 15. Let a, b, c, Γ, ϕ be as in Proposition 1. Let γ : (0, T ] → D, with γ(0+) = a be a
(D, ϕ)-smooth slit, smoothly attached at a. Let g0 be a (D, ϕ)-smooth conformal metric. Then
(D \ γ, g0, (γ(T )), (2)) is a curvilinear polygonal domain (here ∂(D\γ) refers to the set of prime
ends). If σ ∈ C∞(D\γ) extends smoothly to both sides of γ((0, T ]) and to ∂D\{a}, and σ(ϕ−1)
extends smoothly to both sides of ϕ(γ) ∪ Γ locally at 0, then σ ∈ C∞(D \ γ, g0, (γ(T )), (2)).

Proof. The proof of Lemma 14 shows that (D \ γ, g0, (γ(T )), (2)) is a curvilinear polygonal
domain. The z-coordinate is smooth in a neigborhood of p1 = γ(T ). Since σ extends smoothly
to both sides of γ it is immediate that σ can be smoothly extended to any V1,1, V1,2 ⊂ D as in
Definition 6. Since the boundary of D \ γ (treated as prime ends) is (D, ϕ)-smooth away from
γ(T ), the inherited smooth structure on D \ γ \ {γ(T )} is a smooth structure in the classical
sense. Since σ extends smoothly to both sides of γ(0,T ) and to ∂D \ {a}, and σ(ϕ−1) extends

smoothly (locally at 0) to both sides of ϕ(γ) ∪ Γ we have that σ ∈ C∞(D \ γ \ {γ(T )}) with
respect to the inherited smooth structure. This shows that σ ∈ C∞(D \ γ, g0, (γ(T )), (2)).

We are now ready to prove Proposition 1.

Proof of Proposition 1, chordal case. Fix ρ > −2, a, b ∈ ∂D, c, Γ, and ϕ as in Proposition 1.
Consider γ1, γ2 ∈ X̂ and a (D, ϕ)-smooth conformal metric g0 = e2σ0dz2. Since γj , ηj = η(γj),
j = 1, 2, are (D, ϕ)-smooth the ρ-Loewner potential of γj with respect to g0 is defined (see,
Lemma 14).

Let ψ : D→ Σ be a conformal map with ψ(a) = 0, ψ(b) =∞. By symmetry, we may assume
that ψ(c) = x+

0 , where x+
0 is the upper prime end at x0 > 0. For j = 1, 2, write γ̃j = ψ(γj) and

η̃j = ψ(ηj), j = 1, 2, and let Tj > 0 be such that γj([Tj ,∞)) is the I
(D,a,b)
ρ,c -optimal continuation

of γj([0, Tj ]). Next, let
h : Σ \ γ̃1([0, T1])→ Σ \ γ̃2([0, T2])

be the conformal map with h(γ̃1(T1)) = h(γ̃2(T2)), h(∞) = h(∞), and h(x+
0 ) = x+

0 . Observe
that this has the effect that γ̃2([T2,∞)) = h(γ̃1([T1,∞))) and η̃2 = h(η̃1), where η̃j = ψ(ηj) and
ηj = η(γj). Hence, we have, for each component D of D \ γ1 or D \ (γ1 ∪ η1), that

log detζ ∆((ψ−1◦h◦ψ)(D),g0) = log detζ ∆(D,(ψ−1◦h◦ψ)∗g0). (57)

Write H = ψ−1 ◦ h ◦ ψ and set g = H∗g0. Then g = e2σg0 with σ = σ0(H) + σH − σ0. We wish
to apply Theorem B on the components of D \ γ1 and D \ (γ1 ∪ η1), with the conformal change
of metric g = e2σg0. To do so we must, in light of Lemma 15, show that σ extends smoothly to
both sides of γ1((0, T1]) and to ∂D\{a}, and that σ(ϕ−1) extends smoothly, locally at 0, to both
sides of ϕ(γ)∪Γ. We immediately have that σ and extends smoothly to both sides of γ1((0, T1])
and to ∂D \ {a} with the possible exception of {H−1(a+), H−1(a−)}, since σ0 is smooth on
D \ {a} and H is smooth on D \ {a+, a−, H−1(a+), H−1(a−))} (here we use Kellogg’s theorem,
see, e.g., [14, Theorem II.4.3]). Close to ϕ(a+) we have

σ(ϕ−1(w)) = σ0((H ◦ ϕ−1)(w)) + σH◦ϕ−1(w)− (σ0(ϕ−1(w)) + σϕ−1(w))

where H ◦ ϕ−1 is a smooth conformal map (unless H fixes a+) and σ̂0 = σ0(ϕ−1) + σϕ−1 is

smooth since g0 is smooth. Hence we have that σ is (D, ϕ)-smooth at a+ (the case where H
fixes a+ is covered in a similar way). The same type of argument shows that σ is (D, ϕ)-smooth
at a−, H−1(a+), and H−1(a−).
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Let D1 denote the component of D\γ1 containing η1 and let D2 denote the other component.
Observe that the ρ-Loewner potential of γ1 can be re-written as

H(D;a,b)
ρ,c (γ1; g0) = H(D,g0)(γ1) +

ρ(ρ+ 4)

12
H(D1,g0)(η1),

and similarly for γ2. We apply Theorem B, which along with (57) yields

12
(
H(D1,g0)(η2)−H(H(D1),g0)(η1)

)
= −

( 1

α
− α

)
σ(b) + 2

( 2

α
− α

2

)
σ(b) + 2

(
2− 1

2

)
σ(c) (58)

and

12
(
H(D;g0)(γ2)−H(D;g0)(γ1)

)
=

1

π

∫
D1∪D2

|∇g0σ|2dVolg0 +
2

π

∫
D1∪D2

σKg0dVolg0 +
2

π

∫
∂D1∪∂D2

σkg0d`g0

+
3

π

∫
∂D1∪∂D2

∂ng0σd`g0 +
( 1

α
− α

)
σ(b) +

( 1

1− α
− (1− α)

)
σ(b).

(59)

Note that ∫
∂D1∪∂D2

∂ng0σd`g0 =

∫
∂H(D1)∪∂H(D2)

kg0d`g0 −
∫
∂D1∪∂D2

kg0d`g0 = 0,

since the contributions from integration along the two sides of γ1 and γ2 cancel.
Since we aim to relate the ρ-Loewner potential to the ρ-Loewner energy, we consider (59) in

ψ-coordinates. Denote by g̃0 = (ψ−1)∗g0, g̃ = e2σ(ψ−1)g̃0, D̃1 = ψ(D1), and D̃2 = ψ(D2). We
have g̃0 = eσ̃0(z)dz2 where σ̃0 = σ0(ψ−1) + σψ−1 and σ(ψ−1) = σ̃0(h) + σh − σ̃0, so that∫

D1∪D2

|∇g0σ|2dVolg0 =

∫
D̃1∪D̃2

|∇g̃0(σ̃0(h) + σh − σ̃0)|2dVolg̃0 .

We wish to compute the right-hand side by expanding the square and studying each term
separately. Note that σ̃0(h), σh and σ̃0 are not necessarily smooth at

x ∈ {0+, 0−, h−1(0+), h−1(0−),∞}

when considered separately. Let Dε = D̃1 ∪ D̃2 \ ∪Bx,ε where Bx,ε = B(D̃1∪D̃2,g̃0)(x, ε) if

x ∈ {0+, 0−,∞} and Bh−1(0±),ε = h−1(B0±,ε). (Here we assume that 0+ and 0− are not fixed
by h. The other case can be treated in a similar way.) By applying Stokes’ theorem on Dε and
using (17) we find∫

Dε

∇g̃0σh · ∇g̃0 σ̃0(h)dVolg̃0 =

∫
∂h(Dε)

σ̃0kd`−
∫
∂Dε

σ̃0(h)kd`,∫
Dε

∇g̃0σh · ∇g̃0 σ̃0dVolg̃0 =

∫
∂Dε

σh∂nσ̃0d`+

∫
Dε

σhKg̃0dVolg̃0 ,∫
Dε

∇g̃0 σ̃0(h) · ∇g̃0 σ̃0(h)dVolg̃0 =

∫
∂h(Dε)

σ̃0∂nσ̃0d`+

∫
h(Dε)

σ̃0Kg̃0dVolg̃0 ,∫
Dε

∇g̃0 σ̃0 · ∇g̃0 σ̃0dVolg̃0 =

∫
∂Dε

σ̃0∂nσ̃0d`+

∫
Dε

σ̃0Kg̃0dVolg̃0 ,∫
Dε

∇g̃0 σ̃0(h) · ∇g̃0 σ̃0dVolg̃0 =

∫
∂Dε

σ̃0(h)∂nσ̃0d`+

∫
Dε

σ̃0(h)Kg̃0dVolg̃0 ,

(here we consider ∂Dε in terms of prime ends). By combining the above and∫
∂Dε

σ(ψ−1)∂nσ̃0d` =

∫
∂Dε

σ(ψ−1)kg̃0d`g̃0 −
∫
∂Dε

σkd`,
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we find that∫
Dε

|∇g̃0σ(ψ−1)|2dVolg̃0 =

∫
Dε

|∇σh|2dz2 + 2

∫
∂Dε

σhkd`− 2

∫
Dε

σ(ψ−1)Kg̃0dVolg̃0

− 2

∫
∂Dε

σ(ψ−1)kg̃0d`g̃0 +

(∫
h(Dε)

−
∫
Dε

)
σ̃0Kg̃0dVolg̃0

+

(∫
∂h(Dε)

−
∫
∂Dε

)
σ̃0kg̃0d`g̃0 +

(∫
∂h(Dε)

−
∫
∂Dε

)
σ̃0kd`.

(60)

We now study the limit as ε→ 0+. First of all,∫
Dε

|∇g̃0σ(ψ−1)|2dVolg̃0 →
∫
D̃1∪D̃2

|∇g̃0σ|2dVolg̃0 ,∫
Dε

|∇σh|2dz2 →
∫
D̃1∪D̃2

|∇σh|2dz2,∫
Dε

σKg̃0dVolg̃0 →
∫
D̃1∪D̃2

σKg̃0dVolg̃0 .

Next, observe that

ψ−1(z) = b+ Cz−1/2 + o(z−1/2), (ψ−1)′(z) = −C
2
z−3/2 + o(z−3/2), as z ∈ Σ→∞ (61)

for some C 6= 0. Similarly, [48, Theorem 3] implies that

ϕ ◦ ψ−1(z) = Dz + o(z), (ϕ ◦ ψ−1)′(z) = D + o(1), as z ∈ Σ→ 0,

for some D 6= 0. Moreover ψ−1 is smooth at h−1(0+), and h−1(0−). Hence,

lim
ε→0+

(∫
h(Dε)

−
∫
Dε

)
σ̃0Kg̃0dVolg̃0 = 0.

For each x ∈ {0+, 0−, h−1(0+), h−1(0−),∞}, let Cx,ε = ∂Bx,ε ∩ (D̃1 ∪ D̃2) and Lx,ε = ∂Bx,ε \
Cx,ε. Then

lim
ε→0+

(∫
∂Dε

−
∫
∂D̃1∪∂D̃2

)
σ(ψ−1)kg̃0d`g̃0 = lim

ε→0+

∫
∪Cx,ε

σ(ψ−1)kg̃0d`g̃0 ,

and the same holds when replacing σ(ψ−1)kg̃0d`g̃0 with σhkd`. Similarly,

lim
ε→0+

(∫
∂h(Dε)

−
∫
∂Dε

)
σ̃0kg̃0d`g̃0 = lim

ε→0+

(∫
∪h(Cx,ε)

−
∫
∪Cx,ε

)
σ̃0kg̃0d`g̃0 ,

which also holds when replacing kg̃0d`g̃0 with kd`. To compute the integrals over Cx,ε we note
that `g̃0(Cx,ε) ∼ πε (since in the limit Cx,ε is a semicircle of g̃0-radius ε) and kg̃0 ∼ − 1

ε (since
the semicircle is traversed clockwise). We therefore obtain

1

π

∫
∪xCx,ε

σ(ψ−1)kg0d`g0 →− σ(ψ−1(∞))− σ(ψ−1(0+))− σ(ψ−1(0−))

− σ(ψ−1(h−1(0+)))− σ(ψ−1(h−1(0−))),
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as ε→ 0+. In a similar manner

1

π

∫
∪xCx,ε

σhkd`→− 2σh(∞)− σh(0+)− σh(0−)

− σh(h−1(0+))− σh(h−1(0−)),

1

π

(∫
∪h(Cx,ε)

−
∫
∪Cx,ε

)
σ̃0kg̃0d`g̃0 →− 3

2σh(∞)− σ̃0(h(0+))− σ̃0(h(0−))

+ σ̃0(h−1(0+)) + σ̃0(h−1(0−)),

1

π

(∫
∪h(Cx,ε)

−
∫
∪Cx,ε

)
σ̃0kd`→3σh(∞)− σ̃0(h(0+))− σ̃0(h(0−))

+ σ̃0(h−1(0+)) + σ̃0(h−1(0−)),

where we use the convention σh(∞) = log |(1/h(1/z))′|z=0. In the bottom two limits we have
used that h(Ch−1(0±),ε) = C0±,ε and that σ̃0 is smooth at h−1(0±) and h(0±). Combining the
computed limits with (59) and (60) yields

12
(
H(D;g0)(γ2)−H(D;g0)(γ1)

)
=

1

π

∫
D̃1∪D̃2

|∇σh|2dz2 +
2

π

∫
∂D̃1∪∂D̃2

σhkd`+
(2α− 1)2

2α(1− α)
σh(∞)

(62)

where we have used that σ(ψ−1(∞)) = σh(∞)/2 which is found by using (61). Since σ̃0 is
smooth at x0 we find that σ(c) = σh(x0). Then, (58) and (62) imply

12
(
H(D;a,b)
ρ,c (γ2; g0)−H(D;a,b)

ρ,c (γ1; g0)
)

=
1

π

∫
D̃1∪D̃2

|∇σh|2dz2 +
2

π

∫
∂D̃1∪∂D̃2

σhkd`+
ρ(ρ+ 4)

4
σh(x0) +

ρ(8 + ρ)

8
σh(∞).

Now, for the final step, let h1 : Σ \ γ̃1([0, T1]) → Σ with h1(γ̃1(T1)) = 0, h1(∞) = ∞ and
h′1(∞) = 1. Let h2 := h1 ◦ h−1 : Σ \ γ̃([0, T2])→ Σ. We may assume that h′2(∞) = 1 since this
can be achieved by increasing T1 or T2 by an appropriate amount. Then it follows, from the
Dirichlet energy formula (7) and (19), that

I(D;a,b)
ρ,c (γ2)− I(D;a,b)

ρ,c (γ1) =I
(Σ;0,∞)

ρ,x+
0

(γ̃2)− I(Σ;0,∞)

ρ,x+
0

(γ̃1)

=
1

π

∫
Σ

|∇σh−1
2
|2dz2 − 1

π

∫
Σ

|∇σh−1
1
|2dz2 +

ρ(ρ+ 4)

4
log |h′(x0)|.

Since, σh(∞) = 0 by assumption, it only remains to show that∫
D̃1∪D̃2

|∇σh|2dz2 +

∫
∂D̃1∪∂D̃2

σhkd` =

∫
Σ

|∇σh−1
2
|2dz2 −

∫
Σ

|∇σh−1
1
|2dz2 (63)

Write σh = σh1 + σh−1
2

(h1). We have,∫
D̃1∪D̃2

|∇σh|2dz2 =

∫
D̃1∪D̃2

(
|∇σh−1

2
(h1)|2 − |∇σh1

|2 + 2∇σh1
· ∇σh

)
dz2.

By conformal invariance of the Dirichlet inner product, the first two terms on the right-hand side
equal the right-hand side of (63). We apply Stokes’ theorem to the third term of the right-hand
side and use the change of variable formula for the geodesic curvature (17), yielding

2

∫
D̃1∪D̃2

∇σh1
· ∇σhdz2 = 2

∫
∂D̃1∪∂D̃2

σh∂nσh1
d` = 2

∫
∂Σ

σh(h−1
1 )kd`− 2

∫
∂D̃1∪∂D̃2

σhkd`.

Since k = 0 along ∂Σ, this shows (63) and finishes the proof.
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Proof of Proposition 1, radial case. The proof of the radial case of Proposition 1 is very similar.
We therefore give an outline of the proof and refer the reader to the chordal proof for details. Fix
ρ > −2, a, b ∈ D, c, Γ, and ϕ as in Proposition 1. Fix γ1, γ2 ∈ X̂ and a (D, ϕ)-smooth conformal
metric g0 = e2σ0dz2. Since γj and ηj = η(γj), j = 1, 2, are (D, ϕ)-smooth the ρ-Loewner
potential of γj with respect to g0 is defined.

As in the chordal case we fix a conformal map ψ : D → Σ, ψ(a) = 0, ψ(c) = ∞ and write
γ̃j = ψ(γj) and η̃j = ψ(ηj), j = 1, 2. Denote by z0 = ψ(b). We let h : Σ \ γ̃1 → Σ \ γ̃2 be the
conformal map with h(z0) = z0, h(∞) =∞, and h′(∞) = 1. Then η̃2 = h(η̃1) so that (57) holds
if D is D \ γ1 or a component of D \ (γ1 ∪ η1). We introduce a new metric g = H∗g0 = e2σg0

with H = ψ−1 ◦h◦ψ and σ = σ0(H)+σH−σ0. By the same type of argument as in the chordal
case, we find that σ is (D, ϕ)-smooth. We have

H(D;a,b)
ρ,c (γj ; g0) = H(D;g0)(γj) +

ρ(ρ+ 4)

12
H(D\γj ,g0)(ηj)

for j = 1, 2. Theorem B implies

12
(
H(D\γ2,g0)(η2)−H(D\γ1,g0)(η1)

)
= −

(
1

2
− 2

)
σ(b) + 2

(
2− 1

2

)
σ(c),

and

12
(
H(D\γ2,g0)(η2)−H(D\γ1,g0)(η1)

)
=

1

π

∫
D\γ1
|∇g0σ|2dVolg0 +

2

π

∫
D\γ1

σKg0dVolg0

+
2

π

∫
∂(D\γ1)

σkg0d`g0 +
3

π

∫
∂(D\γ1)

∂ng0σd`g0 −
3

2
σ(b).

By carrying out the same type of computation as in the chordal case (the computation is almost
identical) one finds

12
(
H(D\γ2,g0)(η2)−H(D\γ1,g0)(η1)

)
=

1

π

∫
Σ\γ̃1

|∇σh|2dz2 +
2

π

∫
∂Σ\γ̃1

σhkd`−
3

2
σh(∞)− 3

2
σh(z0).

A computation shows that σh(∞) = σ(c)/2, but by the normalization of h, σh(∞) = 0. We also
have σh(z0) = σ(b). Combining the above yields,

12
(
H(D;a,b)
ρ,c (γ2; g0)−H(D;a,b)

ρ,c (γ2; g0)
)

=
1

π

∫
Σ\γ̃1

|∇σh|2dz2+
2

π

∫
∂Σ\γ̃1

σhkd`+
(ρ+ 6)(ρ− 2)

8
σh(z0).

Finally, by letting h1 : Σ \ γ̃1 → Σ be the conformal map with h1(z0) = 0, h1(∞) = ∞, and
h′1(∞) = 1 and setting h2 = h1 ◦ h−1 we find

12
(
H(D;a,b)
ρ,c (γ2; g0)−H(D;a,b)

ρ,c (γ2; g0)
)

=
1

π

∫
Σ\γ̃2

|∇σh2
|2dz2 − 1

π

∫
Σ\γ̃1

|∇σh1
|2dz2 − (ρ+ 6)(ρ− 2)

8
log
|h′2(z0)|
|h′1(z0)|

=I(Σ;0,z0)
ρ,∞ (γ̃2)− I(Σ;0,z0)

ρ,∞ (γ̃1) = I(D;a,b)
ρ,c (γ2)− I(D;a,b)

ρ,c (γ1),

where Stokes’ theorem is used in the first equality and Theorem 2 is used in the second.

Remark 21. If b ∈ ∂D we can guarantee that the I
(D;a,b)
ρ,c -minimizer, denoted by γ0, is in X̂ by

choosing ϕ in the following way. We may assume c lies on the counter-clockwise circular arc
from a to b (the other case is covered by symmetry). Consider Σα = Σ \ {re2απi : r ∈ [0, 1]}
and let ϕ̃ : D→ Σα be the conformal map with ϕ̃(a) = e2απi, ϕ̃(b) =∞, and ϕ̃(c) = 0+. Then

ϕ̃(γ0) = {re2απi : r ∈ [1,∞)}.

So if we choose ϕ(z) = 1− ϕ̃(z)e−2απi, then γ0 ∈ X̂ (ϕ).

If instead b = 0 ∈ D and a and c are antipodal then the I
(D;a,b)
ρ,c -minimizer, γ0, is the line

segment from a to b. If we then choose ϕ : D → Σ with ϕ(a) = 0, ϕ(c) = ∞, and ϕ(b) = −1
then ϕ(γ0) = [−1, 0] and ϕ(η(γ0)) = (−∞,−1]. Hence, γ0 ∈ X̂ (ϕ).
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A Return estimates

In this section, we will study the energy return estimates and return probability estimates which
are used to show the large deviation principle on the infinite time SLEκ(ρ) curves. This is done
by combining some ideas from [12] and [33]. In particular, the following proposition and lemmas
will be useful.

Proposition A ([33, Proposition A.3]). Let κ ∈ (0, 4]. There exists constants, cκ > 0 such that
limκ→0+ κ log cκ = C ∈ (−∞,∞), and the following holds. Let K ⊂ H be a hull such that

K ∩ (H \ D) = {z},

and let γκ be an SLEκ from z to ∞ in H \K, then, for any r ∈ (0, 1/3) we have

P[γκ ∩ Sr 6= ∅] ≤ cκr8/κ−1.

For domains D with smooth boundary and two disjoint subsets A1, A2 ⊂ ∂D the Brownian
excursion measure is defined by

ED(A1, A2) =

∫
A1

ωx(A2, D)|dx|.

It can be shown that ED(A1, A2) is conformally invariant, and therefore the definition may be
extended to domains D with non-smooth boundary. We extend the definition in two ways (as
in [12]). Firstly, if D is not connected, and A1 = ∪iη1,i and A2 = ∪iη2,i are disjoint unions of
boundary arcs, then

ED(A1, A2) =
∑
i

∑
j

∫
η1,i

ωx(η2,j , Di,j)|dx|,

where Di,j is the unique connected component of D where both η1,i and η2,j are accessible (here
we must treat ∂D in terms of prime ends). Finally, if A1, A2 ⊂ C are not contained in ∂D, but
are contained in ∂(D \ (A1 ∪A2)) then we set

ED(A1, A2) = ED\(A1∪A2)(A1, A2).

Lemma A ([33, Lemma A.2]). Let κ ∈ (0, 4]. There exists constants c′κ ∈ (0,∞), such that
limκ→0+ κ log c′κ = C ′ ∈ (−∞,∞), and the following holds. Let D be a simply connected domain
and x, y ∈ ∂D two distinct boundary points. Let γ′ be a chord from x to y in D, and let η be
a chord (with arbitrary endpoints in D) disjoint from γ′. Finally, let γκ be a chordal SLEκ in
(D;x, y). Then, we have

P[γκ ∩ η 6= ∅] ≤ cκED(η, γ′)8/κ−1.

Lemma B ([12, Lemma 3.3]). Let D be a simply connected domain and S the set of crosscuts
of D that are subsets of the circle ∂(rD). Then∑

η∈S
ED(∂(RD), η) ≤ 2ED(∂(RD), ∂(rD)).

A.1 Chordal case

Recall that XC denotes the family of all simple curves in H starting at 0 and ending at ∞. Let
DR = RD and SR = ∂DR ∩H. For a simple curve γ starting at 0, let

τR = inf{t : |γ(t)| = R}.

Note that this differs from the definition of τR in Section 4.3. The goal of this section is to prove
the following proposition.
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Proposition 17. For all r > 0 and every M ∈ [0,∞) there is an R > r s.t.

(a) inf{ICρ,v0(γ)|γ ∈ XC , γ[τR,∞) ∩ Sr 6= ∅} ≥M
(b) lim supκ→0+ κ logPκ,ρ[γκ,ρ[τR,∞) ∩ Sr 6= ∅] ≤ −M

(b’) lim supκ→0+ κ logPκ,κ+ρ[γκ,κ+ρ
[τR,∞) ∩ Sr 6= ∅] ≤ −M

We prove (a) separately from (b) and (b’). We will assume, without loss of generality, that
x0 > 0.

Proof of Proposition 17 (a). Let y0 = − 2x0

ρ+2 and fix r > 0. Fix R > min(x0, r) and denote

E = {γ ∈ XC : γ[τR,∞) ∩ Sr 6= ∅}.

For any γ ∈ E, let

τr,R = inf{t > τR : |γ(t)| = r} and R′ = sup
t∈[τR,τr,R]

|γ(t)| ≥ R.

Let θ ∈ (0, π) be such that γ(τR′) = R′eiθ. Using

|xτR′ −WτR′ | = πω∞([WτR′ , xτR′ ],H) = πω∞(γ+
τR′
∪ [0, x0],H \ γτR′ ),

and monotonicity of harmonic measure we find

|xτR′ −WτR′ | ≤ πω∞(a+
θ ,H \ aθ) = 2 sin(θ/2)(1 + sin(θ/2))R′, (64)

where aθ = {R′eiφ : φ ∈ [0, θ]}. Similarly,

|xτR′ − yτR′ | ≥ |WτR′ − gτR′ (0−)| = πω∞(γ−τR′ ,H \ γτR′ ) ≥ ω∞(a−θ ∪ [0, R′],H \ aθ) = cos2(θ/2).

We now consider two cases. Let ε ∈ (0, π/2) and suppose that θ ≤ ε. Then

xτR′ −WτR′

xτR′ − yτR′
≤ 2 sin(ε/2)(1 + sin(ε/2))

cos2(ε/2)
.

Since the right hand side approaches 0 as ε → 0+ there is an ε0 ∈ (0, π/2) so that Lemma 11
gives

θ ≤ ε0 =⇒ ICρ,x0
(γ) ≥M.

Fix such an ε0. It remains to show that, if R is sufficiently large, any γ ∈ E with θ > ε0 has
ICρ,x0

(γ) ≥ M . Let γ̂ = gτR′ (γ[τR′ ,τr,R]) −WτR′ . If R/r is sufficiently large (e.g., R/r ≥
√

2) a
harmonic measure estimate shows that, for any z ∈ Sr \ γτR′ ,

sin(πω(z, γ+
τR′
∪R+,H \ γτR′ )) ≤ 8

r

R
.

Hence, IC(γ̂) ≥ −8 log 8r/R. Moreover, |xτR′ −WτR′ | ≥ sin2(ε0/2)R, and |xτr,R −Wτr,R | ≤ 4R,
by a arguments similar to those above. So, by Proposition 15, we have

ICρ,x0
(γ) ≥ ICρ,xτ

R′
−Wτ

R′
(γ̂) ≥ min(ρ+2

2 , 1)

(
min(ρ+2

2 , 1)8 log
R

8r
− |ρ| log

4

sin2(ε0/2)

)
.

Since the second term does not depend on R we see that we can choose R sufficiently large so
that the right hand side is larger than M . This finishes the proof.

We now move toward the proof of parts (b) and (b’). The main idea is (loosely) to partition
the event E = {γ ∈ XC : γ[τR,∞) ∩ Sr 6= ∅} into two sub-events, one where we have uniform
control on the Radon-Nikodym derivative of SLEκ(ρ) with respect to SLEκ, and another where
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we do not. The probability of the first sub-event will then be controlled using Lemma A, and
the probability of the other sub-event will be controlled using Lemma 16 and 17.

For a simple curve γ and a force point x0 > 0 we let τ̂R := inf{t : |xt − O−t | ≥ R}, where
O−t = gt(0−). Note that R 7→ τR continuous and strictly increasing on [x0,∞) since

d(xt −O−t ) =
2

xt −Wt
dt+

2

Wt −O−t
dt > 0

by the Loewner equation.

Lemma 16. Fix x0 > 0 and ρ > −2. For any R > |x0| and any ε ∈ (0, 1) we have that

Pκ,ρ[|xτ̂R −Wτ̂R | < εR] ≤ C1(κ, ρ)ε2 2+ρ
κ ,

where C1(κ, ρ) is a constant such that

lim
κ→0+

κ logC1(κ, ρ) = lim
κ→0+

κ logC1(κ, κ+ ρ) = C2(ρ) ∈ (−∞,∞).

Proof. Let x0 > 0 and O−t = gt(0−). The process

Ys =
xt(s) −Wt(s)

xt(s) −O−t(s)
∈ [0, 1], s(t) =

κ

2
log

xt −O−t
x0

,

satisfies the SDE

dYs = − 2

κ
Ysds+

2 + ρ

κ
(1− Ys)ds+

√
Ys(1− Ys)dBs, (65)

with Y0 = 1, where Bs is a Brownian motion (this follows by a simple computation, but is also
a direct consequence [50, Lemma 3.3]). For sufficiently small κ, the SDE (65) has an invariant
distribution with density

Ψ(y) =
Γ(2 4+ρ

κ )

Γ(2 2+ρ
κ )Γ( 4

κ )
y2 2+ρ

κ −1(1− y)
4
κ−1

(see, e.g., [50, Proposition 2.20]). Let Ŷs be a process, satisfying (65) started at the invariant
density. Since Y0 = 1 we have, for all s > 0 and ε ∈ (0, 1), that

Pκ,ρ[Ys < ε] ≤ P[Ŷs < ε] ≤
Γ(2 4+ρ

κ )

Γ(2 2+ρ
κ )Γ( 4

κ )

κ

2(2 + ρ)
ε2 2+ρ

κ .

By Stirling’s formula

lim
κ→0+

κ log
Γ(2 4+ρ

κ )

Γ(2 2+ρ
κ )Γ( 4

κ )
= 2(2 + ρ) log

4 + ρ

2 + ρ
+ 4 log

4 + ρ

2
.

Replacing ρ with κ+ ρ gives the same limit. Since s(τR) = κ
2 log

xt−O−t
x0

is a deterministic time,
this finishes the proof.

Lemma 17. Fix x0 > 0, ρ > −2, and an integer n0 ≥ 34. Let εn = (n + n0)−1/2. For every
integer n ≥ 0 we define the event

En = {∃t ∈ [τ2nR, τ2n+1R] s.t. |xt −Wt| ≤ εn2nR}.

Then there exists a constant C3 = C3(ρ) such that,

lim sup
κ→0+

κ logPκ,ρ[∪∞n=0En] ≤ C3 −
ρ+ 2

2
log n0, (66)

lim sup
κ→0+

κ logPκ,κ+ρ[∪∞n=0En] ≤ C3 −
ρ+ 2

2
log n0. (67)
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Proof. We begin by noting that for any r > 0 we have τ̂r/2 ≤ τr (this follows using (64)). Hence,

En ⊂ Ên, where
Ên = {∃t ∈ [τ̂2n−1R, τ2n+1R] s.t. |xt −Wt| ≤ εn2nR}.

Let
Ê1
n = {|xτ̂2n−1R

−Wτ̂2n−1R
| ≤
√
εn2nR}, Ê2

n = Ên \ Ê1
n,

so that

lim sup
κ→0+

κ logPκ,ρ[∪∞n=0En] ≤ max

{
lim sup
κ→0+

κ log

∞∑
n=0

Pκ,ρ[Ê1
n], lim sup

κ→0+
κ log

∞∑
n=0

Pκ,ρ[Ê2
n]

}
.

We estimate the two limits separately. Using Lemma 16 we obtain

lim sup
κ→0+

κ log

∞∑
n=0

Pκ,ρ[Ê1
n] ≤ lim sup

κ→0+
κ logC1(κ, ρ)22 2+ρ

κ

∞∑
n=0

ε
2+ρ
κ
n ≤ C4(ρ)− 2 + ρ

2
log n0,

where C4(ρ) is a constant. We now study Ê2
n. For y > 0 we let Zyt be the solution of

dZyt =
ρ+ 2

Zyt
+
√
κdBt, Z

y
0 = y,

i.e., a stochastic process satisfying the same SDE as xt−Wt, started at y. By the strong Markov
property of Itô diffusions, the bound τ2n+1R ≤ (2n+1R)2/2, and

P[∃t ∈ [0, (2n+1R)2/2] : ZXt < εn2nR] ≤ P[∃t ∈ [0, (2n+1R)2/2] : Zyt < εn2nR]

for all y > εn2nR and random variables X ∈ [y,∞) (since Zyt and ZXy can be coupled to coincide
after their collision), we have

Pκ,ρ[Ê2
n] ≤ P[∃t ∈ [0, (2n+1R)2/2] : Z

√
εn2nR

t < εn2nR].

By using Lemma 3 (and the explicit form of the constant, see (31)) on the right-hand side we
obtain

lim sup
κ→0+

κ log

∞∑
n=0

Pκ,ρ[Ê2
n] ≤ lim sup

κ→0+
κ logC5(κ, ρ)

∞∑
n=n0

n−
ρ+2
2κ + 3

4 = C6(ρ)− ρ+ 2

2
log n0,

whenever n
1/4
0 ≥ 3 (this comes from the condition ε < ε0 of Lemma 3), and where

lim supκ→0+ κ logC5 =: C6 ∈ R. Thus,

lim sup
κ→0+

κ logPκ,ρ[∪∞n=0En] ≤ max{C4(ρ), C6(ρ)} − ρ+ 2

2
log(n0),

which shows (66). Following the same steps we see that the same computation with ρ replaced
with κ+ ρ holds, which shows (67).

Define Mκ,ρ
t = |g′t(x0)|(4−κ+ρ)ρ/(4κ)|xt −Wt|ρ/κ.

Lemma 18. On the event Ecn (with En as in Lemma 17) we have Mκ,ρ
τ2n+1R

/Mκ,ρ
τ2nR

≤ fn(κ, ρ)
where

fn(κ, ρ) =

{(
8
εn

) ρ
κ , ρ ∈ [0,∞),

e−(n+n0)
ρ(4−κ+ρ)

κ

(
4
εn

)− ρκ , ρ ∈ (−2, 0),

for all κ < 2.
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Proof. We start by studying the case ρ ∈ [0,∞). In this case the exponents of Mκ,ρ
t , are

non-negative (at least when κ < 4). Firstly, recall that |g′t(x0)| is decreasing in t. Moreover,
since x0 < R, we have |xτ2n+1R

−Wτ2n+1R
| ≤ 4 · 2n+1R. Finally, on the event Ecn we have that

|xτ2nR −Wτ2nR | ≥ εn2nR. Therefore,

Mκ,ρ
τ2n+1R

Mκ,ρ
τ2nR

≤
(

8

εn

) ρ
κ

.

If ρ ∈ (−2, 0), the exponents of Mκ,ρ
t are negative (at least when κ < 2). Since

log
|g′τ2n+1R

(x0)|
|g′τ2nR(x0)|

= −2

∫ τ2n+1R

τ2nR

1

(xs −Ws)2
ds,

we have on the event Ecn that

log
|g′τ2n+1R

(x0)|
|g′τ2nR(x0)|

≥ −2
τ2n+1R − τ2nR

(εn2nR)2
≥ −2

(2n+1R)2/2

(εn2nR)2
= −4(n+ n0).

Moreover, |xτ2nR −Wτ2nR | ≤ 4 · 2nR, and |xτ2n+1R
−Wτ2n+1R

| ≥ εn2nR on Ecn. This yields,

Mκ,ρ
τ2n+1R

Mκ,ρ
τ2nR

≤ e−(n+n0)
ρ(4−κ+ρ)

κ

(
4

εn

)− ρκ

Proof of Proposition 17 (b) and (b’). For any R > x0, integer n0 ≥ 34, and En as in Lemma
17, we have

Pκ,ρ[γ[τR,∞) ∩ Sr 6= ∅] ≤ Pκ,ρ[γ[τR,∞) ∩ Sr 6= ∅, (∪∞n=0En)c] + Pκ,ρ[∪∞n=0En].

Hence,
lim sup
κ→0+

κ logPκ,ρ[γ[τR,∞) ∩ Sr 6= ∅] (68)

is bounded above by the maximum of

lim sup
κ→0+

κ logPκ,ρ[γ[τR,∞) ∩ Sr 6= ∅, (∪∞n=0En)c], (69)

lim sup
κ→0+

κ logPκ,ρ[∪∞n=0En] ≤ C3 − (ρ+ 2) log n0, (70)

where the bound on (70) was shown in Lemma 17. We now fix n0 ≥ 34 such that the right-hand
side of (70) is bounded above by −M . It remains to show that, given the choice of n0, there
exists an R such that (69) is bounded above by −M . For each non-negative integer n we have,
by the strong domain Markov property of SLEκ(ρ), and Lemma 18, that

Pκ,ρ[γ[τ2nR,τ2n+1R] ∩ Sr 6= ∅, (∪∞n=0En)c]

≤
∫
Pκ,ργτ2nR [γ̂τ̂2n+1R

∩ Sr 6= ∅, M̂κ,ρ
τ̂2n+1R

/M̂κ,ρ
0 ≤ fn(κ, ρ)]dPκ,ρ[γτ2nR ],

where Pκ,ργτ2nR denotes the law of an SLEκ(ρ) in H\γτ2nR from γ(τ2nR) to∞ with force point x0,

and ·̂ denotes the corresponding curves, stopping times, etc. We now use the absolute continuity
of SLEκ(ρ) with respect to SLEκ with Radon-Nikodym derivative

dPκ,ργτ2nR
dPκ,0γτ2nR

(γ̂τ̂2n+1R
) =

M̂τ̂2nR

M̂0

,

50



(where M̂τ̂2n+1R
= Mτ2n+1R

and M̂0 = Mτ2nR), assume that r/R < 1/3 and apply Lemma A.
This gives ∫

Pκ,ργτ2nR [γ̂τ̂2n+1R
∩ Sr 6= ∅, M̂κ,ρ

τ̂2n+1R
/M̂κ,ρ

0 ≤ fn(κ, ρ)]dPκ,ρ[γτ2nR ]

≤
∫
fn(κ, ρ)Pκ,0γτ2nR [γ̂ ∩ Sr 6= ∅]dPκ,ρ[γτ2nR ]

≤fn(κ, ρ)cκ

(
r

2nR

)8/κ−1

and as a consequence,

Pκ,ρ[γ[τR,∞) ∩ Sr 6= ∅, (∪∞n=0En)c] ≤
∞∑
n=0

Pκ,ρ[γ[τ2nR,τ2n+1R] ∩ Sr 6= ∅, Ecn]

≤cκ
(
r

R

)8/κ−1 ∞∑
n=0

fn(κ, ρ)2−n(8−κ)/κ.

In the case ρ ∈ (−2, 0), the right-hand side can be bounded above in the following way. Recall

that in this case fn(κ, ρ) = e−(n+n0)
ρ(4−κ+ρ)

κ (4(n+ n0)1/2)−ρ/κ. Since −ρ(4− κ+ ρ) ≤ 4 for all
ρ ∈ (−2, 0), κ > 0 we have

e−ρ(4−κ+ρ)/28−κ ≤ e4/27 ≤ 1/2,

for all κ < 1. So for all κ < 1, by `p-norm monotonicity,

∞∑
n=0

Cn(κ, ρ)2−n(8−κ)/κ ≤2−ρ/κe−n0ρ(4−κ+ρ)/κ
∞∑
n=0

(
(n+ n0)−ρ/2

2n

)1/κ

≤2−ρ/κe−n0ρ(4−κ+ρ)/κ

( ∞∑
n=0

(n+ n0)−ρ/2

2n

)1/κ

where the series on the right-hand side is convergent. It follows that

lim sup
κ→0+

κ logPκ,ρ[γ[τR,∞) ∩ Sr 6= ∅, (∪∞n=0En)c] ≤ C8(n0, ρ) + 8 log
r

R
, (71)

where C8(n0, ρ) <∞ is a constant. By a similar argument we obtain (71) in the case ρ ∈ [0,∞).
By choosing R sufficiently large with respect to ρ and n0 the right-hand side of (71) is bounded
above by −M . It follows that (68) is bounded above by −M as desired. The case where ρ is
replaced by κ+ ρ follows in the same way.

A.2 Radial case

Recall that XR denotes the family of simple curves in D starting at 1 and ending at 0. Fix
v0 ∈ (0, 2π) and ρ > −2. Let DR = {z ∈ D : |z − z0| < R} and SR = ∂DR. For γ ∈ XR, let
τR = inf{t : |γ(t)| = R}. The goal of this section is to prove the following proposition.

Proposition 18. For every R ∈ (0, 1) and every M ∈ [0,∞) there is an r ∈ (0, R) s.t.

(a) inf{IR
ρ,eiv0

(γ) : γ ∈ XR, γ[τr,∞) ∩ SR 6= ∅} ≥M

(b) lim supκ→0+ κ logP[γκ,ρ[τr,∞) ∩ SR 6= ∅] ≤ −M

(b’) lim supκ→0+ κ logP[γκ,κ+ρ
[τr,∞) ∩ SR 6= ∅] ≤ −M

We first show the following topological lemma which will allow us to, in a helpful way,
partition the set {γ ∈ XR, γ[τr,∞) ∩ SR 6= ∅}.

51



R
r′ 

r

Ω
γ

Ωη

Γη

Ωη

Ω0
γ̃

Γη

Ωξ

Γξ

(a) (b) (c) (d) (e) (f)

Figure 6: Set-up in Lemma 19 and its proof. In (a) we illustrate the left and right sides of a curve γ in
green and orange respectively, and the arcs η in red and blue if they belong to A and B respectively. The
dashed arcs correspond to arcs ξη. In (b) we show (schematically) how the set-up in (a) looks after mapping
out γ. In (c)-(f) we illustrate various parts of the proof. Specifically, in (d) we illustrate an extension γ̃ of γ
(the solid curve) and a further extension, avoiding Ω0 (the dashed curve).

Lemma 19. Let 0 < r < r′ < R < 1 and consider a simple curve γ : (0, T ] → D starting at
1 and with τr = T . Let Ω denote the connected component of DR \ γ containing 0. The set
SR∩∂Ω consists of (at most) countably many connected arcs η. Let Ω0 and Ωη be the connected
components of D \ (γ ∪ Sr′) containing 0 and η respectively. Then there is a partitioning of the
set {η} into two sets A and B so that the following holds

(i) If η ∈ A, then only one side of γ is accessible within Ωη.

(ii) If η ∈ B and γ̃ : (0, T̃ ] → D, T̃ > T , is a simple curve for which γ̃(t) = γ(t) for all
t ∈ (0, T ], and γ̃(T̃ ) ∈ η and T̃ = inf{t > T : |γ̃(t)| = R}, then only one side of γ̃ is
accessible from 0 in Ω0 \ γ̃.

(iii) There exists a curve γ′ ⊂ D \ γ with endpoints at γ(T ) and eiv0 which does not intersect
∪η∈AΩη.

Proof. The set ∂Ω0 ∩ Sr′ consists of (possibly) countably many connected arcs ξ. Among these
arcs there is, for every η, exactly one arc ξ = ξη separating 0 from η in D \ γ. We let η ∈ A if
the endpoints of ξη belong to the same side of γ, and η ∈ B if ξη if the endpoints of γ belong to
different sides of γ, see Figure 6(a) and (b).

For η ∈ A, ξη and the subarc of γ connecting the two endpoints of ξη form a Jordan curve Γη
where the bounded component of C \ Γη contains (or equals) Ωη, and the remaining parts of γ
are contained in the unbounded component (see Figure 6(c)). Therefore, ∂Ωη can only contain
points from one side of γ, this shows (i).

If η ∈ B, then, by construction, Ωη has all of ∂D as accessible points. Thus, any curve γ̃ as

in (ii) could be continued from γ̃(T̃ ) to 1 without crossing Ω0, forming a Jordan curve Γη (see
Figure 6(d) and (e)). Since only one side of Γη is accessible in C \Γη from the origin, and since
the continuation of γ̃ does not cross Ω0, only one side of γ̃ can be accessible from the origin in
Ω0 \ γ̃. This shows (ii).

Finally, there is exactly one arc ξ ∈ ∂Ω0 ∩ Sr′ separating 0 from 1 in D \ γ (namely ξ = ξη
for all η ∈ B). Let Ωξ be the outer component of D \Γξ where Γξ is the Jordan curve consisting
of ξ and the appropriate sub-arc of γ (see Figure 6(f)). Observe that ξ does not separate any
of the arcs in A from 0 in D \ γ, and hence ∪η∈AΩη ⊂ D \ Ωξ. On the other hand, Ω0 ∪ Ωξ is
an open connected set with γ(T ) and eiv0 as accessible points. Therefore, there exists a curve
γ′ in Ω0 ∪ Ωξ connecting 0 to 1, and any such a curve is disjoint from Ωη∈AΩη.

For some 0 < r < r′ < R < 1, and simple curve γ : (0, τr]→ D starting at 1, let Ar,r′,R,γ and
Br,r′,R,γ be the sets of arcs A and B from Lemma 19. We partition the set of simple returning
curves

Er,R = {γ ∈ XR : γ[τr,∞) ∩ SR 6= ∅} = Ãr,r′,R ∪ B̃r,r′,R,

where
Ãr,r′,R := {γ ∈ Er,R : γ(τr,R) ∈ η, η ∈ Ar,r′,R,γτr },
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B̃r,r′,R := {γ ∈ Er,R : γ(τr,R) ∈ η, η ∈ Br,r′,R,γτr },
and τr,R = inf{t > τr : |γ(t)| = R}.

Lemma 20. If γ ∈ B̃r,r′,R and r/r′ < 3− 2
√

2, then sin((vτr,R − wτr,R)/2)) ≤ 4
√
r/r′.

Proof. By applying Lemma 19(ii) to γτr , we find that only one side of γτr,R will be accessible
from Ω0. Without loss of generality, we may assume it to be the right side. Using monotonicity
of harmonic measure we find

(vτr,R − wτr,R)

2π
= ω(0, γ+

τr,R ∪ a,D \ γτr,R) ≥ ω(0, γτr,R ,Ω0 \ γτr,R),

where a is the circular arc from 1 to eiv0 . By Beurling’s projection theorem (see, e.g., [14,
Theorem III.9.3]), and an explicit computation, we have that

ω(0, γτr,R ,Ω0 \ γτr,R) ≥ ω(0, [r/r′, 1],D \ [r/r′, 1]) =
2

π
arcsin

1− r/r′

1 + r/r′
,

and if r/r′ < 3 − 2
√

2 then the right-hand side is larger than π/2. By monotonicity of sin on
[π/2, π], and the explicit computation

sin((vτr,R − wτr,R)/2)) = sin(πω(0, [r/r′, 1],D \ [r/r′, 1])) ≤ 4
√
r/r′.

Lemma 21. If γ ∈ Ãr,r′,R and r′/R < 3− 2
√

2, then ID,1,e
iv0

(γ) ≥ −4 log(16r′/R).

Proof. Since γ ∈ Ãr,r′,R we have that γτr,R ∈ η for some η ∈ Ar,r′,R,γτr , and by Lemma 19(i)
only one side of γτr is accessible from Ωη. Without loss of generality, we may assume that it is
the right side. We have, by monotonicity of harmonic measure,

ω(γ(τr,R), γ+
τr ∪ a,D \ γτr ) ≥ ω(γ(τr,R), γτr ,Ωη)

where a is the circular arc from 1 to eiv0 . One can see, similar to Lemma 19(iii), that there is
a curve η̂ from 0 to 1 in D \ γτr , which does not cross Ωη for any η ∈ Ar,r′,R,γτr , and therefore
(again by monotonicity)

ω(γ(τr,R), γτr ,Ωη) ≥ ω(γ(τr,R), γ̂ ∪ [1,∞], Ĉ \ (Dr′ ∪ γ̂ ∪ [1,∞])).

Let ψ : Ĉ \ Dr′ → D be a conformal map with ψ(γτr,R) = 0. Then, |ψ(∞)| = r′/R and
ψ(γ̂ ∪ [1,∞]) is a path connecting ∂D and ψ(∞). Hence, Beurling’s projection theorem (see,
e.g., [14, Theorem III.9.3]) gives

ω(γ(τr,R), γ̂ ∪ [1,∞], Ĉ \ (Dr′ ∪ γ̂ ∪ [1,∞])) ≥ ω(0, [r′/R, 1],D \ [r′/R, 1]).

The same argument as in the proof of Lemma 20 now shows

sin(πω(γ(τr,R), γ+
τr ∪ a(0, v0),D \ γτr )) ≤ 4

√
r′/R, (72)

given that r′/R < 3− 2
√

2, which gives the desired bound.

Proof of Proposition 18(a). Fix R, ρ, v0 and M . Set r′ ∈ (0, R) so that r′/R < 3− 2
√

2 and

min(1, 2+ρ
4 )

(
− 4 min(1, 2+ρ

4 ) log(16r′/R) + (6 + ρ) log sin(v0/2)

)
≥M.

Then, set r ∈ (0, r′) so that r/r′ < 3− 2
√

2 and

min(1, 2+ρ
4 )

(
− (6 + ρ) log(4

√
r/r′) + log(6 + ρ) log sin(v0/2)

)
≥M.

Then, any curve γ ∈ Ãr,r′,R∪ B̃r,r′,R has IR
ρ,eiv0

(γ) = ID,1,e
iv0

−6−ρ,0 (γ) ≥M by the upper bound from
Proposition 13 and the estimates from Lemma 20 and 21.
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Let 0 < α < β < 1 and 0 < r0 < r′0 < R < 1 (these constants will be fixed in the proof
of Proposition 18(b) and (b’), but for now we consider them as arbitrary). Set rn = αnr0

and r′n = βnr′0. For ease of notation, we denote τn = τrn . By Koebe-1/4 we have that
crad(0,D \ γτn) ∈ [rn, 4rn], which gives

τn ∈ [− log(4αnr0),− log(αnr0)], τn+1 − τn ∈ [− log(4α),− log(α/4)].

Lemma 22. Let εn = (n+ n0)−1/2 and

n0 > max(1/ sin2(v0/6), 1/ sin2((2π − v0)/6), log(r0)/ log(α)).

Then

lim sup
κ→0+

κ log

( ∞∑
n=0

Pκ,ρ[∃t ∈ [0, τn] : sin((vκ,ρt − wκ,ρt )/2) < εn]

)
≤ C1(ρ, v0)− (ρ+ 2) log n0,

where C1(ρ, v0) is a constant. The same holds when Pκ,ρ is replaced by Pκ,κ+ρ.

Proof. Using εn < ε0 < min(sin(v0/6), sin((2π − v0)/6)), (31) from the proof of Lemma 3, and
τn ≤ − log(αnr0), we find

∞∑
n=0

Pκ,ρ[∃t ∈ [0, τn] : sin((vκ,ρt − wκ,ρt )/2) < εn] ≤ −C2(κ, ρ, v0)

∞∑
n=0

(n logα+ log r0)ε
2 ρ+2
κ −1

n

≤ −C2(κ, ρ, v0) logα

∞∑
n=0

(n+ n0)3/2−(ρ+2)/κ,

where lim supκ→0+ κ logC2(κ, ρ, v0) =: C1(ρ, v0) ∈ R, and where the second inequality follows
from n0 > log(r0)/ log(α). Hence,

lim sup
κ→0+

∞∑
n=0

Pκ,ρ[∃t ∈ [0, τn] : sin((vκ,ρt − wκ,ρt )/2) < εn] ≤ C1 − (ρ+ 2) log(n0).

The same holds when Pκ,ρ is replaced by Pκ,κ+ρ.

Lemma 23. If 4
√
r0/r′0 < min(sin(v0/6), sin((2π − v0)/6)), then

lim sup
κ→0+

κ log

( ∞∑
n=0

Pκ,ρ[∃t ∈ [0, τrn+1
] : sin((vκ,ρt − wκ,ρt )/2) < 4

√
rn/r′n]

)
≤ C3 + (ρ+ 2) log

r0

r′0
,

where C3 = C3(ρ, v0) is a constant.

The proof is almost identical to that of Lemma 22 and is therefore omitted.

Proof of Proposition 18(b) and (b’). Fix R ∈ (0, 1) and M > 0 and consider sequences (rn),
(r′n) as in the set-up above. The constants α and β will depend on ρ but not on M or R (in fact,
we will see that fixing α/β ∈ (0, 1) and then choosing β < 1 so that β ≤ 4−4(αβ )5 if ρ ∈ (−2, 2)

and β < (αβ )1+ρ/6 if ρ ∈ [2,∞) will be sufficient for our purposes). Using the lemmas above, we
will show that there is a choice of r = r0 such that the statement holds. We start by imposing
that r0 < r′0(3− 2

√
2) so that 0 < rn < r′n(3− 2

√
2) < r′n < R for all n ≥ 0. Let γ be a radial

SLEκ(ρ) in D from 0 to 1 with force point eiv0 . We have

Pκ,ρ[γ[τ0,∞) ∩ SR 6= ∅] ≤
∑
n≥0

Pκ,ρ[γ[τn,τn+1] ∩ SR 6= ∅],

and the n-th term on the right-hand side is bounded above by

Pκ,ρ[∃t ∈ [0, τn+1] : sin(θt) < ε̃n] + Pκ,ρ[γ[τn,τn+1] ∩ SR 6= ∅, sin(θt) ≥ ε̃n ∀t ∈ [0, τn+1]]
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where ε̃n = max(4
√
rn/r′n, εn), εn = ε(n0), for some positive integer n0, is as in Lemma 22,

and θt := (vt−wt)/2. Therefore, lim supκ→0+ κ logPκ,ρ[γ[τ0,∞) ∩SR 6= ∅] is bounded above the
maximum of

lim sup
κ→0+

κ log

∞∑
n=0

Pκ,ρ[∃t ∈ [0, τn+1] : sin(θt) < ε̃n], (73)

lim sup
κ→0+

κ log

∞∑
n=0

Pκ,ρ[γ[τn,τn+1] ∩ SR 6= ∅ and sin(θt) ≥ ε̃n ∀t ∈ [0, τn+1]]. (74)

By choosing n0 sufficiently large, and the ratio r0/r
′
0 sufficiently small, Lemma 22 and 23 show

that (73) is bounded above by −M . Note that the choices of n0 and r0/r
′
0 depend only on M

and ρ, and in particular not on r′0/R, so if we are able to bound (74) above by −M , by choosing
r′0/R appropriately, we are done.

Denote Bn := Brn,r′n,R,γτn . By Lemma 20 and

{γ : γ[τn,∞) ∩ SR 6= ∅} = Ãrn,r′n,R ∪ B̃rn,r′n,R

we have

Pκ,ρ[γ[τn,τn+1] ∩ SR 6= ∅ and sin(θt) ≥ ε̃n ∀t ∈ [0, τn+1]]

≤Pκ,ρ[γ[τn,τn+1] ∩ (∪η∈Bnη) 6= ∅ and sin(θt) ≥ ε̃n ∀t ∈ [0, τn+1]]

=

∫
{sin(θt)≥ε̃n}

Pκ,ργτn [γ̂τ̂n+1 ∩ (∪η∈Bnη) 6= ∅ and sin(θ̂t) ≥ ε̃n ∀t ∈ [0, τ̂n+1]]dPκ,ρ[γτn ],

where the strong domain Markov property of SLEκ(ρ) is used in the last step, and Pκ,ργτn denotes

the law of an SLEκ(ρ) from γ(τn) to 0 in D \ γτn with force point eiv0 , and ·̂ denotes the
corresponding curve, stopping times, etc. Recall that SLEκ(ρ) in D\γκ,ρτrn is absolutely continuous
with respect to a SLEκ(κ − 6) or equivalently a (reparametrized) chordal SLEκ in the same
domain from γ(τrn) to eiv0 for stopping times strictly before the swallowing time of 0 or eiv0 .

For the stopping time τ̂ ′n = min(τ̂n+1, inf{t : sin(θ̂t) ≤ ε̃n}), which is such a stopping time, we
have

dPκ,ργτn
dPκ,κ−6

γτn

(γ̂τ̂ ′n) =

(
ĝ′τ̂ ′n(0)

ĝ′0(0)

) (4+ρ)ρ−(κ−2)(κ−6)
8κ

( |V̂τ̂ ′n − Ŵτ̂ ′n
|

|V̂0 − Ŵ0|

) ρ−κ+6
κ
( |ĝ′τ̂ ′n(V0)|
|ĝ′0(V0)|

) (4−κ+ρ)ρ+2(κ−6)
4κ

.

We claim that, on the set En = {γ̂τ̂n+1
: sin(θ̂t) ≥ ε̃n ∀t ∈ [0, τ̂n+1]} we have

dPκ,ργτn
dPκ,κ−6

γτn

(γ̂τ̂ ′n) ≤Mn,κ := fκ ·

{
(αβ )n

κ−6−ρ
2κ (α4 )n

(4−κ+ρ)ρ+2(κ−6)
8κ , ρ ∈ (−2, 2],

(αβ )n
κ−6−ρ

2κ , ρ ∈ [2,∞),
(75)

where fκ = fκ(ρ, α, n0, r0/r
′
0) (but does not depend on n or r′0/R), and for every fixed ρ, α, n0,

r0/r
′
0 satisfying the constraints above,

lim sup
κ→0+

fκ(ρ, α, n0, r0/r
′
0) = lim sup

κ→0+
fκ(κ+ ρ, α, n0, r0/r

′
0) = C̃

where C̃ = C̃(ρ, α, n0, r0/r
′
0) ∈ R. To show this, first note that

ĝ′τ̂ ′n(0)

ĝ′0(0)
=
e−τn+1

e−τn
∈ [α/4, 4α],

since τ̂ ′n = τ̂n+1 on En. So, the first factor of the Radon-Nikodym derivative can be “swallowed”

by fκ. Secondly, since |V̂t − Ŵt| = 2 sin(θ̂t), and ρ− κ+ 6 > 0 when κ ≤ 4,( |V̂τ̂ ′n − Ŵτ̂ ′n
|

|V̂0 − Ŵ0|

) ρ−κ+6
κ

≤
(

4

√
rn
r′n

)κ−6−ρ
κ

≤
(

4

√
r0

r′0

)κ−6−ρ
κ
(
α

β

)nκ−6−ρ
2κ

,
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where the first factor on the right-hand side is “swallowed” by fκ. Finally, by the radial Loewner
equation

log
|ĝ′τ̂ ′n(V0)|
|ĝ′0(V0)|

= −
∫ τ̂ ′n

0

1

2 sin2(θ̂t)
dt.

This shows that

0 ≤ − log
|ĝ′τ̂ ′n(V0)|
|ĝ′0(V0)|

≤ τ̂ ′n
2ε̃2
n

≤ (τn+1 − τn)

2ε2
n

≤ − log(α/4)
(n+ n0)

2
,

and therefore (
α

4

)n+n0
2

≤
|ĝ′τ̂ ′n(V0)|
|ĝ′0(V0)|

≤ 1.

Since (4 − κ + ρ)ρ + 2(κ − 6) is non-negative on [2,∞) and non-positive on (−2, 2], the third
factor of the Radon-Nikodym derivative can be bounded above by 1 if ρ ∈ [2,∞) and by(

α

4

)n0
(4−κ+ρ)ρ+2(κ−6)

8κ
(
α

4

)n (4−κ+ρ)ρ+2(κ−6)
8κ

if ρ ∈ (−2, 2] where again, the first factor is “swallowed” by fκ. It follows that (75) holds. We
see that∫

{sin(θt)≥ε̃n}
Pκ,ργτn [γ̂τ̂n+1 ∩ (∪η∈Bnη) 6= ∅ and sin(θ̂t) ≥ ε̃n ∀t ∈ [0, τ̂n+1]]dPκ,ρ[γτn ]

≤
∫
{sin(θt)≥ε̃n}

Mn,κPκ,κ−6
γτn

[γ̂τn+1 ∩ (∪η∈Bnη) 6= ∅]dPκ,ρ[γτn ]

≤
∫
{sin(θt)≥ε̃n}

Mn,κP̃κγτn [γ̃ ∩ (∪η∈Bnη) 6= ∅]dPκ,ρ[γτn ],

where P̃κγτn denotes the law of a chordal SLEκ, γ̃, in D \ γτn from γ(τn) to eiv0 . Using Lemma

A with D = D \ γτn , x = γ(τn), y = eiv0 , η ∈ Bn, and γ′ as in Lemma 19(iii), we obtain

P̃κγτn [γ̃ ∩ (∪η∈Bη) 6= ∅] ≤
∑
η∈Bn

P̃κγτn [γ̃ ∩ η 6= ∅] ≤ cκ
∑
η∈Bn

ED\γτn (η, γ′)
8
κ−1

≤ cκ
∑
η∈Bn

ED\γτn (η, Sr′n)
8
κ−1 ≤ cκ

( ∑
η∈Bn

ED\γτn (η, Sr′n)

) 8
κ−1

≤ cκ
(

2ED\γτn (SR, Sr′n)

) 8
κ−1

≤ cκ
(
c̃

√
r′n
R

) 8
κ−1

= cκ

(
c̃βn/2

√
r′0
R

) 8
κ−1

In the third inequality, we have used that Sr′n separates γ′ from every η ∈ Bn (Lemma 19(iii)).
In the fourth inequality we use monotonicity of the `p norm and 8/κ − 1 ≥ 1. The fifth and
sixth inequalities follow from Lemma B and [12, Equation (2.5)], whenever r′0/R ≤ 1/2, where
c̃ is a constant. Now,

∞∑
n=0

Pκ,ρ[γ[τn,τn+1] ∩ SR 6= ∅, sin(θt) ≥ ε̃n ∀t ∈ [0, τn+1]]

≤
∞∑
n=0

Pκ,ρ[γ[τn,τn+1] ∩ (∪η∈Bnη) 6= ∅, sin(θt) ≥ ε̃n ∀t ∈ [0, τn+1]]

≤
∞∑
n=0

Mn,κcκ

(
c̃βn/2

√
r′0
R

)8/κ−1

≤fκcκ
(
c̃

√
r′0
R

)8/κ−1 ∞∑
n=0

βn
8−κ
2κ ·

{
(αβ )n

κ−6−ρ
2κ (α4 )n

(4−κ+ρ)ρ+2(κ−6)
8κ , ρ ∈ (−2, 2],

(αβ )n
κ−6−ρ

2κ , ρ ∈ [2,∞).

56



We now set 0 < α < β < 1 in an appropriate way so that the series on the right hand side
converges. When ρ ∈ [2,∞) we first fix the ratio α/β ∈ (0, 1) arbitrarily and set β ≤ (αβ )1+ ρ

6 .
Then

∞∑
n=0

βn
8−κ
2κ

(α
β

)nκ−6−ρ
2κ ≤

∞∑
n=0

(α
β

)n 8−κ
2κ (1+ ρ

6 )(α
β

)nκ−6−ρ
2κ ≤

∞∑
n=0

(α
β

)n
κ

<∞.

For ρ ∈ (−2, 2] we again fix α/β ∈ (0, 1), but now set β ≤ 4−4(αβ )5. Then, for κ < 2

∞∑
n=0

βn
8−κ
2κ

(α
β

)nκ−6−ρ
2κ

(α
4

)n (4−κ+ρ)ρ+2(κ−6)
8κ ≤

∞∑
n=0

(
β8
(α
β

)−36(1

4

)−32
) n

8κ

≤
∞∑
n=0

(α
β

) n
2κ

<∞.

This shows that (74) is bounded above by Ĉ(ρ) + 4 log
r′0
R , for a constant Ĉ(ρ), and by choosing

the ratio r′0/R sufficiently small, the upper bound can be made smaller than −M . This finishes
the proof of (b). The proof of (b’) is almost identical.
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