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CHAPTER 1

Discrete determinantal point processes

Roughly speaking, point process are random configurations of particles. De-
terminantal point processes are examples of simple point process, meaning that
different particles can not occupy the same location. If the underlying space is con-
tinuous, a rigorous definition requires some effort. However, simple point processes
on discrete spaces are easier to define and we choose to this before we come to the
general situations in the next chapter.

1. Discrete point processes

In this chapter we will always consider point processes on a countable set X.
Such point processes can be constructed by considering the power set 2X.

If X is finite, then so is 2X.
If X is countably infinite, then we assume that X is a complete metric space

with no accumulation points (that is, every bounded subset of X has finitely many
points). We then equip 2X with the topology generated by the sets {X ∈ 2X | B ⊂
X} for bounded sets B.

Definition 1. A simple point process on a discrete X is a (Borel) proba-
bility measure on 2X.

1.1. Finite dimensional distributions. An important notion to study point
processes is that of counting statistics and finite dimensional distributions.

Definition 2. Let A ⊂ X. Then the counting statistic N(A) on a set A for a
point process on X is defined as

N(A) =
∑
x∈X

χA(x)

where χA(x) = 1 if x ∈ A and χA(x) = 0 otherwise.

Definition 3. For m ∈ N0, bounded sets A1, . . . , Am and k1, . . . , km ∈ N0 we
define the finite dimensional distribution as

Pm(A1, . . . , Ak;n1, . . . , nm) = P(N(A1) = k1, . . . N(Ak) = km).

The first important result is the following standard theorem.

Theorem 4. A point process is uniquely determined by its finite dimensional
distributions.

Proof. See [2]. □

A natural question is to ask when a given collection of distributions Pm(A1, . . . , Ak;n1, . . . , nm)
are the finite dimensional distributions for a point processes. This question has been
studied in the literature and we mention the following characterization due to the
Kolmogorov (?).

5



6 1. DISCRETE DETERMINANTAL POINT PROCESSES

Theorem 5. Let Pm(A1, . . . , Ak;n1, . . . , nm) form ∈ N0, bounded sets A1, . . . , Am
and k1, . . . , km ∈ N0, be collection of probability distributions. In order for them
to be a the finite dimensional distributions of a point process it is necessary and
sufficient that the following properties holds

(1) For any permutation i1, . . . , im of 1, . . . ,m we have

Pm(A1, . . . , Ak;n1, . . . , nm) = Pm(Ai1 , . . . , Aim ;ni1 , . . . , nim)

(2)
∑∞
r=0 Pm+1(A1, . . . , Ak, Am+1;n1, . . . , nm, r) = Pm(A1, . . . , Ak;n1, . . . , nm)

(3) For each disjoint pair of Borel sets A1 nad A2, we have that

P3(A1, A2, A1 ∪A2;n1, n2, n3) = 0,

if n1 + n2 ̸= n3.

Proof. See [2, Theorem 9.2.X]. □

Since Theorems 4 and 36 only play a minor role for us and our text is not
intended as a thorough treatment of the abstract theory of point processes, we only
provide reference for these statements.

1.2. Correlation functions. An important role is played by the probability
generating function defined as

(1) Φ(g) = E

[∏
x∈X

(1 + g(x))

]
where g is a function with bounded support in X. By taking g = (z − 1)χA for a
bounded set A and |z| ≤ 1 we find

Φ(g) = E
[
zN(A)

]
,

and, more generally, if g =
∑m
j=1(zj − 1)χAj

for disjoint bounded sets Aj and

|zj | ≤ 1 we have 1

Φ(g) = E

 m∏
j=1

z
N(Aj)
j

 .
Note that this implies that the Φ(g) determine the finite dimensional distributions
uniquely and therewith the point processes.

The correlation functions can be defined by expanding the product in (1). First
we introduce some notation: For any A ⊂ X set

(2) A(m) = {(x1, . . . , xm) ∈ Am | ∀j ̸=k : xj ̸= xk}.
Then we have the following theorem.

Theorem 6. For any function g with finite support we have

Φ(g) = 1 +

∞∑
m=1

1

m!

∑
(x1,...,xm)⊂X(m)

g(x1) · · · g(xm)ρm(x1, . . . , xm)

where
ρm(x1, . . . , xm) = P({x1, . . . , xm} ⊂ X).

1Since X is discrete, any function g with finite support, can be written in the form g =∑k
j=1(zj − 1)χAj

.
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For m ≥ 1, the function ρm is called the m-point correlation function for the
point process.

Proof. First note that∏
x∈X

(1 + f(x)) =

∞∑
m=0

∑
S ⊂X:|S|=m

∏
x∈S

f(x),

for any f with finite support. Also note that the sum is finite since f has finite
support and, therefore, the product vanishes if m exceeds the number of points in
the support of f . An important step is now to administrate the terms in the sum
in a different way by introducing an order on the set S by putting the elements in
m-tuples. The entries of these m-tuples should all be different.

With the notation (2) we see that∏
x∈S

f(x) =
1

m!

∑
(x1,...,xm)∈S(m)

f(x1) · · · f(xm),

where the division by m! is needed to account for all possible orderings of the
elements in S. Moreover,∏

x∈X
(1 + f(x)) =

∞∑
m=0

1

m!

∑
(x1,...,xm)⊂X(m)

f(x1) · · · f(xm),

By setting f(x) = g(x)χX(x) we see that∏
x∈X

(1 + g(x)) =
∏
x∈X

(1 + f(x)),

and thus

Φ(g) = E

[∏
x∈X

(1 + g(x))

]
=

∞∑
m=0

1

m!

∑
(x1,...,xm)⊂X(m)

g(x1) · · · g(xm)E[χ{x1,...,xm}⊂X ].

Since E[χ{x1,...,xm}⊂X ] = P({x1, . . . , xm} ⊂ X) the statement follows. □

The fact that the correlation functions are probabilities is special for discrete
processes. As we will see later, if X is not discrete then there is still an analogue
of Theorem 6, but the correlation functions are no longer probabilities and slighlty
more elaborate to define. We will do this using the notion of factorial moments. 2

1.3. Factorial moments. We recall the Pochhammer symbol: for a ∈ R and
ℓ ∈ N we set (a)ℓ = a · · · (a− 1) · · · (a− ℓ+ 1). Then, for m ∈ N, we will construct
a measure µm on X(m) as follows. Start with 1 ≤ k ≤ m, pairwise disjoint sets
A1, . . . , Ak ⊂ X and ℓj ∈ N such that ℓ1 + . . . + ℓm = m. Then we define the
factorial moments by

µm

(
A

(ℓ1)
1 × . . .×A

(ℓk)
k

)
= E

 k∏
j=1

(N(Aj)ℓj

 .
2The next paragraph can be skipped on first reading
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It can be shown that µ has a unique extension to a measure on Xm, which we will
denote by µm. 3 This measure has a density ρ̃m such that

µm

(
A

(ℓ1)
1 × . . .×A

(ℓk)
k

)
=

∑
(x1,x2,...,xm)∈A(ℓ1)

1 ×...×A(ℓk)

k

ρ̃m(x1, . . . , xm).

By taking Aj = {xj} and ℓj = 1 for j = 1, . . . ,m, we see that ρ̃m = ρm. In other
words, the correlation functions are densities for the factorial moments viewed as
measures on X(m).

That the factorial moments are natural objects can be seen from the following
expansion

(3) E

 k∏
j=1

z
N(Aj)
j

 = E

∏
j

(1 + (zj − 1))N(Aj))


= E

 k∏
j=1

N(Aj)∑
ℓj=0

(N(Aj))ℓj
ℓj !

(zj − 1)ℓj


= E

 k∏
j=1

 ∞∑
ℓj=0

(N(Aj))ℓj
ℓj !

(zj − 1)ℓj


=

∞∑
ℓ1,...,ℓk=0

∏k
j=1(zj − 1)ℓj

ℓ1! · · · ℓk!
E

 k∏
j=1

(N(Aj))ℓj


=

∞∑
m=0

1

m!

∑
ℓ1+...+ℓk=m

(
m

ℓ1 ℓ2 · · · ℓk

) k∏
j=1

(zj − 1)ℓj E

 k∏
j=1

(N(Aj))ℓj

 .
We see that E

[∏k
j=1 z

N(Aj)
j

]
can be viewed as a generating function for the factorial

moments.
In fact, the factorial moments can be used for an alternative derivation of

Theorem 6. To this end, let g =
∑k
j=1(zj − 1)χAj

. Then

k∏
j=1

(zj − 1)ℓj E

 k∏
j=1

(N(Aj))ℓj


=

∑
(x1,x2,...,xm)∈A(ℓ1)

1 ×...×A(ℓk)

k

m∏
j=1

(zj − 1)ℓjρm(x1, . . . , xm)

=
∑

(x1,x2,...,xm)∈A(ℓ1)
1 ×...×A(ℓk)

k

m∏
j=1

g(xj)ρm(x1, . . . , xm) =

3The collection of sets A
(ℓ1)
1 × . . . A

(ℓk)
k form a semi-ring. The extension to a measure is a

standard exercise that is worth working out.
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Now since
∏m
j=1 g(xj)ρm(x1, . . . , xm) is symmetric we have

∑
ℓ1+...+ℓk=m

(
m
ℓ1 ℓ2 ℓk

) ∑
(x1,x2,...,xm)∈A(ℓ1)

1 ×...×A(ℓk)

k

m∏
j=1

g(xj)ρm(x1, . . . , xm)

=
∑

(x1,...,xm)∈X(m)

m∏
j=1

g(xj)ρm(x1, . . . , xm)

By inserting this into (10) we find

E

[∏
x∈X

(1 + g(x))

]
= E

 k∏
j=1

z
N(Aj)
j


=

∞∑
m=0

1

m!

∑
(x1,...,xm)∈X(m)

m∏
j=1

g(xj)ρm(x1, . . . , xm)

for g =
∑k
j=1(zj − 1)χAj

and, since X is discrete, therewith for any function g with
finite support. We thus arrive at the conclustion of Theorem 6. We will use this
alternative derivation when introduction correlation functions for continuous point
processes.

2. Discrete determinantal point process

Definition 7. A determinantal point process on discrete set X is a simple
point process on X such that there exists a K : X× X → C such that 4

(4) P({x1, . . . , xk} ⊂ X) = det (K(xi, xj))
k
i,j=1

for k ∈ N, distinct points x1, . . . , xk ∈ X. The function K is called a correlation
kernel for the process.

Before we continue we emphasize that the correlation kernel is not unique.
Indeed, if K is a correlation kernel for a determinantal point process on a discrete
space X and G : X → C \ {0} a nowhere vanishing function, then 5

KG(x1, x2) =
G(x1)

G(x2)
K(x1, x2), x1, x2 ∈ X,

is also a correlation kernel for the same determinantal point process.
From the definition we have the special cases

P(x ∈ X) = K(x, x)

and also, for x ̸= y,

P(x ∈ X, y ∈ X) = K(x, x)K(y, y)−K(x, y)K(y, x),

4The right-hand side is symmetric in x1, . . . , xn
5This conjugation of the kernel is the easiest way to see that the kernel is not unique. It is

far less clear if this conjugation is the only freedom that exits. This in fact, is an open problem.
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which means 6

(5) P(x ∈ X, y ∈ X)− P(x ∈ X)P(y ∈ X) = −K(x, y)K(y, x),

We thus see that K(x, y)K(y, x) measures how strongly the two events x ∈ X and
y ∈ X are correlated.

A natural statistic for point process is the number of points in a given interval.

Proposition 8. Let K be a correlation kernel for a determinantal point process
on a discrete space X. Let A ⊂ X be bounded. Then

(1) E[N(A))] =
∑
x∈AK(x, x)

(2) Var[N(A)] =
∑
x∈AK(x, x)−

∑
x∈A

∑
y∈AK(x, y)K(y, x)

Proof. 1. The expectation is straightforward.
2. This is the result of a computation.

E[
∑
x∈A

∑
y∈A

χX(x)χX(y)] =
∑
x∈A

∑
y∈A,y ̸=x

E[χX(x)χX(y)] +
∑
x∈A

E[χX(x)]

=
∑
x∈A

∑
y∈A,y ̸=x

det

(
K(x, x) K(x, y)
K(y, x) K(y, y)

)
+
∑
x∈A

K(x, x)

=
∑
x∈A

∑
y∈A

det

(
K(x, x) K(x, y)
K(y, x) K(y, y)

)
+
∑
x∈A

K(x, x)

=
∑
x∈A

∑
y∈A

(K(x, x)K(y, y)−K(x, y)K(y, x)) +
∑
x∈A

K(x, x)

=
∑
x∈A

K(x, x)−
∑
x∈A

∑
y∈A

K(x, y)K(y, x) +

(∑
x∈A

K(x, x)

)2

.

By subtracting (E[N(A)])
2
=
(∑

x∈AK(x, x)
)2

the statement follows. □

It should be clear now that the computation in the proof can be extended to the
higher moment of N(A) and even to joint moments of N(Aj). It follows then from
Theorem 4 that the process is completely determined by a correlation kernel K.
The results are rather complicated expressions. However, the Laplace transforms
will have a a very elegant expression. Indeed, the Φ(g) can be expressed in terms
of determinants involving the correlation kernel K:

6As we will see, in many interesting cases we have K(y, x) = K(x, y). If so, then the

right-hand side of (5) is negative and thus such determinantal point processes are negatively

correlated. Moreover, K(x, y) can be solved from (5) up to a phase factor. However, requiring

K(y, x) = K(x, y) would be too restrictive, since many interesting point process that arise in
modern research do not obey this symmetry.
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Theorem 9. Let K be the correlation kernel for a determinantal point process
on a discrete space X. For any g : X → C with finite support S, we have 7

(6) E[
∏
x∈X

(1 + g(x))] =

= 1 +

∞∑
k=1

1

k!

∑
x1,x2...,xk∈X

g(x1) · · · g(xk)det (K(xi, xj))
k
i,j=1)

= det(I + gK),

where det(I+gK) is the determinant of the |S|×|S| matrix (δx,y+g(x)K(x, y))x,y∈S.
8

Proof. The first equality is a rather straightforward consequence of (4), The-
orem 6 and the fact that the determinant vanishes whenever xi = xj for i ̸= j.

The fact that we can write this series as a determinant follows from the following
standard identity for matrices:

det(I +A) = 1 +

n∑
k=1

1

k!

∑
i1,i2...,ik∈{1,...,n}

det
(
Aij ,iℓ

)k
j,ℓ=1

.

for any n× n matrix A.
□

Corollary 10. (Gap probabilities) Let K be the correlation kernel for a de-
terminantal point process on a discrete space X. Then,

P({y1, . . . , yk} ∩X = ∅) = det (I −K(yj , yℓ))
k
j,ℓ=1

for any k ∈ N and distinct points y1, . . . , yk ∈ X.

Proof. Define the function g(x) = −1 if x ∈ {y1, . . . , yk} and g(x) = 0
otherwise. Then ∏

x∈X
(1 + g(x)) =

{
1, if {y1, . . . , yk} ∩X = ∅
0, if {y1, . . . , yk} ∩X ̸= ∅

And thus,

E

[∏
x∈X

(1 + g(x))

]
= P({y1, . . . , yk} ∩X = ∅)

The statement then follows from Theorem 9. □

There is an interesting consequence to this result.

Corollary 11. 9 (Particle hole duality) Consider a determinantal point pro-
cess on X that has K as a correlation kernel. We say that there is particle at X if
there is a point at X. If there is no point, we say that there is hole at x. The holes
also define a determinantal point process with kernel I −K.

7Note that the determinant in the summand vanishes if yi = yj for i ̸= j and hence we can

drop the condition that the points need to be distinct.
8The infinite series is in fact only a sum with at most |S| terms.
9Whereas the theorems and propositions here all of generalizations to continuous determi-

nantal point processes, this particle/hole duality only makes sense for discrete point processes.
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Finally, we mention the following result on the finite dimensional distribution
of a determinantal point process.

Theorem 12. For bounded Aj and non-negative integers nj we have

(7) Pk(A1, . . . , Ak;n1, . . . , nk)

=
1

(2πi)k

∮
· · ·
∮

det
(
I +

(
z
χA1
1 · · · zχAk

k − 1
)
Kχ∪k

j=1Aj

) dz1 · · · dzk
zn1+1
1 · · · znk+1

k

3. Determinants of (infinite) matrices

We will also sometimes need to use the expression (6), but for functions g with
unbounded support. An example is the distribution of the largest point in a point
process on Z wich can be respresentated as a gap probability for an infinite set.
If g has unbouded support, the matrix gK is infinite and we have to be careful
with dealing with (6). To this end, we will recall some theory about traces and
determinants of infinite matrices.

Let R be a X× X. We define the norm of R by

∥R∥F = max

∑
x∈X

|R(x, x)|,

 ∑
x,y∈X

|R(x, y)|2
 1

2


Following [1] 10 we call the space

D = {R | ∥R∥F <∞} ,
the Von Koch-Riesz algebra. This is a Banach algebra of infinite matrices that act
as operators on ℓ2(X). The finite rank operators are dense in this algebra.

Definition 13. For R ∈ D we define the trace TrR by

TrR =
∑
x∈X

R(x, x)

and, the determinant of I +R by

(8) det(I +R) = 1 +

∞∑
k=1

1

k!

∑
x1,x2...,xk∈X

det (R(xi, xj))
k
i,j=1 .

At this point, it is not clear that the determinant is well defined.

Lemma 14. Both R 7→ TrR and R 7→ det(I + R) are well-defined. The map
R 7→ TrR is Lipschitz continuous and R 7→ det(I+R) is locally Lipschitz continuous
with respect to ∥ · ∥F .

Proof. The proof can be found in [1, Theorem II.7.1]. □

Lemma 15. The trace and determinant have the following properties

(1) Tr(R1 +R2) = TrR1 +TrR2

(2) det(1 +R1 +R2 +R1R2) = det(1 +R1)det(I +R2)
(3) det(1 +R1R2) = det(1 +R2R1)

Proof. This follows from the fact that the identies are standard for finite
matrices and a continuity argument. □

10To be precise, [1] apply this with X = Z
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Theorem 16. Suppose that K is the correlation kernel of a determinantal point
process and g : X → [−1, 0] is such that the X× X matrix with entries g(x)K(x, y)
is in the Von-Koch Riesz algebra, then

E[
∏
x∈X

(1 + g(x))] = det(1 + gK)

Proof. If X is finite then this is Theorem 9.
If X is infinite, then the product

∏
x∈X(1 + g(x)) is an infinite product of

numbers in [0, 1] and therefore well-defined. Moreover,∏
x∈X

(1 + g(x)) = lim
r→∞

∏
x∈X∩Bx0,r

(1 + g(x)) = lim
r→∞

∏
x∈X

(1 + χBx0,r
)g(x))

and the limit is independent of the choice of x0. By dominated convergence, we
also have

E

[∏
x∈X

(1 + g(x))

]
= lim
r→∞

E

[∏
x∈X

(1 + χBx0,r )g(x))

]
.

Now by Theorem 9 we have

E

[∏
x∈X

(1 + χBx0,r
(x)g(x))

]
= det(1 + χBx0,r

gK).

The statement now follows by taking the limit r → ∞ and using the continuity of
the determinant. □

It is important to note that K does not have to be in the Von Koch- Riesz
algebra! The function g can be used to mollify the kernel K. In the latter result,
it only does it by acting on the first variable. Often we would need to mollify K in
both arguments and use a more symmetric version:

Kg = sgn(g(x))
√

|g(x)g(y)|K(x, y)

If K is the Von Koch-Riesz algebra then det(I + gk) = det(1 + Kg) but it can
happen that Kg is in this algebra but not gK.

Theorem 17. Suppose that K is the correlation kernel of a determinantal point
process and g : X → [−1, 0] is such that the X × X matrix Kg is in the Von-Koch
Riesz algebra, then

E[
∏
x∈X

(1 + g(x))] = det(1 +Kg)

The fact that g takes values in [0, 1] ensures that the infinite products are
well-defined. There are of course other ways of ensuring this.

Theorem 18. Theorems 16 and 17 also hold for general g : X → C under the
extra condition

∑
x∈X |g(x)| <∞, then





CHAPTER 2

Examples

We now discuss several examples of determinantal point processes.

1. Self-adjoint kernels

Suppose that K is an X×X matrix that defines a self-adjoint bounded operator
on ℓ2(X). When is this operator the correlation kernel for a determinantal point
process?

It is clear from (6) that the principal minors of K should be non-negative and
thus the matrix needs to be positive semidefinite. By the particle–hole duality, also
I −K must be positive semidefinite. We thus need that 0 ≤ K ≤ I. In fact, this is
also sufficient.

Theorem 19. Let K be a self-adjoint bounded operator on ℓ2(X). Then K is
a correlation kernel for a determinantal point process if and only if 0 ≤ K ≤ I.

Proof. As we already discussed that the conditions are necessary, it remains
to prove that they are sufficient. Let 0 ≤ K ≤ I and consider the family of functions

(9) Pk(A1, . . . , Ak;n1, . . . , nk)

=
1

(2πi)k

∮
· · ·
∮

det
(
I +

(
z
χA1
1 · · · zχAk

k − 1
)
K
) dz1 · · · dzk
zn1+1
1 · · · znk+1

k

.

We claim that this is a family of probability functions satisfying the criteria of The-
orem 36 and thus these are the finite dimensional distributions of a point process.
Once we have proved this claim, it is also straightforward that this point process is
determinantal with K as a correlation kernel.

The most elaborate part of the work is to prove that the numbers in (9) are
indeed non-negative. To this end, we replace K by Kt = tK for 0 < t < 1. Then,
by continuity,

Pk(A1, . . . , Ak;n1, . . . , nk)

= lim
t↑1

1

(2πi)k

∮
· · ·
∮

det
(
I +

(
z
χA1
1 · · · zχAk

k − 1
)
Kt

) dz1 · · · dzk
zn1+1
1 · · · znk+1

k

.

The benefit of working with Kt instead of K is that I −Kt is invertible (if K < I,
then we can take t = 1 and this extra step is unnecessary). Thus

det
(
I +

(
z
χA1
1 · · · zχAk

k − 1
)
Kt

)
= det(I −Kt) det

(
I + z

χA1
1 · · · zχAk

k Kt(I −Kt)
−1
)
.

It is therefore sufficient to prove that (9) with K replaced by Kt is non-negative.

15
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Now 0 ≤ det(I − Kt) and also Kt(I − Kt)
−1 ≥ 0. By expanding the second

determinant on the right-hand side using (8), we see that the coefficients in front
of the term zn1

1 · · · znk

k are non-negative, and thus the numbers in (9) are indeed
non-negative.

That the expressions in (9) are probability distributions can be easily seen by
summing over n1, . . . , nk from 0 to ∞ and then invoking the residue theorem from
complex analysis k times.

Similar computations (the details are left to the reader) can be used to verify
that the conditions of Theorem 36 are satisfied, and this finishes the proof. □

The latter result directly gives us a wide class of determinantal point processes,
and many important examples are of this type. Having a correlation kernel that
is a self-adjoint operator also has some important consequences, since properties of
self-adjoint operators can be used to prove properties of the determinantal point
processes that they generate.

Proposition 20. Let K be the correlation kernel for a determinantal point
process on a discrete space X. Assume that K is self-adjoint. The probability that
the number of points in the random configuration is infinite is either 0 or 1. It is 1
if TrK =

∑
x∈XK(x, x) = +∞ and 0 if TrK =

∑
x∈XK(x, x) <∞.

Proof. If E[N(X)] = TrK =
∑
x∈XK(x, x) <∞ then P(N(X) = +∞) = 0.

On the other hand, assume that E[N(X)] = TrK =
∑
x∈XK(x, x) = +∞. First

we note that for any self-adjoint operator 0 ≤ B ≤ I we have

det(I −B) ≤ e−TrB .

Then, for any bounded set R and k ∈ N we have

P(N(R) = k) ≤ 2k E
[
2−N(R)

]
= 2kdet

(
I − 1

2KR

)
≤ exp

(
− 1

2TrKR

)
,

where KR is the restriction of K to R×R.
Now, by taking a sequence of bounded sets Rn such that Rn ↑ X and TrKRn

→
+∞, we find

P(N(X) = k) = lim
n→∞

P(N(Rn) = k) = 0.

Since this is true for every k, we must have P(N(X) = +∞) = 1. □

2. Self-adjoint projections

Another important class of examples comes from orthogonal projections, that
is, kernels K that satisfy K∗ = K and K2 = K. Of special interest are the
orthogonal projections onto n–dimensional subspaces, i.e., kernels of the form

K(x, y) =

n∑
j=1

fj(x)fj(y),

where {fj}nj=1 is a set of orthonormal functions in ℓ2(X).

Proposition 21. Let K be the correlation kernel for a determinantal point
process on a discrete space X. Assume that K is self-adjoint. Then the following
are equivalent:

(1) The number of points in the random configuration equals n with probability
1.

(2) K is a self-adjoint projection onto an n-dimensional subspace.
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Proof. 1 ⇐ 2. Since K2 = K we know that Var[N(X)] = 0. Moreover,
E[N(X)] = TrK = n.

1 ⇒ 2. Since K is self-adjoint we know by Theorem 19 that 0 ≤ K ≤ I and
hence K2 ≤ K. Combining this with the assumption Var[N(X)] = Tr(K−K2) = 0
we see that K2 − K = 0 and hence K is a projection. That it projects onto an
n-dimensional subspace follows again from E[N(X)] = TrK = n. □

3. Translation invariant processes

Lemma 22. Let f : T → [0, 1] be a measurable function on the unit circle and
denote its Fourier coefficients by

f̂k =
1

2πi

∮
f(z)

dz

zk+1
.

Then K(x, y) = f̂x−y for x, y ∈ Z defines a determinantal point process on Z.
The process is translation invariant. That is, if g is a function of bounded

support and gy(x) = g(x− y) for y ∈ Z, then

Φ(g) = Φ(gy).

Example 23. If f(z) = ρ with 0 < ρ < 1, then the determinantal point process
is the (product) Bernoulli point process on Z with constant intensity ρ. In this case,

det
(
K(xi, xj)

)n
i,j=1

=

n∏
i=1

K(xi, xi) = ρn.

Example 24. Take f(z) = 1
4 (2 + z + 1/z).

Example 25. Take f = χA, the characteristic function of a measurable set A.
In this case, the kernel has the additional property that K2 = K and thus K is a
self-adjoint projection.

In the special case A = {eit | −c ≤ t ≤ c}, we have

K(x, y) =
sin c(x− y)

π(x− y)
,

and the determinantal point process with this kernel is called the discrete sine
process.

4. L-ensembles

We start with some notation. Let X be a discrete space and (L(x, y))x,y∈X be a
|X| × |X| matrix. For any X ⊂ X the matrix LX is defined as the |X| × |X| matrix

LX = (L(x, y))x,y∈X .

We will also use the notation Y for the complement of Y ⊂ X.

Definition 26. Let X be a discrete space and (L(x, y))x,y∈X be a |X| × |X|
matrix with non-negative principal minors. Then, the L-ensemble corresponding to
L is the point process on X defined by

P(X) =
detLX

det(I + L)
.
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Theorem 27. Let X be a discrete space and (L(x, y))x,y∈X be a |X|×|X| matrix
with non-negative principal minors. Then the associated L-ensemble is a determi-
nantal point process with kernel

K = L(I + L)−1 = I − (I + L)−1.

Proof. This follows by a computation. Let Y ⊂ X. Then

P(Y ⊂ X) =
∑
X⊃Y

P(X) =
∑
X⊃Y

detLX
det(I + L)

=
det(IY + L)

det(I + L)
.

Then we invoke some linear algebra:

det(IY + L)

det(I + L)
= det

(
(IY + L)(I + L)−1

)
= det

(
I − IY (I + L)−1

)
= detKY .

This proves the statement. □

Not every determinantal point process is an L-ensemble. For instance, in an
L-ensemble the number of points is not necessarily fixed.

There is however a modification of L-ensembles that will be useful to us.
Let X be a discrete space and S ⊂ X. Then, given an L-ensemble on X we

can define a point process on S by requiring the random point-configuration for the
L-ensemble to contain S.

Definition 28. The conditional L-ensemble is the point process on S de-
fined by

P(X) =
detLX∪S

det(IS + L)
.

Theorem 29. The conditional L-ensemble is a determinantal point process
with kernel

K = IS −
(
(IS + L)−1

)
S.

Proof. The proof is the same as above, with only minor modifications.
Let Y ⊂ X. Then

P(Y ⊂ X) =
∑
X⊃Y

P(X) =
∑
X⊃Y

detLS̄∪X
det(IS + L)

=
det(IS\Y + L)

det(IS + L)
.

Then, again, we invoke some linear algebra:

det(IS\Y ) + L)

det(IS + L)
= det

(
(IS\Y + L)(IS + L)−1

)
= det

(
I − IY (IS + L)−1

)
= det

(
IS − IY (IS + L)−1

)
= detKY .

□
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5. Eynard–Mehta Theorem

Let X be a measurable space, and fix integers n ≥ 1 and N ≥ 0. We consider
a probability measure of the following form.

For each level m = 1, . . . , N , let

x(m) =
(
x
(m)
1 , . . . , x(m)

n

)
∈ Xn.

Let {ϕj}nj=1 and {ψj}nj=1 be functions on X, and for m = 1, . . . , N − 1 let

Tm,m+1 : X× X → C.
We assume that

det
[
ϕj(x

(1)
k )
]n
j,k=1

N−1∏
m=1

det
[
Tm,m+1(x

(m)
j , x

(m+1)
k )

]n
j,k=1

det
[
ψj(x

(N)
k )

]n
j,k=1

defines a probability measure on (Xn)N .
As we will see later, measures of this type occur frequently in random matrix

theory and in dimer models. We will show below that this measure can be inter-
preted as a conditional L-ensemble, and we will derive an explicit expression for
the associated correlation kernel.

Consider the {1, . . . , n} ∪ XN indexed matrix L, defined in block form by

L =



0 Φ 0 · · · · · · 0
0 0 −T1,2 0 · · · 0
0 0 0 −T2,3 0
...

. . .
...

0 0 −TN−1,N

Ψ 0 · · · · · · · · · 0


.

Here Φ is a {1, . . . , n} × X matrix and Ψ is a X× {1, . . . , n} matrix, defined by

Φj,x = ϕj(x), Ψx,j = ψj(x).

Lemma 30. The measure defined above is a conditional L-ensemble induced by
the matrix L and the conditioning set S = Xn.

Proof. (To be completed.) □

We now compute the correlation kernel using the general theory of conditional
L-ensembles. For this purpose, we will need the following standard linear algebra
result.

Lemma 31 (Schur complement inverse formula). Let

M =

(
A B
C D

)
,

where A ∈ Cm×m, D ∈ Cn×n, and the block sizes are compatible. Assume that D
is invertible and define the Schur complement

T := A−BD−1C.

If T is invertible, then M is invertible and

M−1 =

(
T−1 −T−1BD−1

−D−1CT−1 D−1 +D−1CT−1BD−1

)
.
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Proof. We use the block factorization

M =

(
I BD−1

0 I

)(
T 0
C D

)
, T = A−BD−1C.

Both factors are invertible under the stated assumptions. Their inverses are given
by(

I BD−1

0 I

)−1

=

(
I −BD−1

0 I

)
,

(
T 0
C D

)−1

=

(
T−1 0

−D−1CT−1 D−1

)
.

Multiplying these two matrices yields the stated formula for M−1. □

We introduce the notation

Tm1,m2 =

m2−1∏
k=m1

Tk,k+1,

for m2 > m1.

Theorem 32 (Eynard-Mehta Theorem). The point process defined (??) defines
a determinatnal point process with kernel

K((m1, x1), (m2, x2)) = −χm1<m2
Tm1,m2

(x1, x2)+

n∑
i,j=1

(Tm1,NΨ ) (x1, j)(G
−1)j,i (ΦT1,m2

) (i, x2)

Proof. (sketch) We need to compute the inverse of

0 Φ 0 · · · · · · 0
0 I −T1,2 0 · · · 0
0 0 I −T2,3 0
...

. . .
...

0 I −TN−1,N

Ψ 0 · · · · · · · · · I


.

and we write this in block form using

A = 0, B =
(
Φ 0 · · · · · · 0

)
, C =

(
0 · · · · · · 0 Ψ

)T
and

D =


I −T1,2 0 · · · 0
0 I −T2,3 0
...

. . .
...

I −TN−1,N

0 · · · · · · · · · I

 .

Clearly, D is invertible and

D−1 =


I T1,2 T1,3 · · · T1,N
0 I T2,3 T2,N
...

. . .
...

I TN−1,N

0 · · · · · · · · · I

 .
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Now BD−1C = ΦT1,NΨ = G and

D−1C =


T1,NΨ
T2,NΨ

...
TN−1,NΨ

Ψ


and

BD−1 =
(
Φ ΦT1,2 ΦT1,3 · · · ΦT1,N

)
so that

D−1C(BD−1C)−1BD−1

is the matrix (in block form)(
(Tm1,NΨG−1ΦT1,m2

)Nm1,m2=1

)
where Tm,m = I.

□

6. Biorthogonal Ensembles

7. Extended biorthogonal ensembles





CHAPTER 3

General Determinantal point processes

1. Random measures

Let E be a complete separable metric space. Denote by M(E) the space of all
non-negative Borel measures on E, and by M#(E) the subset of all measures that
are finite on bounded subsets of E. Such measures are called boundedly finite.

We equip M#(E) with the topology of vague convergence: µn → µ if and only
if ∫

f dµn −→
∫
f dµ

for all bounded continuous functions f with bounded support. The corresponding
Borel σ-algebra is the smallest σ-algebra for which µ 7→ µ(A) is measurable for all
bounded Borel sets A. With this topology, M#(E) is itself a complete separable
metric space (see [2, Proposition 9.1.IV]).

A random measure on E is a random element of M#(E), i.e. a measurable
mapping from a probability space into M#(E).

There are various ways to characterize random measures. Any random measure
µ gives rise to a family of real-valued random variables, indexed by A ∈ B(E), via

µ(A) : Ω → [0,∞).

The distribution function of µ(A) is

F (A;x) = P
(
µ(A) ≤ x

)
, x ∈ [0,∞).

In fact, the law of µ is completely determined by the joint distributions

F (A1, . . . , Ak;x1, . . . , xk) = P
(
µ(A1) ≤ x1, . . . , µ(Ak) ≤ xk

)
,

where k ∈ N and A1, . . . , Ak are disjoint sets taken from any semi-ring of bounded
sets that generates the Borel σ-algebra.

Another important characterization uses linear functionals. For any Borel func-
tion f : E → R with bounded support, the integral∫

f(x) dµ(x)

is finite almost surely. For such f we consider the characteristic functional

Lf = E
[
exp

(
i

∫
f(x) dµ(x)

)]
.

Since µ is boundedly finite, these expectations are well-defined for all bounded f

with bounded support. By taking f of the form f =
∑k
j=1 tjχAj

, where tj ∈ R and

the sets Aj are disjoint and bounded, we see that the collection of all Lf (over such
f) determines the distribution of the random measure.

23
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2. Point processes

Let N#(E) be the subset of M#(E) consisting of those measures ν such that

ν({x}) ∈ {0, 1} for all x ∈ E.

Thus ν ∈ N#(E) if and only if there exists a discrete subset X ⊂ E such that

ν =
∑
x∈X

δx.

Since ν is boundedly finite, we have |X ∩A| <∞ for any bounded Borel set A, and
therefore X has no accumulation points in E.

For such a measure ν =
∑
x∈X δx and any function f with bounded support,

we have ∫
f(x) dν(x) =

∑
x∈X∩supp(f)

f(x),

and the sum on the right-hand side has only finitely many terms.

Definition 33. A simple point process on E is a probability measure on
M#(E) such that

P
(
ν ∈ N#(E)

)
= 1.

Equivalently, it is a random element of N#(E).

Definition 34. For a simple point process ν =
∑
x∈X δx and a Borel set

A ⊂ E, the counting statistic N(A) is defined by

N(A) = ν(A) = |X ∩A|.

Note that N(A) is almost surely finite for bounded A, but it can take any value
in N0, and there is no a priori bound.

Proposition 35. A point process is completely determined by its finite-dimensional
distributions

Pm(A1, . . . , Am;n1, . . . , nm) = P
(
N(Aj) = nj , j = 1, . . . ,m

)
,

for m ∈ N, n1, . . . , nm ∈ N0, and bounded sets A1, . . . , Am.

Proof. See [2]. □

Theorem 36 (Kolmogorov–type consistency). Let

Pm(A1, . . . , Am;n1, . . . , nm),

for m ∈ N0, bounded sets A1, . . . , Am, and n1, . . . , nm ∈ N0, be a collection of
probability distributions. These are the finite-dimensional distributions of a point
process if and only if the following properties hold:

(1) Symmetry: For every permutation (i1, . . . , im) of {1, . . . ,m},
Pm(A1, . . . , Am;n1, . . . , nm) = Pm(Ai1 , . . . , Aim ;ni1 , . . . , nim).

(2) Consistency: For all m ≥ 0 and bounded A1, . . . , Am+1,
∞∑
r=0

Pm+1(A1, . . . , Am, Am+1;n1, . . . , nm, r) = Pm(A1, . . . , Am;n1, . . . , nm).

(3) Additivity: For each pair of disjoint Borel sets A1 and A2,

P3(A1, A2, A1 ∪A2;n1, n2, n3) = 0 whenever n1 + n2 ̸= n3.
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(4) Continuity from above: For n ∈ N and any sequence of bounded sets
AN such that AN ↓ ∅,

lim
N→∞

P1(AN ; 0) = 1.

Proof. See [2, Theorem 9.2.X]. 1 □

3. Factorial moments and correlation functions

We recall the Pochhammer symbol: for a ∈ R and ℓ ∈ N,

(a)ℓ = a(a− 1) · · · (a− ℓ+ 1).

For m ∈ N, we will construct a measure µm on Em as follows. Let 1 ≤ k ≤ m,
let A1, . . . , Ak ⊂ E be pairwise disjoint bounded Borel sets, and let ℓ1, . . . , ℓk ∈ N
satisfy

ℓ1 + . . .+ ℓk = m.

We set

A
(ℓj)
j =

{
(x

(j)
1 , . . . , x

(j)
ℓj

) ∈ A
ℓj
j : x(j)p ̸= x(j)q for p ̸= q

}
.

Then we define the factorial moments by

µm
(
A

(ℓ1)
1 × · · · ×A

(ℓk)
k

)
= E

 k∏
j=1

(
N(Aj)

)
ℓj

 .
It can be shown that µm has a unique extension to a measure on Em. 2

The factorial moments arise naturally from the following expansion. LetA1, . . . , Ak
be bounded Borel sets and z1, . . . , zk ∈ C. Then

(10) E

 k∏
j=1

z
N(Aj)
j

 = E

 k∏
j=1

(1 + (zj − 1))N(Aj)


= E

 k∏
j=1

N(Aj)∑
ℓj=0

(
N(Aj)

)
ℓj

ℓj !
(zj − 1)ℓj


= E

 k∏
j=1

 ∞∑
ℓj=0

(
N(Aj)

)
ℓj

ℓj !
(zj − 1)ℓj


∗
=

∞∑
ℓ1,...,ℓk=0

∏k
j=1(zj − 1)ℓj

ℓ1! · · · ℓk!
E

 k∏
j=1

(
N(Aj)

)
ℓj


=

∞∑
m=0

1

m!

∑
ℓ1+...+ℓk=m

(
m
ℓ1 ℓ2 · · · ℓk

)( k∏
j=1

(zj − 1)ℓj
)
E

 k∏
j=1

(
N(Aj)

)
ℓj

 .
Thus E

[∏k
j=1 z

N(Aj)
j

]
can be viewed as a generating function for the factorial mo-

ments.

1In the discrete case, one of the conditions is redundant; here we state the general version.
2The collection of sets A

(ℓ1)
1 × · · · × A

(ℓk)
k forms a semi-ring. The extension to a measure is

a standard exercise that is worth working out.
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The step indicated by
∗
= requires justification, since we interchange an infinite

sum and an expectation. For this we need an extra assumption.

Lemma 37. Assume that, for every bounded A ⊂ E, we have

µm+1

(
A(m+1)

)
mµm

(
A(m)

) −→ 0 as m→ ∞,

where A(m) denotes the subset of Am of m-tuples of distinct points. Then, for
bounded A1, . . . , Ak and z1, . . . , zk ∈ C, the expectation

E

 k∏
j=1

z
N(Aj)
j


is well-defined and finite, and

E

 k∏
j=1

z
N(Aj)
j

 =

∞∑
m=0

1

m!

∑
ℓ1+...+ℓk=m

(
m
ℓ1 ℓ2 · · · ℓk

)( k∏
j=1

(zj − 1)ℓj
)

× µm
(
A

(ℓ1)
1 × · · · ×A

(ℓk)
k

)
.

The series converges uniformly for (z1, . . . , zk) in compact subsets of Ck.

Definition 38. We say that a point process has m-point correlation functions
(with respect to a reference measure µ0) if there exists a measure µ0 on E and
symmetric functions ρm : Em → [0,∞), m = 1, 2, . . ., such that

dµm(x1, . . . , xm) = ρm(x1, . . . , xm) dµ0(x1) · · · dµ0(xm), m = 1, 2, . . . .

In this case, the functions ρm are called the m-point correlation functions of the
point process, with respect to the reference measure µ0.

In the discrete case, the correlation functions ρm are probabilities (see the
previous chapter). If E is not discrete, this is no longer true, but the ρm still have
a natural probabilistic interpretation.

Proposition 39. If the m-point correlation functions exist, then for distinct
points x1, . . . , xm ∈ E,

ρm(x1, . . . , xm) = lim
∆↓0

P(each neighbourhood [xj , xj +∆] contains at least one point)∏m
j=1 µ0([xj , xj +∆])

,

whenever the limit exists and the intervals are chosen in a suitable local coordinate
system.

Proof. Here comes a proof. □

Theorem 40. Suppose that the m-point correlation functions exist with µ0 as
a boundedly finite reference measure, and that, for every bounded A ⊂ E,

(11)
µm+1

(
A(m+1)

)
mµm

(
A(m)

) −→ 0 as m→ ∞.

Then for any bounded function g : E → C with bounded support, we have

E

[∏
x∈X

(1 + g(x))

]
=

∞∑
m=0

1

m!

∫
Em

m∏
j=1

g(xj) ρm(x1, . . . , xm) dµ0(x1) · · · dµ0(xm).
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The series converges absolutely and locally uniformly in g.

Proof. It suffices (why?) to prove the statement for functions of the form

g =

k∑
j=1

(zj − 1)χAj

with bounded disjoint sets A1, . . . , Ak and complex numbers z1, . . . , zk. Then

( k∏
j=1

(zj − 1)ℓj
)
E

 k∏
j=1

(
N(Aj)

)
ℓj


=

∫
A

(ℓ1)
1 ×···×A(ℓk)

k

m∏
j=1

(zc(j) − 1) ρm(x1, . . . , xm) dµ0(x1) · · · dµ0(xm),

where c(j) indicates to which block Ac(j) the variable xj belongs. Since g(x) = zj−1
for x ∈ Aj , this becomes∫

A
(ℓ1)
1 ×···×A(ℓk)

k

m∏
j=1

g(xj) ρm(x1, . . . , xm) dµ0(x1) · · · dµ0(xm).

Now the integrand
∏m
j=1 g(xj)ρm(x1, . . . , xm) is symmetric in (x1, . . . , xm), so

∑
ℓ1+...+ℓk=m

(
m
ℓ1 ℓ2 · · · ℓk

)∫
A

(ℓ1)
1 ×···×A(ℓk)

k

m∏
j=1

g(xj) ρm(x1, . . . , xm) dµm0

=

∫
E(m)

m∏
j=1

g(xj) ρm(x1, . . . , xm) dµm0 ,

where E(m) denotes the set of m-tuples of distinct points in E. Inserting this into
(10) yields the desired expansion for such g, and by approximation for all bounded
g with bounded support. □

4. Determinantal point processes

Definition 41. A determinantal point process is a simple point process for
which the m-point correlation functions exist for all m ≥ 1 and are given by

ρm(x1, . . . , xm) = det
(
K(xi, xj)

)m
i,j=1

, m = 1, 2, . . . ,

for some function K : E × E → C. We call K a correlation kernel for the deter-
minantal point process.

If K is a correlation kernel for a determinantal point process, then it is clear
from the definition that all information about the process is encoded inK. However,
the correlation kernel is not unique. Indeed, for any nowhere vanishing function
G : E → C \ {0},

K̃(x, y) = K(x, y)
G(x)

G(y)

is also a correlation kernel for the same determinantal point process.
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To express the quantity

Φ(g) = E

[∏
x∈X

(1 + g(x))

]
in terms of a determinant, we need additional assumptions on K. These assump-
tions will be imposed on the restrictions

KA(x, y) = χA(x)K(x, y)χA(y), x, y ∈ E,

for bounded sets A ⊂ E.

Assumption 1. The simplest (but strong) assumption is that K is continuous
on E×E when E is not discrete. In that case, many technical subtleties disappear,
and most examples of interest to us satisfy this condition. For a fully general theory
of determinantal point processes, however, this assumption is too restrictive.

Assumption 2. A common assumption in the literature is that K defines a
locally trace class operator. That is, for each bounded A ⊂ E, the operator KA on
L2(A,µ0),

KAf(x) =
∫
A

K(x, y) f(y) dµ0(y)

is trace class. This allows one to use the well-developed theory of trace class op-
erators and their determinants and traces. The drawback is that, if the diagonal
{(x, x) : x ∈ E} has µ0-measure zero in E × E, then the operator is insensitive
to the values of K on the diagonal, while for point processes the diagonal values
K(x, x) encode the local intensities and are therefore very important. Although there
are ways to handle this issue, we find that the purely operator-theoretic approach
becomes unnecessarily complicated for our purposes.

Assumption 3. We now introduce a more flexible assumption.
For a measurable function R : E × E → C, define

∥R∥S = max

((∫∫
E×E

|R(x, y)|2 dµ0(x)dµ0(y)

)1/2
,

∫
E

|R(x, x)| dµ0(x)

)
.

Strictly speaking, to make this into a norm we pass to equivalence classes: declare
R1 ≡ R2 if

R1(x, y) = R2(x, y) for µ0 × µ0-a.e. (x, y)

and

R1(x, x) = R2(x, x) for µ0-a.e. x.

The space of equivalence classes with finite ∥·∥S is a normed vector space, which we
denote by B. It is a Banach space; in fact it is naturally isomorphic to a subspace
of L2(E × E,µ0 ⊗ µ0)⊕ L1(E,µ0).

Our assumption on the correlation kernel is that ∥KA∥S <∞ for each bounded
A ⊂ E.

Remark 42. A function R with ∥R∥S <∞ need not define a trace class oper-
ator. There exist continuous kernels K for which the associated integral operator is
not trace class. We refer to the appendix for further discussion. From the viewpoint
of determinantal point processes, this is not a defect: the diagonal values K(x, x)
are crucial and should be part of the data.
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In what follows we will mostly work under the first assumption, namely that
the correlation kernel K is continuous.

Theorem 43. Let X be a determinantal point process with continuous correla-
tion kernel K and reference measure µ0. Then, for any bounded function g : E → C
with bounded support,

E

[∏
x∈X

(1 + g(x))

]
=

∞∑
m=0

1

m!

∫
Em

m∏
j=1

g(xj) det
(
K(xi, xj)

)m
i,j=1

dµ0(x1) · · · dµ0(xm),

and the series converges absolutely.

Proof. We only need to verify the assumption (11) from Theorem 40. This
can be done using Hadamard’s inequality for determinants:

∣∣det(K(xi, xj))
m
i,j=1

∣∣ ≤ m∏
i=1

 m∑
j=1

|K(xi, xj)|2
1/2

.

Using this inequality and the boundedness of K on bounded sets, one shows that

µm(A(m)) =

∫
Am

det
(
K(xi, xj)

)m
i,j=1

dµ0(x1) · · · dµ0(xm)

≤ mm/2 ∥KA∥mΦ (µ0(A))
m/2,

where ∥ · ∥Φ is the uniform norm used in the Fredholm theory (see the appen-
dix). From this bound one checks that (11) holds, and the theorem follows from
Theorem 40. □

Under the continuity assumption, the right-hand side is precisely the Fredholm
determinant of the integral operator with kernel g(x)K(x, y), acting on L2(Sg, µ0),
where Sg is the support of g. We write

E

[∏
x∈X

(1 + g(x))

]
= detΦ

(
I + gKSg

)
,

or, with a slight abuse of notation, simply detΦ(I + gK).
We refer to the appendix for a rigorous treatment of the Fredholm determinant

and its properties. For now, we only use that the Fredholm determinant enjoys the
usual identities one expects from determinants of finite matrices.

An important class of observables are the gap probabilities.

Definition 44. For A ⊂ E we define the gap probability as

P(N(A) = 0).

Proposition 45. For any bounded Borel set A ⊂ E,

P(N(A) = 0) = detΦ(I −KA).

Proof. Apply Theorem 43 with the choice g(x) = −χA(x). □

We can also define a trace for continuous kernels R : E × E → C by

TrΦR =

∫
E

R(x, x) dµ0(x),

whenever the integral is absolutely convergent (e.g. if R(x, x) has bounded support).
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Proposition 46. For the counting statistic N(A) we have:

• E[N(A)] = TrΦKA =

∫
A

K(x, x) dµ0(x),

• Var[N(A)] = TrΦKA−TrΦK
2
A =

∫
A

K(x, x) dµ0(x)−
∫
A

∫
A

K(x, y)K(y, x) dµ0(x)dµ0(y).

Proof. First note that

E[N(A)] =
d

dz

∣∣∣∣
z=1

E[zN(A)].

For |z − 1| small, we have the expansion

detΦ
(
I + (z − 1)KA

)
= exp

 ∞∑
j=1

(−1)j+1

j
(z − 1)jTrΦK

j
A

 ,

and differentiation at z = 1 gives the first identity. The variance follows similarly
by differentiating twice. □

5. Convergence of determinantal point processes

(Here one can discuss convergence of kernels and the corresponding convergence
in distribution of the associated determinantal point processes; we omit the details.)

6. Examples

We now discuss some examples of determinantal point processes. A particularly
important class comes from Hermitian kernels. 3 Let K be a continuous Hermitian
kernel on E × E, i.e.

K(y, x) = K(x, y) for all x, y ∈ E.

Theorem 47. Let K be a continuous Hermitian kernel such that the associated
integral operator K on L2(E,µ0) is bounded. Then K is a correlation kernel for a
determinantal point process if and only if the spectrum σ(K) is contained in [0, 1].

Proof. Here comes a proof (compare with the discrete case in the previous
chapter; the general case is based on the same ideas). □

Theorem 48. Let K be a continuous Hermitian kernel such that the associated
integral operator K is bounded. Then the total number of points N(E) is almost
surely either finite or infinite, and

P
(
N(E) = ∞

)
= 0 if TrΦK =

∫
E

K(x, x) dµ0(x) <∞,

and

P
(
N(E) = ∞

)
= 1 if TrΦK =

∫
E

K(x, x) dµ0(x) = ∞.

Proof. Here comes a proof (see the discrete case in the previous chapter). □

Theorem 49. Let K be a continuous Hermitian kernel such that the associated
integral operator K is bounded. Then the following statements are equivalent:

(1) There exists n ∈ N such that N(E) = n almost surely.

3There are also important examples for which no Hermitian correlation kernel exists.
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(2) The operator K is an orthogonal projection on an n-dimensional subspace,
i.e. K2 = K and rankK = n.

Proof. Here comes a proof (see the discrete case in the previous chapter). □

Theorem 50. Let E = R and let K : R × R → R be a continuous Hermitian
kernel such that σ(K) ⊂ [0, 1]. Assume that, for some s ∈ R,∫ ∞

s

K(x, x) dµ0(x) <∞.

Then the point process has a largest point ξmax with probability 1, and

P(ξmax ≤ s) = detΦ
(
I −K[s,∞)

)
.

Sketch of proof. Since

E
[
N([s,∞))

]
=

∫ ∞

s

K(x, x) dµ0(x) <∞,

the probability of having infinitely many points in [s,∞) is zero. Thus there must
be a largest point. Note that

P(ξmax ≤ s) = P(N([s,∞)) = 0) = E

[∏
x∈X

(1 + g(x))

]
,

where g(x) = −1 for x ≥ s and g(x) = 0 otherwise. The statement then follows
from Theorem 43, after justifying the passage to the limit for the unbounded set
[s,∞) via an exhaustion by bounded intervals. □

6.1. The sine process. The sine process is the determinantal point process
on R with correlation kernel

Ksine(x, y) =
sinπ(x− y)

π(x− y)
=

1

2π

∫ π

−π
eit(x−y) dt.

The corresponding operator on L2(R) is convolution with the sinc function. Its
Fourier transform is the indicator function of [−π, π], so Ksine is the kernel of an
orthogonal projection. Hence it defines a determinantal point process.

The sine process is translation invariant.

6.2. The Airy point process. The Airy function Ai(x) is the unique solution
of

y′′(x) = x y(x),

satisfying the asymptotics

y(x) ∼ 1

2
√
π
x−1/4 exp

(
−2

3
x3/2

)
, x→ +∞.

It can be shown that

Ai′(x) = O
(
x1/4 exp(− 2

3x
3/2)

)
, Ai′′(x) = O

(
x3/4 exp(− 2

3x
3/2)

)
as x→ +∞.

Define the Airy kernel

KAiry(x, y) =


Ai(x)Ai′(y)−Ai(y)Ai′(x)

x− y
, x ̸= y,

(Ai′(x))2 +Ai(x)Ai′′(x), x = y.
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One can show that KAiry is the kernel of an orthogonal projection, hence it defines
a determinantal point process, called the Airy point process.

Since ∫ ∞

s

KAiry(x, x) dx <∞ for each s ∈ R,

the corresponding determinantal point process has a largest point ξmax with prob-
ability one. The distribution

P(ξmax ≤ s) = detΦ
(
I −KAiry

)
L2(s,∞)

is called the Tracy–Widom distribution and is usually denoted by FTW (s).

6.3. Orthogonal polynomial ensembles. Let µ be a measure on R with
finite moments: ∫

|x|k dµ(x) <∞ for all k ∈ N0.

We define the family of orthonormal polynomials {pk}k≥0 by the conditions:

• pk is a polynomial of degree k with positive leading coefficient;

•
∫
pk(x)pj(x) dµ(x) = δjk for j = 0, . . . , k.

Then the reproducing kernel

Kn(x, y) =

n−1∑
k=0

pk(x) pk(y)

(together with the reference measure µ) defines a determinantal point process on
R. Since Kn is the kernel of a self-adjoint projection of rank n, this determinantal
point process has exactly n points almost surely.



CHAPTER 4

Biorthogonal ensembles

1. Definition

Definition 51. Let X be a complete metric space and µ a Borel measure on
X. A probability measure Pn on Xn is called a biorthogonal ensemble of size n
(with reference measure µ) if and only if there exist

ϕ1, . . . , ϕn ∈ L2(X, µ), ψ1, . . . , ψn ∈ L2(X, µ),

such that

dPn(x1, . . . , xn) =
1

Zn
det
(
ϕj(xk)

)n
j,k=1

det
(
ψj(xk)

)n
j,k=1

n∏
k=1

dµ(xk),

for some normalizing constant Zn > 0.

Note that the families of functions {ϕj}nj=1 and {ψj}nj=1 in the definition are
not unique. Indeed, by performing row operations in the determinants one can re-
place each function ϕk (resp. ψk) with a linear combination of the ϕj ’s (resp. ψj ’s),
possibly changing the normalization constant, as long as all the new functions re-
main linearly independent. This means that a biorthogonal ensemble is determined
by the n–dimensional subspaces

Vϕ = span{ϕ1, . . . , ϕn}, Vψ = span{ψ1, . . . , ψn}.

The functions ϕj and ψk in Definition 51 can be replaced by any other systems of

functions ϕ̃1, . . . , ϕ̃n and ψ̃1, . . . , ψ̃n that span the spaces Vϕ and Vψ respectively.

Lemma 52. With the notation above,

Zn = n! detG, Gij =

∫
X
ϕi(x)ψj(x) dµ(x).

Proof. This follows directly from Andreiéf’s identity stated in Lemma 65. □

A biorthogonal ensemble is a probability measure on Xn and hence it defines a
point process on X with exactly n points.

Theorem 53. Let Pn be a biorthogonal ensemble given by

dPn(x1, . . . , xn) =
1

Zn
det
(
ϕj(xk)

)n
j,k=1

det
(
ψj(xk)

)n
j,k=1

n∏
k=1

dµ(xk),

and let

Gij =

∫
X
ϕi(x)ψj(x) dµ(x), i, j = 1, . . . , n.

33
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Assume that G is invertible. Then this point process is determinantal with correla-
tion kernel

(12) K(x, y) =

n∑
i,j=1

ϕi(x) (G
−1)ij ψj(y).

Proof. Let g be a function with bounded support on X. Then

E
[ n∏
k=1

(1+g(xk))
]
=

1

Zn

∫
X
· · ·
∫
X

n∏
k=1

(1+g(xk)) det
(
ϕj(xk)

)n
j,k=1

det
(
ψj(xk)

)n
j,k=1

n∏
k=1

dµ(xk).

By Andreiéf’s identity (Lemma 65) with

fj(x) = (1 + g(x))ϕj(x), gj(x) = ψj(x),

we obtain

E
[ n∏
k=1

(1 + g(xk))
]
=

1

Zn
n! det

(∫
X
(1 + g(x))ϕi(x)ψj(x) dµ(x)

)n
i,j=1

=
1

detG
det
(
G+H

)
,

where

Hij =

∫
X
g(x)ϕi(x)ψj(x) dµ(x).

Thus

E
[ n∏
k=1

(1 + g(xk))
]
= det

(
I +G−1H

)
.

By Lemma 69, this is the Fredholm determinant of an operator with kernel

Kg(x, y) = g(x)K(x, y), K(x, y) =

n∑
i,j=1

ϕi(x) (G
−1)ij ψj(y).

Comparing with the general determinantal formula for generating functionals (see
Theorem 9), we conclude that K is indeed the correlation kernel, proving (12). □

Lemma 54. The kernel K of a biorthogonal ensemble is the integral kernel of
a projection (not necessarily orthogonal), i.e. the associated operator K satisfies
K2 = K.

Proof. The operator K has finite rank at most n and its range coincides with
the span of the functions ϕ1, . . . , ϕn. From the representation

K(x, y) =

n∑
i,j=1

ϕi(x) (G
−1)ij ψj(y)

and the definition of G, a direct computation shows that K2 = K. □

To compute the correlation kernel for a biorthogonal ensemble, we need, in
principle, to invert the Gram matrix G. Note that G is an n × n matrix and in
applications n is often very large, so inverting G explicitly can be difficult.
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Instead of trying to invert G, we can use the observation at the beginning of
this section and choose different systems {ϕ̃j}nj=1 and {ψ̃j}nj=1 such that

G̃jk =

∫
X
ϕ̃j(x) ψ̃k(x) dµ(x) = δjk.

We say that {ϕ̃j} and {ψ̃j} are biorthogonal. In this basis the Gram matrix is the
identity and hence trivial to invert. This is best seen through examples.

Remark 55. It is always possible to find such biorthogonal functions. Indeed,
since G is invertible we can take

ϕ̃j =

n∑
k=1

(G−1)jk ϕk, ψ̃j = ψj ,

which yields
∫
ϕ̃j(x) ψ̃k(x) dµ(x) = δjk.

We also note that there is no unique way of constructing biorthogonal systems.
Different choices may have different advantages.

2. Orthogonal polynomial ensembles

Let µ be a measure on R with all moments finite, i.e.∫
R
|x|m dµ(x) <∞, m = 0, 1, 2, . . .

Denote by S(µ) = suppµ the support of µ. Consider the probability measure on
S(µ)n defined by

1

Zn

∏
1≤i<j≤n

(xi − xj)
2

n∏
j=1

dµ(xj).

The Vandermonde determinant can be written as∏
1≤i<j≤n

(xi − xj) = det
(
x j−1
i

)n
i,j=1

,

so the density can be written as

1

Zn
det
(
x j−1
i

)n
i,j=1

det
(
x j−1
i

)n
i,j=1

n∏
j=1

dµ(xj).

In other words, this is a biorthogonal ensemble with

ϕj(x) = xj−1, ψj(x) = xj−1, j = 1, . . . , n.

Now, by performing column operations on the matrices inside the determinants,
we can rewrite this measure as

1

Zn
det
(
pj−1(xi)

)n
i,j=1

det
(
pj−1(xi)

)n
i,j=1

n∏
j=1

dµ(xj),

where pj are the orthonormal polynomials with respect to µ, so that

Gij =

∫
R
pi(x) pj(x) dµ(x) = δij .

Applying Theorem 53 we therefore obtain a determinantal point process with kernel

Kn(x, y) =

n−1∑
j=0

pj(x) pj(y),
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and this determinantal point process is precisely the orthogonal polynomial ensem-
ble introduced earlier.



CHAPTER 5

Non-intersecting path ensembles

1. Non-intersecting paths

Let G = (V,E) be a directed graph. Throughout we assume that G is acyclic,
so that no directed path can visit the same vertex more than once. Each edge e ∈ E
is assigned a strictly positive weight w(e) ∈ (0,∞).

A (directed) path π in G is a finite sequence of vertices

π = (v0, v1, . . . , vk),

such that (vi−1, vi) ∈ E for all i = 1, . . . , k. The weight of a path is defined
multiplicatively by

w(π) =

k∏
i=1

w(vi−1, vi).

Fix an integer n ≥ 1 and choose two ordered n-tuples of distinct vertices

P1, . . . , Pn and Q1, . . . , Qn

in V , interpreted as starting points and ending points. For P,Q ∈ V , we denote by
Π(P,Q) the set of all directed paths in G starting at P and ending at Q.

A path ensemble is an n-tuple π = (π1, . . . , πn) with πj ∈ Π(Pj , Qj). The
ensemble is called non-intersecting if no two paths share a vertex, that is,

πi ∩ πj = ∅ for all i ̸= j,

where intersections are understood at the level of vertices. We write

Πni

(
(P1, . . . , Pn), (Q1, . . . , Qn)

)
for the set of all non-intersecting path ensembles connecting the prescribed starting
points to the prescribed ending points.

The weight of an ensemble π = (π1, . . . , πn) is defined by

w(π) =

n∏
j=1

w(πj).

Assuming that the total weight of all non-intersecting ensembles is finite, we intro-
duce the partition function

Z =
∑

π∈Πni

w(π),

and define a probability measure on Πni by

P(π) =
1

Z
w(π).

37
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A key role in the analysis of non-intersecting paths is played by the single-path
transition function g defined by

g(P,Q) =
∑

π∈Π(P,Q)

w(π), P,Q ∈ V,

which record the total weight of all directed paths between two vertices. The
fundamental connection between single-path and multi-path quantities is provided
by the Lindström–Gessel–Viennot theorem.

Theorem 56 (Lindström–Gessel–Viennot). Let G = (V,E) be a directed acyclic
graph with edge-weights w : E → (0,∞). Fix vertices P1, . . . , Pn and Q1, . . . , Qn in
V . Then

(13) det
[
g(Pi, Qj)

]n
i,j=1

=
∑
σ∈Sn

sgn(σ)
∑

π∈Πni

(
(P1,...,Pn),(Qσ(1),...,Qσ(n))

)w(π).
Proof. Expanding the determinant gives

det
[
g(Pi, Qj)

]n
i,j=1

=
∑
σ∈Sn

sgn(σ)

n∏
i=1

g(Pi, Qσ(i)).

Using the definition of g and distributivity, we obtain
n∏
i=1

g(Pi, Qσ(i)) =
∑

(π1,...,πn)

n∏
i=1

w(πi),

where the sum runs over all n-tuples with πi ∈ Π(Pi, Qσ(i)). Thus the determinant
equals a signed sum over all such path families. Note that this include both families
of paths that are non-intersecting and intersecting, and it remains to show that the
sum over intersecting paths vanishes. To this end we construct a sign-reversing
involution on the set of intersecting families.

SinceG is acyclic, fix a topological ordering of its vertices. Given an intersecting
family, let v be the earliest vertex (in this order) that lies on at least two paths,
and let a < b be the smallest indices such that v ∈ πa ∩ πb. Write

πa = αa · βa, πb = αb · βb,

where αa, αb are the initial segments ending at v and βa, βb are the remaining tails.
Define new paths by swapping the tails,

π′
a = αa · βb, π′

b = αb · βa,

and let σ′ = σ ◦ (a b). This preserves total weight and reverses the sign, while
remaining an involution. Hence all intersecting families cancel pairwise, and only
non-intersecting ensembles contribute, yielding (13). □

Corollary 57 (Partition function). Assume that any non-intersecting path
ensemble connecting {P1, . . . , Pn} to {Q1, . . . , Qn} necessarily matches Pi to Qi for
each i. Then

Z = det
[
g(Pi, Qj)

]n
i,j=1

.

Proof. Under the stated assumption, all terms in (13) corresponding to non-
trivial permutations vanish, and the remaining term is precisely the partition func-
tion Z. □
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2. Graphs obtained by gluing columns

Fix an integer N ≥ 1. We consider directed graphs whose vertex set is the full
integer strip

V = {0, 1, . . . , N} × Z.
Edges are added column-by-column. More precisely, for each x ∈ {0, 1, . . . , N − 1}
we specify a set of directed edges between the slices {x} × Z and {x+ 1} × Z, and
possibly also vertical edges inside the right slice {x + 1} × Z. Gluing the columns
means that the slice {x + 1} × Z serves simultaneously as the right boundary of
column x and the left boundary of column x+ 1.

We will use four elementary column types. In all cases y ∈ Z.
Type I (Bernoulli up-step). The only edges in column x are

(x, y) → (x+ 1, y), (x, y) → (x+ 1, y + 1).

Thus a path crossing the column either goes straight or steps up by one.

Type II (Bernoulli down-step). The only edges in column x are

(x, y) → (x+ 1, y), (x, y) → (x+ 1, y − 1).

Thus a path crossing the column either goes straight or steps down by one.

Type III (horizontal + vertical down at the right slice). The column
contains all horizontal edges

(x, y) → (x+ 1, y),

and, in addition, all vertical edges at the right slice pointing down,

(x+ 1, y) → (x+ 1, y − 1).

Equivalently, after entering the slice x+1, a path may move down by an arbitrary
number of steps before proceeding further to the right in subsequent columns.

Type IV (horizontal + vertical up at the right slice). The column contains
all horizontal edges

(x, y) → (x+ 1, y),

and, in addition, all vertical edges at the right slice pointing up,

(x+ 1, y) → (x+ 1, y + 1).

Equivalently, after entering the slice x + 1, a path may move up by an arbitrary
number of steps before proceeding further to the right.

By choosing for each x ∈ {0, . . . , N − 1} one of the four types above, we obtain
a directed graph on {0, . . . , N}×Z built by gluing columns. Since every edge either
increases x by one (horizontal/diagonal) or keeps x fixed while changing y (vertical
edges within a slice), and since vertical edges are oriented consistently (up or down
within a given slice), the resulting graph is directed and acyclic.

Example 58 ( Alternating Type I and Type III columns). As a concrete illus-
tration of the column-gluing construction, consider a graph on

V = {0, 1, . . . , N} × Z
obtained by gluing columns in an alternating pattern: for even x we use Type I on
the strip from x to x+ 1, and for odd x we use Type III.
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x x+ 1

Type I

x x+ 1

Type II

x x+ 1

Type III

x x+ 1

Type IV

Figure 1. Four elementary column types used to build directed
graphs on {0, . . . , N} × Z.

Example 59 (N columns of Type IV followed by N columns of Type III). Fix
an integer N ≥ 1 and consider the directed graph on

V = {0, 1, . . . , 2N} × Z

obtained by gluing 2N columns as follows: for x = 0, 1, . . . , N − 1 the column
between x and x + 1 is of Type IV, and for x = N,N + 1, . . . , 2N − 1 the column
between x and x + 1 is of Type III. In other words, we use a block of N Type IV
columns followed by a block of N Type III columns. This produces a directed acyclic
graph with a natural left-to-right direction and a single interface at x = N .

2.1. Edge weights. We now equip the glued graph with edge weights. Through-
out, we impose the convention that all horizontal edges have weight 1. Only the
remaining (non-horizontal) edges carry nontrivial weights, which may depend on
the position (x, y) and on the column type.

Consider a column between the slices x and x+ 1, and let y ∈ Z.

Type I. The diagonal up-edges

(x, y) → (x+ 1, y + 1)

are assigned weights

w
(
(x, y) → (x+ 1, y + 1)

)
= αx,y ∈ (0,∞),
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0 1 2 3 4

I III I III

y

Figure 2. An example obtained by gluing columns in the alter-
nating pattern I–III–I–III. Type I columns allow (x, y) → (x+1, y)
and (x, y) → (x+ 1, y + 1), while Type III columns allow (x, y) →
(x+1, y) and vertical down moves (x+1, y) → (x+1, y−1) within
the right slice.

0 1 2 3 4 5 6 7 8

III III III III IV IV IV IV
x = N

y

Figure 3. Example with N = 4: a block of four Type III columns
followed by four Type IV columns.

while the horizontal edges (x, y) → (x+ 1, y) have weight 1.

Type II. The diagonal down-edges

(x, y) → (x+ 1, y − 1)

are assigned weights

w
(
(x, y) → (x+ 1, y − 1)

)
= βx,y ∈ (0,∞),

while the horizontal edges (x, y) → (x+ 1, y) have weight 1.

Type III. The vertical up-edges at the right slice,

(x+ 1, y) → (x+ 1, y + 1),
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are assigned weights

w
(
(x+ 1, y) → (x+ 1, y + 1)

)
= γx+1,y ∈ (0,∞),

while the horizontal edges (x, y) → (x+ 1, y) have weight 1.

Type IV. The vertical down-edges at the right slice,

(x+ 1, y) → (x+ 1, y − 1),

are assigned weights

w
(
(x+ 1, y) → (x+ 1, y − 1)

)
= δx+1,y ∈ (0,∞),

while the horizontal edges (x, y) → (x+ 1, y) have weight 1.

With these conventions, the weight of a path is the product of the weights of
its edges, and the weight of a path ensemble is the product of the weights of the
individual paths. Since all horizontal edges have unit weight, only diagonal and
vertical moves contribute nontrivially to the total weight.

2.2. Non-interesting path ensembles and a point process. We impose
boundary conditions

Pj = (0,−j), Qj = (2N,−j), j = 1, . . . , n,

and consider n-tuples of non-intersecting directed paths connecting Pj to Qj .

The paths naturally induce a point process as follows. Let π = (π1, . . . , πn) be
a non-intersecting path ensemble. At each vertical section x ∈ {0, 1, . . . , 2N} we
associate an ordered n-tuple of heights

η(x) = (η
(x)
1 < · · · < η(x)n ) ∈ Zn,

defined according to the type of column immediately to the left of x.

• If the column between x−1 and x is of Type III, then η
(x)
j is the highest

height reached by the jth path at slice x.

• If the column between x− 1 and x is of Type IV, then η
(x)
j is the lowest

height reached by the jth path at slice x.
• If the column between x − 1 and x is of Type I or II, then no vertical

motion occurs at slice x, and η
(x)
j is the unique height at which the jth

path visits that slice.

By non-intersection, the ordering

η
(x)
1 < · · · < η(x)n

is preserved for all x. The boundary conditions read

η(0) = (−n, . . . ,−1), η(2N) = (−n, . . . ,−1).

The associated point process. The non-intersecting path ensemble induces a
space–time point configuration

η := {(x, η(x)j ) : x = 0, . . . , 2N, j = 1, . . . , n} ⊂ {0, . . . , 2N} × Z.

We refer to η as the point process associated with the non-intersecting paths. This
is the main observable of interest.
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Transition matrices. For each x ∈ {0, 1, . . . , 2N − 1} we define a (generally
infinite) transition matrix

Tx,x+1 =
(
Tx,x+1(y, y

′)
)
y,y′∈Z,

where Tx,x+1(y, y
′) is the total weight of all single-path segments whose recorded

height changes from y at slice x to y′ at slice x+ 1 while crossing the xth column.
For 0 ≤ x < x′ ≤ 2N we define the multi-step transition matrix by

Tx,x′ := Tx,x+1Tx+1,x+2 · · ·Tx′−1,x′ .

Determinantal distribution of the point process.

Theorem 60 (Product form of the path measure). For any choice of strictly
increasing n-tuples

η(1), . . . ,η(2N−1) ∈ Zn,

the probability that the associated point process η satisfies η(x) = (η
(x)
1 , . . . , η

(x)
n ) for

all x = 0, . . . , 2N is given by

P
(
η(1), . . . ,η(2N−1)

)
=

1

Z

2N−1∏
x=0

det
[
Tx,x+1

(
η
(x)
i , η

(x+1)
j

)]n
i,j=1

,

where the partition function is

Z = det
[
T0,2N (−i,−j)

]n
i,j=1

.

Corollary 61 (Single-slice marginal of the point process). Fixm ∈ {0, 1, . . . , 2N}.
For any strictly increasing n-tuple y = (y1 < · · · < yn),

P
(
η(m) = y

)
=

1

Z
det
[
T0,m(−i, yj)

]n
i,j=1

det
[
Tm,2N (yi,−j)

]n
i,j=1

.

2.3. Correlation functions. We now turn to correlation functions of the
point process

η = {(x, η(x)j ) : x = 0, . . . , 2N, j = 1, . . . , n} ⊂ {0, . . . , 2N} × Z.

For a fixed slice m ∈ {0, . . . , 2N} we write

η(m) := {η(m)
1 , . . . , η(m)

n } ⊂ Z,

so that η =
⋃2N
m=0{m} × η(m).

Throughout we use the transition matrices Tx,x′ defined earlier, and we set

G :=
(
Gi,j

)n
i,j=1

, Gi,j := T0,2N (−i,−j).

By the LGV theorem and our boundary conditions, the partition function equals

Z = detG.

In particular, we assume detG ̸= 0, so that G−1 exists.
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Correlation functions. For k ≥ 1, the k-point correlation function of the slice
process η(m) is defined by

ρ
(m)
k (y1, . . . , yk) := P

(
{y1, . . . , yk} ⊂ η(m)

)
, y1, . . . , yk ∈ Z distinct.

Similarly, for the full space–time process η we define

ρk
(
(x1, y1), . . . , (xk, yk)

)
:= P

(
{(x1, y1), . . . , (xk, yk)} ⊂ η

)
,

for distinct space–time points (xa, ya) ∈ {0, . . . , 2N} × Z.

Theorem 62 (Determinantal correlations on a fixed slice). Fixm ∈ {0, 1, . . . , 2N}
and define a kernel on Z× Z by

(14) K(m)
n (y, y′) :=

n∑
i,j=1

Tm,2N (y,−j) (G−1)j,i T0,m(−i, y′).

Then the point process η(m) on Z is determinantal with kernel K(m), i.e. for any
k ≥ 1 and any distinct y1, . . . , yk ∈ Z,

ρ
(m)
k (y1, . . . , yk) = det

[
K

(m)
N (ya, yb)

]k
a,b=1

.

Proof. The weight-sum formula for the single-slice marginal (proved earlier)
reads

P
(
η(m) = {y1 < · · · < yn}

)
=

1

detG
det
[
T0,m(−i, yj)

]n
i,j=1

det
[
Tm,2N (yi,−j)

]n
i,j=1

.

This is an instance of the Eynard–Mehta (or Cauchy–Binet) structure: a probability
measure on n-point subsets of Z proportional to a product of two determinants.
A standard determinantal calculation (expanding minors and using Cauchy–Binet
with the normalization detA) shows that all inclusion probabilities are given by
determinants with kernel (14). □

The previous theorem describes the correlations within a single slice. We next
state the determinantal structure of the full space–time process η.

Theorem 63 (Extended determinantal point process). Define a kernel on(
{0, . . . , 2N} × Z

)2
by

(15)

Kn

(
(x, y), (x′, y′)

)
:= −1{x<x′} Tx,x′(y, y′)+

n∑
i,j=1

Tx,2N (y,−j) (G−1)j,i T0,x′(−i, y′).

Then η is a determinantal point process with correlation kernel K, i.e. for any
k ≥ 1 and any distinct space–time points (x1, y1), . . . , (xk, yk),

ρk
(
(x1, y1), . . . , (xk, yk)

)
= det

[
Kn

(
(xa, ya), (xb, yb)

) ]k
a,b=1

.

Moreover, the single-slice kernel of Theorem 62 is obtained by restriction: for x =
x′ = m one has

Kn

(
(m, y), (m, y′)

)
= K(m)

n (y, y′).

Proof. This is the standard Eynard–Mehta theorem for non-intersecting path
ensembles with fixed boundary data, applied to the product-of-determinants rep-
resentation of the path measure in terms of the one-step matrices Tx,x+1. The in-
dicator term −1{x<x′}Tx,x′ encodes the directed time-ordering of the paths, while

the second term imposes the boundary conditions through the matrix G−1. The
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restriction to a single slice follows immediately from (15) because the indicator term
vanishes when x = x′. □

3. Column-homogeneous parameters and Laurent transition matrices

We now specialize to the case in which all parameters are constant within each
column. More precisely, for each column index r we assume that the non-horizontal
edge weights do not depend on the vertical coordinate y, but only on r and on the
column type. Thus we write

αr,y ≡ αr, βr,y ≡ βr, γr,y ≡ γr, δr,y ≡ δr,

whenever the corresponding edge type is present in column r. Horizontal edges
continue to have weight 1.

Under this assumption, all transition matrices Tr,r+1 are translation invariant
in the vertical direction. Consequently, each Tr,r+1 is a Laurent matrix, i.e. a
bi-infinite matrix whose entries depend only on the difference y′ − y.

One-step transition matrices. Writing k = y′ − y, the matrix elements take the
following form.

• Type I:
Tr,r+1(y, y

′) = δk,0 + αr δk,1.

• Type II:
Tr,r+1(y, y

′) = δk,0 + βr δk,−1.

• Type III:

Tr,r+1(y, y
′) =

{
γ y

′−y
r , k ≥ 0,

0, k < 0.

• Type IV:

Tr,r+1(y, y
′) =

{
δ y−y

′

r , k ≤ 0,

0, k > 0.

In each case Tr,r+1(y, y
′) depends only on k = y′ − y, confirming that Tr,r+1 is

a Laurent matrix.

Symbol representation. We then introduce the symbols:

ar(z) :=
∑
k∈Z

Tr,r+1(0, k) z
k, z ∈ C×.

For the four column types this gives

• Type I:
ar(z) = 1 + αrz.

• Type II:
ar(z) = 1 + βr/z.

• Type III:

ar(z) =
∑
k≥0

δkr z
k =

1

1− γrz
, .

• Type IV:

ar(z) =
∑
k≥0

γkr z
−k =

1

1− δr/z
.
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Multi-step transitions. Since products of Laurent matrices are again Laurent
matrices, all multi-step transition matrices

Tx,x′ = Tx,x+1Tx+1,x+2 · · ·Tx′−1,x′

are Laurent matrices as well. Their symbols are given by

ax,x′(z) =

x′−1∏
r=x

ar(z),

and thus
Tx,x′ = L(ãx,x′),

where L(a) stands for the Laurent matrices with symbol a, and we also used the
notation ã(z) = a(1/z)-

Note also, for i, j = 1, . . . , n we have

Gi,j = (L(ãx,x′))−i,−j = (L(ax,x′))i,j

and thus
Gi,j = Tn(a).

This Laurent-symbol representation will be used extensively in the analysis of
correlation kernels and scaling limits.

3.1. Taking the limit n→ ∞. For finite n the model is still quite involved,
since the correlation kernel contains the inverse of a finite Toeplitz matrix. In
general, inverting such matrices is a difficult task. A major simplification occurs,
however, when we take the limit n→ ∞. In this regime, the finite Toeplitz matrix
is replaced by a Toeplitz operator, whose inversion is, remarkably, much more
tractable.

What follows requires justification—which will be provided later—but for the
moment we proceed formally. We take the limit n→ ∞ and simply replace Tn(a)

−1

by T (a)−1. This leads to the following result.

Theorem 64. Suppose that a0,N admits a Wiener–Hopf factorization

a0,N = a+a−.

Then the limit n→ ∞ of the point process exists, is determinantal, and has corre-
lation kernel

(16) K
(
(x, y), (x′, y′)

)
= −1{x<x′}

1

2πi

∮
|z|=1−

ax,x′(z)
dz

zy′−y+1

+
1

(2πi)2

∮
|z|=1−

dz

∮
|w|=1+

dw ax,2N (z) a−1
+ (z) a−1

− (w) a0,x′(w)
1

z(w − z)

zy

wy′
.

Proof. By definition,
(17)

K
(
(x, y), (x′, y′)

)
= −1{x<x′} Tx,x′(y, y′)+

∞∑
i,j=0

Tx,2N (y,−j) (T (a)−1)j,i T0,x′(−i, y′).

Using the Wiener–Hopf inversion formula

T (a)−1 = T (a−1
+ )T (a−1

− ),

together with

Tx,2N (y,−j) =
(
T (ax,2N )

)
−y,j , T0,x′(−i, y′) =

(
T (a0,x′)

)
i,−y′ ,
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we obtain
(18)
K
(
(x, y), (x′, y′)

)
= −1{x<x′} Tx,x′(y, y′)+

(
T (ax,2N )T (a−1

+ )T (a−1
− )T (a0,x′)

)
−y,−y′ .

Since a−1
+ (resp. a−1

− ) has only nonnegative (resp. nonpositive) Fourier modes, this
simplifies to

(19) K
(
(x, y), (x′, y′)

)
= −1{x<x′} Tx,x′(y, y′)+

(
T (ax,2Na

−1
+ )T (a−1

− a0,x′)
)
−y,−y′ .

Writing out the Toeplitz operators gives
∞∑
ℓ=0

1

(2πi)2

∮
dz

∮
dw ax,2N (z) a−1

+ (z) a−1
− (w) a0,x′(w)

1

z−y−ℓ+1

1

wℓ+y′+1
.

For |w| > |z|,
∞∑
ℓ=0

zℓ

wℓ+1
=

1

w − z
,

which yields

(20) K
(
(x, y), (x′, y′)

)
= −1{x<x′} Tx,x′(y, y′)

+
1

(2πi)2

∮
|z|=1−

dz

∮
|w|=1+

dw ax,2N (z) a−1
+ (z) a−1

− (w) a0,x′(w)
1

z(w − z)

zy

wy′
.

Finally,

Tx,x′(y, y′) =
1

2πi

∮
|z|=1−

ax,x′(z)
dz

zy′−y+1
,

which completes the formal computation. □

3.2. Example: Aztec diamond. Consider now the case

a2x = 1 + az, x = 0, . . . , N − 1,

and

a2x+1 =
1

1− a/z
, x = 0, . . . , N − 1,

where a ∈ (0, 1). This corresponds to alternating columns of type I and type IV.
Configurations of the associated non-intersecting paths encode domino tilings

of the Aztec diamond. Thus, we obtain a probability measure on the set of all such
tilings. Vertical dominoes have weight a, while horizontal dominoes have weight 1;
this model is known as the biased Aztec diamond.

The resulting point process is determinantal, with correlation kernel
(21)

K
(
(2p, y), (2q, y′)

)
= −1{p<q}

1

2πi

∮
|z|=1−

(1 + az) q−p
(
1− a

z

)−(q−p) dz

z y′−y+1

+
1

(2πi)2

∮
|z|=1−

dz

∮
|w|=1+

dw (1 + az)−p
(
1− a

z

)−(N−p)

× (1 + aw)q
(
1− a

w

)N−q 1

z(w − z)

zy

wy′
.

By taking the limit a→ 1, we obtain the correlation kernel for the determinan-
tal point process corresponding to the uniform measure on all possible tilings.
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3.3. Edrei–Thoma theory and natural Toeplitz building blocks. In the
column-homogeneous setting, each one-step transition matrix Tx,x+1 is a Toeplitz
(Laurent) matrix, so single-path weights are translation invariant in the vertical
direction. In order for the Lindström–Gessel–Viennot determinants to define non-
negative weights for non-intersecting path ensembles, it is natural to impose a
stronger structural condition on these transitions, namely total nonnegativity : all
minors of the Toeplitz kernel Tx,x+1(y, y

′) are nonnegative. In the Toeplitz case
this property is equivalent to the classical Pólya frequency condition PF∞.

A fundamental classification theorem due to Edrei and Thoma describes all such
totally nonnegative Toeplitz kernels in terms of their symbols. In the formulation
relevant for our purposes, if

a(z) =
∑
k∈Z

akz
k

is the symbol of a Toeplitz kernel with (ak) totally nonnegative, then a admits a
canonical factorization of the form

a(z) = C zκ exp
(
t(z + z−1)

) ∏
m≥1

1 + αmz

1− γmz

∏
m≥1

1 + βmz
−1

1− δmz−1
,

where C ≥ 0, κ ∈ Z, t ≥ 0, and the parameters αm, βm, γm, δm ≥ 0 satisfy
appropriate summability conditions ensuring convergence on an annulus containing
the unit circle.

Each factor in this representation has a direct interpretation in terms of ele-
mentary graph structures. The linear factors

1 + αz and 1 + βz−1

correspond to Bernoulli up- and down-steps (Types I and II), while the geometric
factors

(1− δz)−1 and (1− γz−1)−1

correspond to stacks of vertical moves at a fixed slice (Types IV and III). In this
way, the four elementary column types introduced earlier arise as the atomic factors
in the Edrei–Thoma classification.

From this perspective, the column-gluing construction is not ad hoc: in the
translation-invariant setting, any homogeneous one-step transition compatible with
total nonnegativity — and hence with a positive non-intersecting path measure —
can be assembled, up to harmless shifts and exponential factors, from these ele-
mentary building blocks. The exponential term exp(t(z+ z−1)) may be interpreted
as a continuous-time nearest-neighbor walk and can be approximated by suitable
limits of alternating Bernoulli columns.

Consequently, measures on non-intersecting paths constructed from products
of Toeplitz determinants and satisfying the natural positivity and consistency re-
quirements are expected to arise from graphs built out of these elementary column
types. The Edrei–Thoma theorem thus provides a structural justification for the
graphical framework used throughout these notes.



APPENDIX A

Determinants and trace of kernels

1. Introduction

Let µ be a finite Borel measure on a metric space S and let K : S × S → C be
a µ× µ–measurable function satisfying

(22)

∫∫
S×S

|K(x, y)|2 dµ(x) dµ(y) <∞.

Note that such measurable functions form a vector space, and an algebra when
equipped with the product

(K1 ·K2) (x, y) =

∫
S

K1(x, z)K2(z, y) dµ(z).

We will denote this algebra by B.
Special examples of interest are the kernels that are finite sums of separable

kernels:

F =


n∑
j=1

fj(x) gj(y)

∣∣∣∣∣∣ n ∈ N, fj , gj ∈ L2(S, µ), j = 1, . . . , n

 .

At various places (but certainly not always) we will identify K with the integral
operator K on L2(S, µ) given by

Kf(x) =
∫
S

K(x, y) f(y) dµ(y),

for x ∈ S. The condition (22) ensures that K is a bounded operator. In fact, it
makes the operator Hilbert–Schmidt, as we will see later on. The elements of F
correspond to the finite rank operators on L2(S, µ).

For integral operators with continuous kernel one can naturally extend the
notions of trace and determinant. The idea is the following:

(1) Define TrK and det(I + K) for K ∈ F by viewing them as finite rank
operators.

(2) Introduce a norm on F such that K 7→ TrK and K 7→ det(I + K) are
locally Lipschitz continuous.

(3) Extend the definition of determinant and trace by continuity.

There are various different norms that one can define such that the maps K 7→ TrK
andK 7→ det(I+K) are locally Lipschitz continuous. Interestingly, these definitions
(and their values!) may depend on the chosen norm. We will discuss three norms:

• uniform norm for continuous kernels,
• trace norm for trace class operators,
• a new norm that is specially adapted for determinantal point processes.

49
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The first two are classical ways of defining trace and determinants. The third is
new to the best of our knowledge. An important feature of this third norm is that
it depends on the values on the diagonal K(x, x). As a consequence we should
no longer identify the kernels with their integral operators (indeed, for continuous
measures, the integral operator does not depend on the diagonal K(x, x), as it is a
set of µ× µ–measure zero).

Finally, we remark that there are subtle differences between these theories. We
will illustrate this in a separate section.

2. Preliminaries

We first recall three well-known results that will be important to us.

Lemma 65 (Andreiéf’s identity). Let (X, ν) be a measure space. Then∫
X

· · ·
∫
X

det
(
fj(xk)

)n
j,k=1

det
(
gj(xk)

)n
j,k=1

dν(x1) · · · dν(xn)

= n! det

(∫
X

fj(x) gk(x) dν(x)

)n
j,k=1

,

for any n ∈ N and square integrable functions f1, . . . , fn, g1, . . . , gn.

Proof. The proof follows from a straightforward computation:∫
X

· · ·
∫
X

det
(
fj(xk)

)n
j,k=1

det
(
gj(xk)

)n
j,k=1

dν(x1) · · · dν(xn)

=

∫
X

· · ·
∫
X

∑
σ∈Sn

∑
τ∈Sn

sign(σ) sign(τ)

n∏
j=1

fσ(j)(xj)

n∏
j=1

gτ(j)(xj) dν(x1) · · · dν(xn)

=
∑
σ∈Sn

∑
τ∈Sn

sign(σ) sign(τ)

n∏
j=1

(∫
X

fσ(j)(x) gτ(j)(x) dν(x)

)

=
∑
σ∈Sn

∑
τ∈Sn

sign(σ−1) sign(τ)

n∏
j=1

(∫
X

fj(x) gτ◦σ−1(j)(x) dν(x)

)
,

where the last equality holds by reordering the product according to the permuta-
tion σ−1.

Since sign(σ−1) sign(τ) = sign(τ ◦σ−1), the double sum simplifies to a sum over
σ′ = τ ◦ σ−1 ∈ Sn and we thus arrive at∫

X

· · ·
∫
X

det
(
fj(xk)

)n
j,k=1

det
(
gj(xk)

)n
j,k=1

dν(x1) · · · dν(xn)

= n!
∑
σ′∈Sn

sign(σ′)

n∏
j=1

(∫
X

fj(x) gσ′(j)(x) dν(x)

)
,

and thus the statement follows. □

If ν is the counting measure on {1, . . . ,m}, then by setting Cjk = fj(xk)
and Djk = gj(xk), this is the Cauchy–Binet identity for the determinant of the
product of two rectangular matrices. If in addition n = m then it follows (after a
symmetrization) that det(CD) = detC detD for square matrices C and D.
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Lemma 66 (Sylvester’s identity). For any A ∈ Ck×m and B ∈ Cm×k we have

det(Ik +AB) = det(Im +BA).

Proof. The statement follows from the following trick:

det(Ik +AB) = det

(
Ik +AB A

0 Im

)
= det

(
Ik A
−B Im

)
det

(
Ik 0
B Im

)
= det

(
Ik 0
B Im

)
det

(
Ik A
−B Im

)
= det

((
Ik 0
B Im

)(
Ik A
−B Im

))

= det

(
Ik A
0 Im +BA

)
= det(Im +BA).

Here we used that det(CD) = detCdetD for any square matrices C and D. □

Lemma 67 (von Koch form of the determinant). Let A be an n × n matrix.
Then

det(I +A) = 1 +

n∑
k=1

1

k!

∑
i1,...,ik∈{1,...,n}

det
(
Aij ,iℓ

)k
j,ℓ=1

.

Proof. A proof can be found in standard texts on determinants; we omit the
details. □

3. Trace and determinant for finite rank operators

For finite rank operators the obvious way of defining the trace and determinant
is via their matrix representation. Let K be a finite rank operator and let M be a
subspace of L2(S, µ) such that both the range and the cokernel of K are subspaces
of M . In other words, K acts trivially on M⊥. Then we take an orthonormal basis
{e1, . . . , eN} for M (where N = dimM) and define

TrK =

N∑
i=1

(Kei, ei)

and

det(I +K) = det
(
δjk + (Kek, ej)

)N
j,k=1

.

Here (f, g) =
∫
S
f(x) g(x) dµ(x) denotes the L2(S, µ) inner product between f and

g.
The definitions of TrK and det(I+K) do not depend on the chosen basis, which

can be seen from the following lemmas.

Lemma 68. Let K(x, y) =
∑r
j=1 fj(x) gj(y) be the kernel for the finite rank

operator K. Then the following hold:

(1) TrK =

r∑
j=1

λj, where λj are the eigenvalues of K (counted with algebraic

multiplicity);
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(2) TrK =

∫
S

K(x, x) dµ(x) =

r∑
j=1

(fj , gj).

Proof. The first property is standard. The second property is a straightfor-
ward consequence of Plancherel’s theorem (or simply of the definition of the trace
in terms of an orthonormal basis). □

Lemma 69. Let K(x, y) =
∑r
j=1 fj(x) gj(y) be the kernel for the finite rank

operator K. Then the following hold:

(1) det(I +K) =

r∏
j=1

(1 + λj);

(2) det(I +K) = det
(
δjk + (fj , gk)

)r
j,k=1

.

Proof. The first property is again standard.
For the second property, note that

(Kei, ej) =
r∑
ℓ=1

(gℓ, ei) (fℓ, ej).

Define the matrices

Aiℓ = ⟨gℓ, ei⟩, i = 1, . . . , N, ℓ = 1, . . . , r,

Bℓj = ⟨fℓ, ej⟩, ℓ = 1, . . . , r, j = 1, . . . , N.

Then (Kei, ej) = (AB)ij and thus the determinant can be written as det(IN+AB).
By Sylvester’s identity (Lemma 66) we get

det(IN +K) = det(IN +AB) = det(Ir +BA).

A direct computation shows that (BA)jk =
∫
S
fj(x) gk(x) dµ(x), proving the second

property. □

For the next important form of the determinant we use Andreiéf’s identity.

Lemma 70. For a finite rank operator K with kernel K we have

(23) det(I +K) =

∞∑
m=0

1

m!

∫
S

· · ·
∫
S

det
(
K(xi, xj)

)m
i,j=1

dµ(x1) · · · dµ(xm),

and the series truncates at m = r, where r is the rank of K.

Proof. Write K(x, y) =
∑r
ℓ=1 fℓ(x) gℓ(y). By applying Andreiéf’s identity

twice we obtain∫
S

· · ·
∫
S

det
(
K(xi, xj)

)m
i,j=1

dµ(x1) · · · dµ(xm)

=
1

m!

r∑
k1=1

· · ·
r∑

km=1

∫
S

· · ·
∫
S

det
(
fkj (xi)

)m
i,j=1

det
(
gkj (xi)

)m
i,j=1

dµ(x1) · · · dµ(xm)

=

r∑
k1=1

· · ·
r∑

km=1

det
(
(fkj , gki)

)m
i,j=1

.
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Thus

r∑
m=0

1

m!

∫
S

· · ·
∫
S

det
(
K(xi, xj)

)m
i,j=1

dµ(x1) · · · dµ(xm)

=

r∑
m=0

1

m!

r∑
k1=1

· · ·
r∑

km=1

det
(
(fkj , gki)

)m
i,j=1

.

Hence the statement follows by applying Lemma 67 and part (2) of Lemma 69. □

The trace and determinant have many important properties. We will especially
use the ones in the following lemma.

Lemma 71. The determinant has the following properties for finite rank oper-
ators:

(1) det(I +K1)det(I +K2) = det(I +K1 +K2 +K1K2).

(2) log det(I+zK) =

∞∑
j=1

(−1)j+1

j
zj TrKj , valid for |z| sufficiently small (for

example, |z| ≤ 1/maxj |λj(K)|).

4. Continuous extensions

Let B∗ be a subalgebra of B that is equipped with a norm ∥ · ∥∗ such that:

(1) B∗ is a Banach algebra, i.e., B∗ is complete and

∥K1K2∥∗ ≤ ∥K1∥∗ ∥K2∥∗.

(2) The finite rank operators (i.e. kernels in F) form a dense subspace of B∗;
we denote this dense subspace by BF .

(3) The map K 7→ TrK is a continuous linear functional on BF with respect
to ∥ · ∥∗.

Strictly speaking, in our examples ∥ · ∥∗ will be a seminorm that will be turned into
a norm by considering equivalence classes in a standard fashion: we say K1 ∼ K2

if and only if ∥K1 − K2∥∗ = 0. The continuity of the trace then shows that
∥K1 − K2∥∗ = 0 implies TrK1 = TrK2, making the trace a well-defined function
on the equivalence classes. This is not a trivial point, since our equivalence classes
will be different in the upcoming examples.

The fact that B∗ is a Banach algebra is a useful property that we will exploit
at several places.

Lemma 72. Let K ∈ B∗. Then

(1) Kj ∈ B∗ and ∥Kj∥∗ ≤ ∥K∥j∗ for j = 1, 2, . . .;

(2) exp(K) =
∑∞
j=0

Kj

j! ∈ B∗ and ∥ expK∥∗ ≤ exp(∥K∥∗).
If ∥K∥∗ < 1, then

(3) (I −K)−1 =
∑∞
j=0K

j ∈ B∗ and ∥(I −K)−1∥∗ ≤ (1− ∥K∥∗)−1;

(4) log(I −K) = −
∑∞
j=1

Kj

j ∈ B∗ and ∥ log(I −K)∥∗ ≤ − log(1− ∥K∥∗).

Proof. The proof is standard: it relies on the completeness of B∗ and the
submultiplicative property of ∥ · ∥∗. □

All the arguments in the following paragraph are copied from [1].
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Theorem 73. The map K 7→ det(I +K) on BF is locally Lipschitz continuous
with respect to ∥ · ∥∗ and thus has a continuous extension to the whole of B∗.

Proof. We first prove that K 7→ det(I + K) is continuous on the ball in BF
of radius 0 < r < 1. Indeed, for any F,G ∈ BF such that ∥F∥∗, ∥G∥∗ < r we have

|det(I + F )− det(I +G)| =

∣∣∣∣∣∣exp
( ∞∑
j=1

(−1)j+1

j
TrF j

)
− exp

( ∞∑
j=1

(−1)j+1

j
TrGj

)∣∣∣∣∣∣
≤ c

∣∣∣∣∣∣
∞∑
j=1

(−1)j+1

j
TrF j −

∞∑
j=1

(−1)j+1

j
TrGj

∣∣∣∣∣∣
≤ c1

∞∑
j=1

1

j

∣∣TrF j − TrGj
∣∣ ≤ c1c2

∞∑
j=1

1

j

∥∥F j −Gj
∥∥
∗ ,

for some constants c, c1, c2 > 0. Using that B∗ is a Banach algebra we find∥∥F j −Gj
∥∥
∗ =

∥∥∥∥∥
j−1∑
ℓ=0

F ℓ(F −G)Gj−ℓ−1

∥∥∥∥∥
∗

≤
j−1∑
ℓ=0

∥F∥ℓ∗ ∥F−G∥∗ ∥G∥j−ℓ−1
∗ ≤ jr j−1∥F−G∥∗,

and thus

|det(I + F )− det(I +G)| ≤ c1c2
1− r

∥F −G∥∗,

which proves that F 7→ det(I + F ) is continuous (in fact Lipschitz continuous) in
the ball with radius r < 1.

Next we prove that K 7→ det(I + K) is continuous on all of BF . To this end,
fix F ∈ BF and note that

det(I + F )− det(I +G) = det(I +G)
(
det
(
I + (I +G)−1(F −G)

)
− 1
)
,

for any F,G ∈ BF . Then by the argument above there exist ρ > 0 and c3 > 0 such
that

|det(I + F )− det(I +G)| ≤ c3|det(I +G)| ∥(I +G)−1∥∗∥F −G∥∗
whenever ∥F −G∥∗ < ρ. This proves the local Lipschitz continuity. □

We are now ready to define the trace and determinant by continuous extension.

Definition 74. We denote the continuous extensions of K 7→ TrK and K 7→
det(I +K) from BF to B∗ by Tr∗ and det∗. That is, for K ∈ B∗ we set

Tr∗K = lim
n→∞

TrFn, det∗(I +K) = lim
n→∞

det(I + Fn),

where {Fn}n ⊂ BF is any sequence converging to K in B∗.

Many of the properties of the trace and determinant for finite matrices transfer
directly (by continuity) to elements of B∗. We mention two important identities.

Lemma 75. For K1,K2,K ∈ B∗ we have

(1) det∗(I +K1)det∗(I +K2) = det∗(I +K1 +K2 +K1K2);

(2) log det∗(I + zK) =

∞∑
j=1

(−1)j+1

j
zj Tr∗K

j , valid for |z| sufficiently small

(depending on K and ∥ · ∥∗).
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Proof. The first property follows directly from continuity and the fact that
the identity is correct in BF .

For the second property, first recall that the identity holds if K ∈ BF and z is
sufficiently small. Since the right-hand side is a well-defined analytic function for
z in a neighborhood of the origin, the identity extends to that neighborhood. For
a general K ∈ B∗, take Fn ∈ BF such that Fn → K as n→ ∞:

log det∗(I + zK) = lim
n→∞

log det(I + zFn) = lim
n→∞

∞∑
j=1

(−1)j+1

j
zj TrF jn.

What is left to prove is that we can take the limit term by term. This follows from
the estimate

|TrF jn| ≤ c1∥Fn∥j∗,
and thus the series converges uniformly in n for z in a sufficiently small disk.
We can therefore interchange limits. Then, by continuity of the trace we find
TrF jn → Tr∗K

j and this proves the statement. □

A consequence of the latter lemma is that z 7→ det∗(I + zK) is analytic in a
sufficiently small disk around the origin. In fact, it is an entire function, as we now
prove.

Theorem 76. For K ∈ B∗ the map z 7→ det∗(I + zK) is an entire function.

Proof. Let {Fn}n ⊂ BF be such that Fn → K in B∗ as n → ∞. We will
prove that z 7→ det∗(I + zK) is analytic on a disk around the origin of arbitrary
radius R > 0. Fix R > 0 and choose N such that ∥K − Fn∥∗ ≤ 1/R for all n ≥ N .
Then, for n ≥ N we write

(24) det∗(I + zK) = det∗
(
I + z(K − Fn)

)
det∗

(
I + z

(
I + z(K − Fn)

)−1
Fn

)
.

By Lemma 75 we know that det∗
(
I+z(K−Fn)

)
is analytic for |z| < R. It remains

to show that the second factor is also analytic. To this end, write

det∗

(
I + z

(
I + z(K − Fn)

)−1
Fn

)
= lim
M→∞

det∗

(
I + z

M∑
j=0

(−z)j(K − Fn)
jFn

)
,

where the convergence is uniform for z in compact subsets of the disk |z| < R. Now
BF is an ideal in B∗ and thus

Tn,M (z) := z

M∑
j=0

(−z)j(K − Fn)
jFn ∈ BF ,

and hence

det∗
(
I + Tn,M (z)

)
= det

(
I + Tn,M (z)

)
is a polynomial in z. Moreover, by uniform convergence, these polynomials converge
to an analytic function for |z| < R.

We thus see that both terms on the right-hand side of (24) are analytic for
|z| < R and thus so is det∗(I+zK). Since R is arbitrary the statement follows. □

Corollary 77. For every K ∈ B∗ we have an entire series expansion

det∗(I + zK) = 1 +

∞∑
k=1

ak(K) zk,
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with

lim
k→∞

∣∣ak(K)
∣∣1/k = 0.

Theorem 78. Let K ∈ B∗ and {Fn}n ⊂ BF such that Fn → K as n → ∞.
Then

det∗(I +K) = 1 +

∞∑
m=1

1

m!
lim
n→∞

∫
S

· · ·
∫
S

det
(
Fn(xi, xj)

)m
i,j=1

dµ(x1) · · · dµ(xm).

It is tempting to try to interchange the limit with the integral and simply
replace the integrand by det

(
K(xi, xj)

)m
i,j=1

, but this is not necessarily correct (for

instance, for general trace class operators this does not necessarily hold). However,
for certain explicit choices for B∗ this can be justified, as we will see later on.

Another theorem that is useful to us is the following.

Theorem 79. Suppose that for some monotone increasing function G : [0,∞) →
[0,∞) we have that

|det(I +K)| ≤ G(∥K∥∗)

for all K ∈ BF . Then, for any K1,K2 ∈ B∗,

|det∗(I +K1)− det∗(I +K2)| ≤ ∥K1 −K2∥∗G
(
∥K1∥∗ + ∥K2∥∗ + 1

)
.

Proof. For the trace, the corresponding statement is immediate from linearity
and continuity.

For the determinant, fix K1,K2 ∈ B∗ and define

f(z) = det∗

(
I + 1

2 (K1 +K2) + z(K2 −K1)
)
.

Then f is entire in z and f(− 1
2 ) = det∗(I +K1) and f(

1
2 ) = det∗(I +K2).

Moreover,

f
(
1
2

)
− f

(
− 1

2

)
= f ′(ξ)

for some ξ ∈ (− 1
2 ,

1
2 ) by the mean value theorem. Since f is entire, we can use

Cauchy’s inequality to deduce

sup
|ξ|≤1/2

|f ′(ξ)| ≤ 1

R
sup

|z|=R+1/2

|f(z)|,

for any R > 0. Take R = ∥K1 − K2∥−1
∗ (if K1 ̸= K2; otherwise there is nothing to

prove) and invoke the assumed bound on the determinant to obtain∣∣f ( 12)− f
(
− 1

2

)∣∣ ≤ ∥K1 −K2∥∗ sup
|z|=R+1/2

|f(z)|

≤ ∥K1 −K2∥∗ sup
|z|=R+1/2

G
(∥∥ 1

2 (K1 +K2) + z(K2 −K1)
∥∥
∗

)
.

By using the fact that G is monotone increasing we further deduce that

sup
|z|=R+1/2

G
(∥∥ 1

2 (K1 +K2) + z(K2 −K1)
∥∥
∗

)
≤ G

(
∥K1∥∗ + ∥K2∥∗ + 1

)
,

and this gives the stated inequality. □
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5. Fredholm determinants

Let us now assume that S ⊂ Rd is compact and the kernel K is continuous. We
denote the space of all integral operators with continuous kernel by BΦ and endow
this space with the norm

∥K∥Φ = µ(S) max
x,y∈S

|K(x, y)|.

Equipped with this norm, BΦ is a Banach algebra, i.e., it is both a Banach space
and an algebra, and

∥K1K2∥Φ ≤ ∥K1∥Φ∥K2∥Φ.
Note also that ∥K∥∞ ≤ ∥K∥Φ.

Lemma 80. The subspace F of finite rank operators in BΦ forms a dense sub-
algebra.

Proof. That F is a subalgebra is immediate. That it is dense follows, for
instance, by Féjer’s theorem from Fourier analysis. Indeed, using a multivariate
version of Féjer’s theorem we see that any continuous K can be uniformly approx-
imated by sums of products of trigonometric polynomials. Since these sums give
finite rank operators, we obtain the statement. □

Proposition 81. The trace and determinant on BΦ ∩BF are continuous with
respect to the norm ∥ · ∥Φ and can therefore be continuously extended to BΦ. These
extensions will be denoted by TrΦ and detΦ.

The trace TrΦK satisfies

(25) TrΦK =

∫
S

K(x, x) dµ(x).

The Fredholm determinant detΦ(I +K) satisfies

(26) detΦ(I +K) =

∞∑
m=0

1

m!

∫
S

· · ·
∫
S

det
(
K(xi, xj)

)m
i,j=1

dµ(x1) · · · dµ(xm),

and the right-hand side is absolutely convergent.

Proof. It follows from Lemma 68 (second property) that

|TrΦK1 − TrΦK2| ≤ ∥K1 −K2∥Φ,

for any K1,K2 ∈ BΦ ∩ BF . This means that we can indeed extend the definition of
the trace and determinant continuously to all of BΦ.

It remains to check that the formulas (25) and (26) are indeed correct. For
K ∈ BΦ, let Kn ∈ BΦ ∩ BF be a sequence converging to K in ∥ · ∥Φ. Then

TrΦK = lim
n→∞

TrKn = lim
n→∞

∫
S

Kn(x, x) dµ(x),

and

detΦ(I +K) = lim
n→∞

∞∑
m=0

1

m!

∫
S

· · ·
∫
S

det
(
Kn(xi, xj)

)m
i,j=1

dµ(x1) · · · dµ(xm).

By uniform convergence of Kn → K, we can take the limit under the integrals,
which proves the statement. □
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Lemma 82. Let G(x) =
∑∞
m=0

mm/2xm

m! . Then

|detΦ(I +K)| ≤ G(∥K∥Φ).

Proof. By Hadamard’s inequality we have∣∣det(K(xi, xj)
)m
i,j=1

∣∣ ≤ mm/2 ∥K∥mΦ .

Together with Lemma 70 this implies that

(27) |det(I +K)| ≤
∞∑
m=0

mm/2 ∥K∥mΦ
m!

,

proving the statement. □

We list the most important properties.

Lemma 83. For K1,K2,K ∈ BΦ we have

(1) |TrΦK1 − TrΦK2| ≤ ∥K1 −K2∥Φ;
(2) |detΦ(I +K1)− detΦ(I +K2)| ≤ ∥K1 −K2∥ΦG

(
∥K1∥Φ + ∥K2∥Φ + 1

)
;

(3) detΦ(I +K1)detΦ(I +K2) = detΦ(I +K1 +K2 +K1K2);

(4) log detΦ(I + zK) =

∞∑
j=1

(−1)j+1

j
zj TrΦK

j , valid for |z| sufficiently small

(depending on K and ∥ · ∥Φ).

Here G(x) =
∑∞
m=0

mm/2xm

m! .

6. A generalization

We now consider a generalization of the Fredholm determinant.
Consider the space BR of kernels K : S × S → C such that

∥K∥R = max

((∫∫
S×S

|K(x, y)|2 dµ(x) dµ(y)
)1/2

,

∫
S

|K(x, x)| dµ(x)

)
<∞.

After introducing equivalence classes by saying that K1 = K2 if and only if

(1) K1(x, y) = K2(x, y) for µ× µ–almost every (x, y) ∈ S × S, and
(2) K1(x, x) = K2(x, x) for µ–almost every x ∈ S,

we see that BR is a Banach space.
We stress that, in general, one should not consider the elements of BR as integral

kernels for bounded operators. Indeed, if the diagonal D = {(x, x) | x ∈ S} is a
set of measure 0 then the values of K on D do not contribute to the operator.
But as an element of BR these values are highly relevant. For instance, if we take
K(x, y) = 0 for x ̸= y and assume that D has measure 0, then the corresponding
operator is trivial, but its norm in BR is positive if K(x, x) ̸= 0 for x in a set of
positive measure.

This is not a problem. In fact, it will turn out to be very useful for us. Indeed,
for determinantal point processes the values along the diagonal are mean densities of
points, and thus highly relevant. From this point of view it is somewhat unfortunate
to view the kernel only as an operator.
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Theorem 84. The set

BF =


m∑
j=1

fj(x) gj(y)

∣∣∣∣∣∣ m ∈ N, f1, . . . , fm, g1, . . . , gm ∈ L2(S, µ)


is dense in BR.

Theorem 85. The trace and determinant are continuous with respect to the
norm ∥ · ∥R and can therefore be continuously extended to BR. These extensions
will be denoted by TrR and detR.

The trace TrRK satisfies

(28) TrRK =

∫
S

K(x, x) dµ(x).

The determinant detR(I +K) satisfies

(29) detR(I +K) =

∞∑
m=0

1

m!

∫
S

· · ·
∫
S

det
(
K(xi, xj)

)m
i,j=1

dµ(x1) · · · dµ(xm),

and the right-hand side is absolutely convergent.

7. Trace class operators

In the next discussion, we return to the more general situation where K is a
compact operator on L2(S, µ) and S is a general measure space. If K is compact,
then K∗K is both compact and self-adjoint. By the spectral theorem K∗K has
eigenvalues σj(K)2 that we order in decreasing order

σ1(K)2 ≥ σ2(K)2 ≥ . . . ≥ 0.

The positive square roots σj(K) are called the singular values ofK. The p–Schatten
class of operators is then defined as the set of all operators K such that

∞∑
j=1

σj(K)p <∞,

and we define

∥K∥p =

 ∞∑
j=1

σj(K)p

1/p

.

We also define

Bp = {K compact | ∥K∥p <∞}.
In case p = 1, the operators in B1 are called trace class operators and ∥ · ∥1 is called
the trace norm. In case p = 2, the operators in B2 are called Hilbert–Schmidt
operators and ∥ · ∥2 is called the Hilbert–Schmidt norm. It can be shown that

∥K∥22 =

∫∫
S×S

|K(x, y)|2 dµ(x) dµ(y),

but no such simple expression for the trace norm is known. In fact, it is often rather
difficult to verify that a certain operator is trace class. A useful idea is to show
that K = AB where A,B are Hilbert–Schmidt operators. Indeed, in that case K
is trace class since

∥K∥1 = ∥AB∥1 ≤ ∥A∥2∥B∥2.
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This implies in particular that if K is Hilbert–Schmidt, then Kj is trace class for
all j ≥ 2.

The finite rank operators on L2(S, µ) are dense in the trace class operators.
Moreover, it can be shown that if we order the eigenvalues of K as |λ1| ≥ |λ2| ≥ . . . ,
then σj(K) ≥ |λj(K)|. This implies that for finite rank operators K we have

|TrK| ≤ ∥K∥1.

The trace is thus Lipschitz continuous with respect to the trace norm and we can
continuously extend the definition of the trace to all trace class operators. This
extension will be denoted by Tr1.

As for the determinant, if K ∈ B1 has eigenvalues λj , we have

|det(I +K)| =

∣∣∣∣∣∣
∞∏
j=1

(1 + λj)

∣∣∣∣∣∣ ≤ exp
( ∞∑
j=1

|λj |
)
≤ exp

( ∞∑
j=1

σj(K)
)
≤ exp

(
∥K∥1

)
.

As a consequence we also see that the determinant can be extended to a locally
Lipschitz continuous function on B1 and this extension will be denoted by det1.

Lemma 86. For K1,K2,K ∈ B1 we have

(1) |Tr1K1 − Tr1K2| ≤ ∥K1 −K2∥1;
(2) |det1(I +K1)− det1(I +K2)| ≤ ∥K1 −K2∥1 exp

(
∥K1∥1 + ∥K2∥1 + 1

)
;

(3) det1(I +K1)det1(I +K2) = det1(I +K1 +K2 +K1K2);

(4) log det1(I+zK) =

∞∑
j=1

(−1)j+1

j
zjTr1K

j , valid for z in a sufficiently small

neighborhood of 0.

8. Comparison between detΦ, detR and det1

It is important to note that detΦ, detR and det1 are not necessarily the same.
To start with, they are not necessarily defined on the same sets. Clearly, not all
trace class operators have continuous kernels. Moreover, Carleman showed the
existence of a continuous K with S = [0, 1] and Lebesgue measure µ, such that K
is not trace class. For such operators detΦ = detR is well defined but det1 is not.
But even when all determinants and traces are well defined, they do not necessarily
take the same value.

Proposition 87. There exists K ∈ BR such that K is trace class, but TrRK ̸=
Tr1K and detR(I +K) ̸= det1(I +K).

It is important to note that such examples are not pathological, but are relevant
in our discussion of determinantal point processes.

We end this section with some positive results.

Proposition 88. If K is continuous and S is compact, then K ∈ BR and

TrRK = TrΦK, detR(I +K) = detΦ(I +K).

Proposition 89. If K is continuous and Hermitian non-negative, then detΦ =
det1 = det∗ and TrΦ = Tr1 = Tr∗ (whenever these are defined).

Proposition 90. If K is continuous and K is trace class, then detΦ = det1 =
det∗ and TrΦ = Tr1 = Tr∗.
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Proposition 91. If K is continuous and Hermitian non-negative, then K is
trace class.

The fact that K is Hermitian is important here, as the proof relies on Mercer’s
theorem.





APPENDIX B

Laurent, Toeplitz, and Hankel operators

0.1. Laurent operators and symbols. Let ℓ2(Z) be the Hilbert space of
square-summable sequences f = (fk)k∈Z. A (bi-infinite) matrix L = (Lij)i,j∈Z is
called a Laurent matrix if Lij depends only on i− j, i.e.

Lij = ai−j (i, j ∈ Z)
for some sequence (ak)k∈Z. The corresponding bounded operator on ℓ2(Z) (when
it exists) is called a Laurent operator and is denoted L(a), where a is the symbol

a(z) =
∑
k∈Z

akz
k, z ∈ T.

When (ak) ∈ ℓ1(Z), the series converges absolutely on T and L(a) is bounded,
acting by convolution:

(L(a)f)i =
∑
k∈Z

ai−kfk.

In this case one has the algebra property

L(a)L(b) = L(ab),

reflecting the fact that Laurent operators diagonalize under the Fourier transform.

A convenient Banach algebra for symbols is the Wiener algebra

W :=
{
a(z) =

∑
k∈Z

akz
k :

∑
k∈Z

|ak| <∞
}
, ∥a∥W =

∑
k∈Z

|ak|.

If a ∈ W and a(z) ̸= 0 for all z ∈ T, then 1/a ∈ W (Wiener’s lemma). Consequently,

L(a)−1 = L(1/a)

on ℓ2(Z). This is one reason why operator-level inverses are often simpler than
finite-matrix inverses.

0.2. Toeplitz and Hankel operators. Let ℓ2(Z≥0) be the Hardy-type half-
space, and let P+ : ℓ2(Z) → ℓ2(Z) be the orthogonal projection onto indices ≥ 0.
For a Laurent operator L(a), the associated Toeplitz operator is the compression

T (a) := P+ L(a)P+

∣∣∣
ℓ2(Z≥0)

.

In matrix form, T (a) has entries

T (a)ij = ai−j (i, j ≥ 0),

so it is constant along diagonals. The finite Toeplitz matrix of size n is the further
compression

Tn(a) := Pn T (a)Pn,

where Pn projects onto {0, 1, . . . , n− 1}.
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The Hankel operator associated with a is defined by

H(a) := P+ L(a) J P+

∣∣∣
ℓ2(Z≥0)

,

where J is the flip (Jf)k = f−k−1 on ℓ2(Z). In matrix form,

H(a)ij = ai+j+1 (i, j ≥ 0),

so it is constant along anti-diagonals.
A fundamental algebraic identity relating these objects is

(30) T (a)T (b) = T (ab) + H(a)H (̃b), b̃(z) := b(z−1),

valid under mild summability assumptions (e.g. a, b ∈ W). The additional Hankel
term measures the failure of the Toeplitz compression to be multiplicative.

0.3. Wiener–Hopf factorization and invertibility of Toeplitz opera-
tors. Write the Fourier decomposition

a(z) = a−(z) a+(z),

where

a+(z) =
∑
k≥0

a
(+)
k zk, a−(z) =

∑
k≤0

a
(−)
k zk,

and both a+ and a− are nonvanishing on T. Such a factorization is called aWiener–
Hopf factorization. In the Wiener algebra W one can formulate it as

a ∈ W, a(z) ̸= 0 ∀z ∈ T, wind(a, 0) = 0 =⇒ a = a−a+, a±1
± ∈ W,

where wind(a, 0) is the winding number of a(T) around 0. When wind(a, 0) ̸= 0, a
canonical factorization includes an extra monomial zκ.

When a = a−a+ with a±1
± ∈ W and wind(a, 0) = 0, the Toeplitz operator T (a)

is invertible on ℓ2(Z≥0), and one has the operator identity
(31)
T (a)−1 = T (a−1

+ )T (a−1
− ) modulo a compact correction (in fact Hankel-type).

More precisely, using (30) one finds that T (a−1
+ )T (a−1

− ) is a two-sided inverse of

T (a) up to a correction expressed through Hankel operators built from a±1
± . This

is the analytic core of the Wiener–Hopf method for Toeplitz operators.

0.4. Finite Toeplitz matrices and approximate inverses as n → ∞.
Even when T (a) is easy to invert at the operator level, the explicit inverse of the
finite matrix Tn(a) can be difficult. A useful viewpoint is that Tn(a) is a finite
section of T (a), and Tn(a)

−1 should be close to the corresponding finite section of
T (a)−1, up to boundary effects near 0 and n− 1.

Assume a ∈ W is nonvanishing on T with wind(a, 0) = 0, and choose a Wiener–
Hopf factorization a = a−a+ with a±1

± ∈ W. Then the following principles are
standard.
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(1) Finite section method. Under the assumptions above, the finite sections are
stable:

Tn(a) is invertible for all sufficiently large n, sup
n≥n0

∥Tn(a)−1∥ <∞.

Moreover, in a strong sense,

Tn(a)
−1 ≈ Pn T (a)

−1 Pn (n→ ∞),

with an error concentrated near the boundary (hence effectively low-rank after
suitable truncations).

(2) Gohberg–Semencul-type structure. There are explicit representations of Tn(a)
−1

in terms of Toeplitz and Hankel matrices built from the Fourier coefficients of a±1
± ,

showing that

Tn(a)
−1 = Tn(a

−1
+ )Tn(a

−1
− ) + (boundary correction),

where the boundary correction has small rank compared to n (often rank at most 2r
for symbols with finite bandwidth, and more generally a correction whose operator
norm decays as n→ ∞ under additional regularity/analyticity).

(3) Exponentially small errors for analytic symbols. If a extends analytically
and nonvanishingly to an annulus {r < |z| < R} with r < 1 < R, then the
Fourier coefficients of a±1

± decay exponentially, and the boundary correction above
becomes exponentially small in n (in operator norm or entrywise, depending on
the formulation). This is the regime in which approximate inverses are particularly
effective.

In applications, one typically combines the operator factorization (which yields
a manageable expression for T (a)−1) with one of the finite-n approximation prin-
ciples above. This allows one to control kernels or partition functions in the limit
n→ ∞ without requiring an explicit closed form for Tn(a)

−1.

0.5. The special case of rational symbols. An important and particularly
tractable situation arises when the symbol a(z) is a rational function of z. In this
case many of the abstract constructions discussed above admit explicit realizations,
and several difficulties present for general symbols disappear.

Assume that a(z) is rational and has no zeros or poles on the unit circle. Then a
automatically belongs to the Wiener algebra W, and its Wiener–Hopf factorization
can be carried out explicitly by separating the zeros and poles inside and outside
the unit disk. More precisely, one can write

a(z) = c zκ
J∏
j=1

1− αjz

1− αjz

K∏
k=1

1− βkz
−1

1− βkz−1
,

where |αj | < 1, |βk| < 1, c ̸= 0, and κ ∈ Z is the winding number of a. From
this representation the Wiener–Hopf factors a+ and a− are obtained by grouping
together the factors that are analytic inside and outside the unit disk, respectively.

In the rational case the associated Toeplitz and Hankel operators have addi-
tional structure. In particular, the Hankel operators H(a) and H(ã) have finite
rank, with rank equal to the total number of poles of a inside or outside the unit
disk. As a consequence, the correction terms appearing in identities such as

T (a)−1 = T (a−1
+ )T (a−1

− ) + (Hankel correction)
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are finite-rank operators.
This finite-rank property has two important implications. First, the inverse

Toeplitz operator T (a)−1 differs from the simple product T (a−1
+ )T (a−1

− ) only by
an explicitly computable, finite-dimensional correction. Second, for finite Toeplitz
matrices Tn(a), the boundary corrections in the approximate inverse are uniformly
finite rank, independent of n. In particular, away from the boundary the entries of
Tn(a)

−1 stabilize exactly once n is sufficiently large.
In asymptotic problems, and especially in determinantal point process lim-

its, rational symbols therefore lead to kernels that are finite-rank perturbations of
translation-invariant kernels. This feature is often crucial for explicit computations
and for identifying integrable structures in the limiting process.
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