
Lecture 6

Painlevé II vs Airy

We start this lecture with the following RHP

RH problem 6.0.1. Fix s1, . . . , s6, ν satisfying
1 + s1s2 = (1 + s4s5)e

2πiν ,

1 + s2s3 = (1 + s5s6)e
−2πiν ,

s1 + s3 + s1s2s3 = −s5e
2πiν .

(6.0.1)

Search for 2× 2 analytic function Ψ such that

• Ψ is analytic in C \ (
∪6
j=0 l̃j)

• Ψ+(z) = Ψ−(z)

(
1 0

s2j−1 1

)
for z ∈ l2j−1 and j = 1, 2, 3

• Ψ+(z) = Ψ−(z)

(
1 l2j
0 1

)
for z ∈ l2j and j = 1, 2, 3

• Ψ+(z) = Ψ−(z)e
−2πiνσ3

• Ψ(z) = (I +O(1/z)) exp(−4
3z

3 − xz − ν log z)iσ3, as z → ∞

• Ψ is bounded near the origin.

One may take ν = 0 opun first readin. In that case the condition (6.0.1)
is to ensure that the solution in each sector can be analytically extended
near zero.

This RHP and its solution can be constructed out of canonical solutions
the ODE with a non-Fuchsian singularity of rank 3 (which also give the
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l0

l1

l2

l3

l4

l5

l6

Ω̃1

Ω̃2Ω̃3

Ω̃4

Ω̃5
Ω̃6

Ω̃7

parameters, sj , x, ν in terms of the parameters in the differential equation).
However, in this lecture we take a different point of view. We start by
looking at the RHP for some given sj , x and ν and ask to re-derive the
differential equation and express the parameters in the differential equation
in terms of sj , xn and ν.

We start with the following theorem

Theorem 6.0.2. Fix sj and ν such that (6.0.1). Then there exists a count-
able set Xs = {xj(s)} so that the RHP has a solution (6.0.1) for every
x ∈ C \Xs. Moreover,

• (z, x) 7→ Ψ(z;x) is holomorphic in C(
∪6
j=0 l̃j)× C \Xs.

• If we denote the restriction of Ψ to Õmegan by Ψn, then Ψn has an
analytic continuation to an entire function. In particular, the jump
conditions are satisfied pointwise.

• There exists Ψk such that for all m ∈ N we have

Ψ(z) =

(
I +

m∑
k=1

Ψk

zk
+O(z−m−1)

)
exp(−4

3
z3 − xz − ν log z)iσ3,

as z → ∞. Moreover, each Ψk is a meromorphic function in x with
poles in Xs.

Sketch of the proof. We sketch the Fredholm operator approach. A different
approach can be found in [4].
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Define

Y = Ψexp(
4

3
z3 + ixz + ν log z)σ3.

Then for Y we find a RHP (with no jump on l0)

RH problem 6.0.3. • Y is analytic in C \ (
∪6
j=1 l̃j)

• Y+(z) = Y−(z)

(
1 0

s2j−1e
+i 4

3
z3+ixz+iν log z 1

)
for z ∈ l2j−1 and j =

1, 2, 3

• Y+(z) = Y−(z)

(
1 l2je

−i 4
3
z3−ixz−iν log z

0 1

)
for z ∈ l2j and j = 1, 2, 3

• Y (z) = (I +O(1/z)), as z → ∞

• Y is bounded near the origin.

More precisely, if we have a solution to the RHP for Y , then we have a
solution for the RHP for Ψ. Write the jump condition as Y+ = Y−JY . Then
it is not hard to check that the Jψ satisfies the conditions in Lecture 3 on
Fredholm operators. That is

• det Jψ = 1

• Jψ(z)− I decays rapidly for z → ∞ along the rays.

• Jψ is smooth away from 0

• Jψ − I is nilpotent.

Hence the fact that the solution exists and depends meromorphically on x
follows from the analytic fredholm theorem.

Also the the solution to the RHP can be found in terms if a Cauchy
transform as explained Since the jump is smooth, it can be shown from this
representation of the solution that the pointwise limits exists and that Ψn is
continuous in the closure of the sector Ω̃n. But then using the jump matrices
it can also be analytically continued to the other sectors. Because of the
cyclic condition, we end up at Ψn again after rotating over a full circle.
There is also no pole at the origin and hence Ψn is entire. The expansion
at infinity now also follows.



4 LECTURE 6. PAINLEVÉ II VS AIRY

From the solution we can find the differential equation back (see also the
Lecture notes for Lecture 4). Indeed, if Ψ is a solution then we can use the
fact that dΨ

dz solves the same RHP (but with a different asymptotics). But

that means that dΨ
dz Ψ

−1 has no jumps extends to an entire function. The

exact form can be found by inserting the asymptotic behavior of dΨ
dz and Ψ

(see also the computations in Lecture 4) and this shows that

dΨ

dz
= (A−3z

2 +A−2z +A−1)Ψ

where A is a quadratic polynomial. The coefficients can be found in terms
of the given data for the RHP. For future reference, we mention that we
retrieve

d

dz
Ψ =

(
−4iz2σ3 + 4iz

(
0 u
−v 0

)
+

(
a −2w

−2y −a

))
Ψ, (6.0.2)

and

u = 2(Ψ1)12, v = 2(Ψ1)21.

6.0.1 Isomonodromy approach

Now it is clear that if we fix s1, . . . , s6 and ν, that we have a different so-
lution of the RHP for different values of x ∈ C \ Xs. This means that if
compute that the coefficients in the differential equation u, v, w, y, a all de-
pend on x. Moreover, since s1, . . . , s6 and ν form the essential monodromy
data, by deforming the RHP with the parameter x we obtain different dif-
ferential equations with the same essential monodromy. Hence we speak of
a isomonodromic deformation.

The question rises how the parameter u, v, a, y, w depend on x. As it
turns out. it is possible to give a set of equation for these parameters. This
can be done as follows.

Since the jump matrices and jump contours for Ψ do not depend on x
we can also derive a differential equation with respect to x and get

∂

∂x
Ψ = BΨ.

A calculation shows that B is the polynomial in z of degree 1

B = ziσ3 + i

(
0 u
−v 0

)
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This means we have the following system of equations{
∂
∂zΨ = AΨ
∂
∂xΨ = BΨ.

We refer to this systems as the Lax Pair in view of the correspondence of
the Lax Pairs that arise in PDE’s and integrable systems. The relevance of
the Lax Pair is the following. Since Ψ depends holomorphically on z and x
one can show that

∂2

∂z∂x
Ψ =

∂2

∂x∂z
Ψ.

By inserting the differential equation for ∂/∂z and ∂/∂x, we obtain the
compatibility equation

∂A

∂x
+ [A,B] =

∂B

∂z
,

where [A,B] = AB −BA is the commutator of A with B.

In the above setting it can be worked out (exercise!) that we have the
following system of equations

w = ux

y = vx

ia = x+ 2uv

(6.0.3)

and {
uxx = xu+ 2u2v

vxx = xv + 2v2u.
(6.0.4)

Note that the last two equations determine everything. The precise solution
to this equations are singled out by the precise values of s1, . . . , s6 and ν.
Concluding, if we want to deform the parameters in A such that we do no
change the essential monodromy, we need the u, v, w, y, a to satisfy (6.0.3)
and (6.0.4).

Now suppose we have a u, v solution to (6.0.4) and we define the other
parameters according to (6.0.3). Then any solution of

∂

∂z
Ψ = AΨ,

also satisfies the
∂

∂x
Ψ = BΨ, (6.0.5)



6 LECTURE 6. PAINLEVÉ II VS AIRY

Indeed, from (6.0.3) and (6.0.4) we deduce that the compatibility equation
holds, and therefore

∂

∂z
(
∂

∂x
Ψ−BΨ) =

∂A

∂x
Ψ+A

∂Ψ

∂x
− ∂B

∂z
Ψ−BAΨ = A

(
∂

∂x
Ψ−BΨ

)
Hence, there exists a C such that

∂

∂x
Ψ−BΨ = ΦC

where Φ is a fundamental solution of the system. From the asymptotic
behavior at infinity for solution of the equation near the singularity it follows
that C = 0 and hence Ψ satisfies (6.0.5). But then for canonical solution
Ψn and Ψn+1 is overlapping Stokes sectors, we have for the Stokes matrix

∂

∂x
Sn =

∂

∂x
Ψ−1
n Ψn+1 = O,

and hence s1, . . . , sn, ν do not depend on x.
We summarize the above in the following theorem.

Theorem 6.0.4. Fix s1, . . . , s6, ν such that we have (6.0.1). Let Ψ be the
solution to the RHP 6.0.1 (see also Theorem 6.0.2). Then{

u = 2(Ψ1)12,

v = 2(Ψ1)21,

solve the system {
uxx = xu+ 2u2v

vxx = xv + 2v2u.
(6.0.6)

Moreover, every solution to (6.0.6) can be obtained in this way by choosing
s1, . . . , s6 and ν appropriately. Finally, Ψ, u and v depend meromorphically
on x with poles in Xs.

6.0.2 Reductions

We discuss some reductions of the general parameter and show that (6.0.6)
can be turned in both the Airy equation and the Painlevé II equation. In
all reduction we will take

ν = 0,

which we will assume from now on.
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Reduction to Airy

If we take v = 0, then(6.0.6) turns into

uxx = xu,

which is the Airy equation.
We claim that this corresponds to taking

s1 = s3 = s5 = 0

and
s2 + s4 + s6 = 0,

Indeed, in this case the RHP for Ψ has jumps that are strictly upper trian-
gular. We leave it as an exercise (see also the lecture notes from lecture 1)
that it can be check that the solution is given by Ψ = Φexp(−σ3θ) with

Φ(z) =

(
1 y(z, x)
0 1

)
,

and

y(z, x) =
1

2πi

3∑
j=1

∫
l2j

s2je
− 8i

3
t3−2ixt dt

t− z
.

In particular, since the solution is upper triangular, we have that v = 0.

Reduction to Painlevé II

Now let us take u = v, which means that (6.0.6) turns into

uxx = xu+ 2u3.

Then there is a symmetry in A, namely(
0 i
−i 0

)
A(−z)

(
0 i
−i 0

)
= −A(z).

This also implies that we have(
0 i
−i 0

)
Ψ(−z)

(
0 i
−i 0

)
= Ψ(z).

For the Riemann-Hilbert problem this is equivalent (exercise) to

sj+3 = −sj

and
s2 + s4 + s6 = s2s4s6.



8 LECTURE 6. PAINLEVÉ II VS AIRY

An interpolating equation

Now let us take u = εv for some ε > 0, wich leads to

uxx = xu+ 2εu3.

Hence we interpolate between Airy ε = 0 and ε = 1. Then there is a
symmetry in A namely(

0 i√
ε

−i
√
ε 0

)
A(−z)

(
0 i√

ε

−i
√
ε 0

)
= −A(z).

This also implies that we have(
0 i√

ε

−i
√
ε 0

)
Ψ(−z)

(
0 i√

ε

−i
√
ε 0

)
= Ψ(Z)

For the Riemann-Hilbert problem this is equivalent (exercise) to

s1 = −εs4, s3 = −εs6, s5 = −εs2

and
s2 + s4 + s6 = εs2s4s6.
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