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Abstract— This paper proposes a novel control framework
for handling (potentially coupled) multiple time-varying out-
put constraints for uncertain nonlinear systems. First, it is
shown that the satisfaction of multiple output constraints boils
down to ensuring the positiveness of a scalar variable (the
signed distance from the time-varying output-constrained set’s
boundary). Next, a single funnel constraint is designed properly,
whose satisfaction ensures convergence to and invariance of the
time-varying output-constrained set. Then a robust and low-
complexity funnel-based feedback controller is designed em-
ploying the prescribed performance control method. Finally, a
simulation example clarifies and verifies the proposed approach.

I. INTRODUCTION

Due to practical needs and theoretical challenges, con-
trolling nonlinear systems under constraints has attracted
much attention in the past decade. In particular, imposing
time-varying output constraints in nonlinear control systems
is motivated by ensuring tracking/stabilization performance
or safety requirements [1]–[8]. Existing feedback control
approaches that can deal with time-varying output constraints
are mainly categorized as control designs based on Time-
Varying Barrier Lyapunov Function (TVBLF) [1], Funnel
Control (FC) [2], [3], and Prescribed Performance Control
(PPC) [4], [5] methods, where FC and PPC offer simple and
more constructive control designs with inherent robustness.

The aforementioned control methods are often used for
ensuring a user-defined transient and steady-state perfor-
mance on the tracking/stabilization error by confining its
evolution within a user-defined time-varying funnel as the
only output constraint. For nonlinear systems with multiple
time-varying output constraints (funnels), TVBLF, FC, and
PPC methods are only applied when the system outputs
are selected as independent states of the system with the
number of inputs equal to the number of outputs [5]–[7]. In
particular, such a choice for the system’s outputs ensures that
the resulting time-varying output constraints (funnels) remain
decoupled at all times. Since various applications (e.g., those
dealing with safety [9] and general spatiotemporal specifica-
tions [10]) require considering arbitrary (potentially coupled)
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multiple time-varying output constraints, it is significant to
develop control methods for uncertain nonlinear systems
under more general classes of output constraints.

In this paper, inspired by the works [10], [11], we propose
an alternative control design method for uncertain nonlinear
systems with potentially coupled multiple time-varying out-
put constraints, where we encapsulate the satisfaction of all
time-varying output constraints by imposing the positiveness
of a single scalar variable (the signed distance from the time-
varying output constrained set’s boundary). We show that by
an appropriate design of a single funnel constraint for the
mentioned scalar variable, one can enforce its positiveness
in a finite time, which leads to the satisfaction of all time-
varying output constraints. To this end, we employ the
PPC method to design a robust low-complexity control law
for uncertain nonlinear systems. Here by a low-complexity
control design, we mean that no estimation scheme is used
in the proposed control law.

We highlight that one can also employ time-varying
Control Barrier Functions (CBFs) [8], [12] for controlling
nonlinear systems under time-varying output constraints.
Indeed, our work captures multiple time-varying output
constraints similarly to [9], in which the composition of
multiple time-invariant CBFs is considered. Nevertheless,
typical control synthesis using the CBF notion requires exact
knowledge of the system dynamics and solving online QP
optimization problems. In contrast, in this work, we provide a
computationally tractable (i.e., optimization-free) and robust
(model-free) control law.

In contrast to TVBLF, FC, and PPC methods, in which
system outputs are merely subjected to (often symmetric)
funnel constraints, we consider generic asymmetric fun-
nel constraints as well as one-sided constraints over the
system outputs (see Section II). Furthermore, while the
aforementioned control methods require the satisfaction of
all output constraints at the initial time, our proposed control
method addresses convergence to the time-varying output-
constrained set within a user-defined finite time in case the
output constraints are not initially satisfied. In this respect,
we ensure convergence to and invariance of the time-varying
output-constrained set within an appointed finite time. Over-
all, in this work, we generalize feedback control designs for
nonlinear systems under an expanded class of time-varying
output constraints and facilitate the controller synthesis and
stability analysis. In this respect, reference tracking under
prescribed transient and steady-state specifications and time-
invariant output constraints for nonlinear systems fit into our
results as special cases.



II. PROBLEM FORMULATION

Consider the following first-order nonlinear input affine
dynamical system:{

ẋ = f(x) + g(x)u+ w(t),

y = h(x),
(1)

where x = col(xi) := [x1, x2, . . . , xn]
⊤ ∈ Rn is the sys-

tem’s state, u ∈ Rn and y := col(yi) = [y1, y2, . . . , ym]⊤ ∈
Rm denote the control input and the system’s output vector,
respectively. Moreover, f : Rn → Rn and g : Rn → Rn×n
are locally Lipschitz continuous in x, and h : Rn → Rm
is C2 (i.e., two times continuously differentiable). In partic-
ular, let h(x) = [h1(x), h2(x), . . . , hm(x)]⊤, so that yi =
hi(x), i ∈ I := {1, . . . ,m}. Furthermore, w : R≥0 → Rn
denotes bounded piecewise continuous external disturbances,
where ∥w(t)∥ ≤ w̄,∀t ≥ 0 (∥·∥ denotes the Euclidean norm).
In addition, let x(t;x0) indicate the solution of (1) under the
initial condition x0 := x(0) and control input u.

Assumption 1: The functions f(x) and g(x), and the
constant w̄ are unknown for the controller design.

Assumption 2: The symmetric component of the input
gain matrix g(x), i.e., gs(x) := 1

2 (g
⊤(x) + g(x)), is uni-

formly sign definite in x. Without loss of generality, we
assume gs(x) is uniformly positive definite in x ∈ Rn, i.e.,
z⊤gs(x)z > 0,∀z, x ∈ Rn, z ̸= 0.

Note that Assumption 2 constitutes a controllability con-
dition on (1).

Let the outputs of (1) be subjected to the following class
of time-varying constraints:

ρ
i
(t) < hi(x) < ρ̄i(t), i ∈ I = {1, . . . ,m}, ∀t ≥ 0, (2)

where ρ
i
, ρ̄i : R≥0 → R ∪ {±∞}, i ∈ I. We assume

for each i ∈ I, that at least one of ρ̄i(t) and ρ
i
(t) is a

bounded C1 function of time with a bounded derivative. In
other words, we allow ρ

i
(t) = −∞ (resp. ρ̄i(t) = +∞)

when ρ̄i(t) (resp. ρ
i
(t)) is bounded for all t ≥ 0. In this

respect, (2) can either represent Lower Bounded One-sided
(LBO) time-varying constraints in the form of ρ

i
(t) < hi(x),

Upper Bounded One-sided (UBO) time-varying constraints
in the form of hi(x) < ρ̄i(t), as well as (time-varying)
funnel constraints in the form of ρ

i
(t) < hi(x) < ρ̄i(t),

for which both ρ̄i(t) and ρ
i
(t) are bounded. Without loss of

generality, we assume that the first p constraints in (2), i.e.,
for i = {1, . . . , p}, 0 ≤ p ≤ m, are funnel constraints, q LBO
constraints are indexed by i = {p+1, . . . , q}, 0 ≤ q ≤ m−p
in (2), and the remaining m − p − q constraints represent
UBO constraints for which i = {p + q + 1, . . . ,m} in (2).
We also assume that each funnel constraint is well-defined in
the sense that for each i = {1, . . . , p}, there exists a ϵi > 0
such that ρ̄i(t)− ρ

i
(t) ≥ ϵi,∀t ≥ 0, which indicates that the

p funnel constraints in (2) are separately feasible.
Remark 1: In our problem formulation, requirements like

regulation and tracking translate to fulfilling specific types
of output constraints. For instance, take (1) with h(x) = x,
where x ∈ R. Let xd(t) be a continuously differentiable and
bounded reference signal, whose derivative is also bounded.

The tracking goal can be achieved by ensuring −ρd(t) < x−
xd(t) < ρd(t), with ρd(t) being a continuously differentiable
and bounded signal that approaches a small neighborhood
of zero (akin to tracking under prescribed performance [5]).
This requirement can equivalently be expressed as −ρd(t)+
xd(t) < x < ρd(t)+xd(t), serving as a time-varying output
constraint for (1).

Define next Ω̄(t) based on (2) as:

Ω̄(t) := {x ∈ Rn | ρ
i
(t) < hi(x) < ρ̄i(t), i ∈ I}. (3)

In this paper, our goal is to design a low-complexity
continuous robust feedback control law u(t, x) for (1) such
that the closed-loop system trajectories satisfy the time-
varying output constraints (2) ∀t > T ≥ 0, where T is a
user-defined finite time after which the output constraints
are surely satisfied (i.e., x(t;x0) ∈ Ω̄(t),∀t > T ≥ 0). Note
that this problem reduces to establishing only invariance of
Ω̄(t) for all t ≥ 0, if x(0) ∈ Ω̄(0) (T = 0). On the other
hand, having x(0) /∈ Ω̄(0) indicates establishing: (i) finite-
time convergence to Ω̄(T ), and (ii) ensuring invariance of
Ω̄(t), for all t > T .

III. MAIN RESULTS

A. A Scalar Variable for Constraints Satisfaction
Here, inspired by works in [10], [11], where a funnel-

based control design is developed for handling Signal Tem-
poral Logic (STL) specifications for nonlinear systems, we
present the signed distance from the boundary of the time-
varying output constrained set as a useful scalar variable
that encodes checking both feasibility and satisfaction of the
constraints.

Notice that the m output constraints in (2) can be re-
written in the following format:{
ψ2i−1(t, x) = hi(x)− ρ

i
(t) > 0, (funnel constraints)

ψ2i(t, x) = ρ̄i(t)− hi(x) > 0, i ∈ {1, . . . , p}
(4a)

ψi(t, x) = hj(x)− ρ
j
(t) > 0, (LBO constraints)

i ∈ {2p+ 1, . . . , 2p+ q}, j ∈ {p+ 1, . . . , p+ q},
ψi(t, x) = ρ̄j(t)− hj(x) > 0, (UBO constraints)
i ∈ {2p+ q + 1, . . . ,m+ p}, j ∈ {p+ q + 1, . . . ,m}.

(4b)

Now, without loss of generality, consider all these m + p
constraints in (4) as:

ψi(t, x) > 0, i ∈ Iψ := {1, . . . ,m+ p}, (5)

where ψi : R≥0 × Rn → R are C2 in x and C1 in t. As a
result, one can re-write (3) as:

Ω̄(t) = {x ∈ Rn | ψi(t, x) > 0,∀i ∈ Iψ}. (6)

Now define the scalar function ᾱ : R≥0 × Rn → R, as:

ᾱ(t, x) := min{ψ1(t, x), . . . , ψm+p(t, x)}, (7)

where ᾱ(t, x) represents the signed (minimum) distance from
the boundary of cl(Ω̄(t)), which is the closure of the time-
varying output constrained set Ω̄(t) in (6). In this respect,
one can re-write (6) as the zero super level set of ᾱ(t, x):

Ω̄(t) = {x ∈ Rn | ᾱ(t, x) > 0}. (8)
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Fig. 1. Snapshots of Ω̄(t) and its corresponding inner-approximation under
(9) for two different examples.

Note that if ᾱ(t′, x) < 0, then at least one constraint is not
satisfied at t = t′, while ᾱ(t, x) > 0,∀t ≥ 0 means that all
constraints are satisfied for all times. Owing to the usage of
the min operator in (7), in general, ᾱ(t, x) is a continuous
but nonsmooth function, therefore, to facilitate the controller
design and stability analysis we will consider the smooth
under-approximation of ᾱ(t, x) given by the following log-
sum-exp function [13]:

α(t, x) := −1

ν
ln
(m+p∑
i=1

e−ν ψi(t,x)
)
≤ ᾱ(t, x), (9)

for which ᾱ(t, x) ≤ α(t, x)+ 1
ν ln(m+p) holds and ν > 0 is

a tuning coefficient whose larger values gives a closer (under)
approximation (i.e, α(t, x) → ᾱ(t, x) as ν → ∞). Note that,
α(t, x) represents the signed distance from the boundary of a
smooth inner-approximation of cl(Ω̄(t)). Therefore, ensuring
α(t, x) > 0,∀t ≥ 0 guarantees ᾱ(t, x) > 0,∀t ≥ 0 and thus
the satisfaction of (5) (equivalently (2)). Define Ω(t) ⊂ Ω̄(t)
as the smooth inner-approximation of the set Ω̄(t), given by:

Ω(t) := {x ∈ Rn | α(t, x) > 0}, (10)

and we have x ∈ Ω(t) ⇒ x ∈ Ω̄(t). Moreover, when Ω̄(t)
is bounded, then Ω(t) will be bounded. Let ∂cl(Ω̄(t)) and
∂cl(Ω(t)) indicate the boundaries of the sets cl(Ω̄(t)) and
cl(Ω(t)), respectively. Fig.1 depicts snapshots of Ω̄(t) and
Ω(t) with ν = 2 in (9) for the following examples:

Example 1: Consider h(x) = [h1(x), h2(x), h3(x)]
⊤,

where h1(x) = x1, h2(x) = x2−x1, and h3(x) = 0.3x21+x2
and let the output constraints be ρ

1
(t) < h1(x) < ρ̄1(t)

(funnel constraint), ρ
2
(t) < h2(x) (LBO constraint), and

h3(x) < ρ̄3(t) (UBO constraint), respectively. Fig.1a depicts
a snapshot of the time-varying output constrained set and its
smooth inner approximation, for which −ρ

1
(t) = ρ̄1(t) = 2,

ρ
2
(t) = −2, and ρ̄3(t) = 4.
Example 2: Consider h(x) = [h1(x), h2(x)]

⊤, with
h1(x) = x1 and h2(x) = 0.3x21 − x2 and let the output
constraints be ρ

1
(t) < h1(x) < ρ̄1(t) and ρ

2
(t) < h2(x) <

ρ̄2(t) (two funnel constraints), respectively. Fig.1b depicts a
snapshot of the time-varying output-constrained set and its
smooth inner approximation, for which ρ

1
(t) = −3, ρ̄1(t) =

2, and ρ
2
(t) = −3, ρ̄2(t) = 1.

Assumption 3: For all t ≥ 0, −ᾱ(t, x) is coercive (radially
unbounded) in x, i.e, −ᾱ(t, x) → +∞ as ∥x∥ → +∞.

Note that while the focus of this work is on satisfying
the output constraints defined in (2), it is also required

to design u(t, x) such that the states of the closed-loop
system (1) remain bounded for all times. Therefore, it is
essential to ensure that the output-constrained set Ω̄(t) is
bounded, which, in turn, guarantees the boundedness of ∥x∥
for all times. The above assumption provides a necessary and
sufficient condition for the boundedness of Ω̄(t) (resp. Ω(t))
∀t ≥ 0, which is established in the following lemma:

Lemma 1: Under Assumption 3, Ω̄(t) (resp. Ω(t)) is a
bounded set for all t ≥ 0.

Proof: The proof is omitted due to space limitations
and can be found in [14].
Note that, in Assumption 3, −ᾱ(t, x) should approach +∞
along any path within Rn on which ∥x∥ tends to infinity.
Define hf (x) := col(hi) ∈ Rp, i = {1, . . . , p}, hL(x) :=
col(hi) ∈ Rq, i = {p + 1, . . . , p + q}, and hU(x) :=
col(hi) ∈ Rm−p−q, i = {p + q + 1, . . . ,m}, as the stacked
vectors of system outputs associated with funnel, LBO, and
UBO constraints in (2), respectively. The following lemma
provides explicit conditions on hi(x), i ∈ I, which ensure
−ᾱ(t, x) (resp. −α(t, x)) to be coercive.

Lemma 2: The function −ᾱ(t, x) (resp. −α(t, x)) is co-
ercive in x for all t ≥ 0 if and only if at least one of the
following conditions holds: (I): ∥hf (x)∥ → +∞, (II): one or
more elements of hL(x) approaches −∞, (III) one or more
elements of hU(x) approaches +∞, along any path in Rn
as ∥x∥ → +∞.

Proof: The proof is omitted due to space limitations
and can be found in [14].

It is important to emphasize that the boundedness of Ω̄(t)
is a technical requirement in this paper. One straightforward
approach to guarantee this is by introducing a suitable
auxiliary UBO constraint: haux(x) := |x| < caux, where
caux > 0 is a sufficiently large constant. This auxiliary
constraint defines a large ball centered at the origin that
encompasses all the other time-varying constraints in (2).
Having this auxiliary constraint along other constraints in
(2) ensures the satisfaction of Lemma 2’s condition.

Remark 2: In Example 1, we have hf (x) = h1(x),
hL(x) = h2(x), hU (x) = h3(x), and one can verify that
the condition of Lemma 2 is always satisfied along any
path within R2 on which ∥x∥ → +∞. Therefore, −ᾱ(t, x)
(and also α(t, x)) is coercive and thus Ω̄(t) (resp. Ω(t)) is
bounded according to Lemma 1 (see Fig.1a). However, in this
example, if we drop the LBO constraint ρ

2
(t) < h2(x) =

x2−x1 then Ω̄(t) (resp. Ω(t)) will not be bounded anymore
since along the path on which x1 = 0 and x2 → −∞, we
get hf (x) = 0, hU (x) → −∞. Similarly, the boundedness
of Ω̄(t) (resp. Ω(t)) in Example 2 can be verified.

Note that Assumption 3 also guarantees existence of at
least one global maximum for ᾱ(t, x) (resp. α(t, x)) ∀t ≥ 0
[15, p. 27]. In this regard, for each time instant t we define:

ᾱopt(t) := max
x∈Rn

ᾱ(t, x), (11)

where ᾱopt(t) denotes the maximum value of ᾱ(t, x) at time
t. It is clear that if ᾱopt(t) > 0 the time-varying output
constraints are feasible at time t, whereas ᾱopt(t) ≤ 0



indicates that the constraints are infeasible at time t, thus
impossible to be satisfied. Similarly, for a given ν in (9) we
can define:

αopt(t) := max
x∈Rn

α(t, x) ≤ ᾱopt(t). (12)

From (12) and (9) one can claim that having αopt(t) > 0
is sufficient for the feasibility of the time-varying output
constraints (2) at time t. In this paper, for simplicity in the
control design, we let the time-varying output constraints in
(2) are mutually satisfiable for all times, which is summa-
rized in the following assumption:

Assumption 4: There exists ϵα > 0 such that αopt(t) ≥
ϵα > 0,∀t ≥ 0, i.e., Ω(t) is non-empty (feasible) for all
times.

B. Designing A Single Funnel Constraint

As mentioned in Subsection III-A, the satisfaction of (2)
can be ensured by keeping α(t, x(t;x0)) positive. Therefore,
the control design problem in Section II boils down to
designing u(t, x) for (1) such that if α(0, x0) > 0 then
α(t, x(t;x0)) > 0,∀t ≥ 0, and if α(0, x0) < 0 then
α(t, x(t;x0)) > 0,∀t ≥ T . To achieve this one can design
a funnel-based control law to ensure the following single
funnel constraint for (1):

ρ
α
(t) < α(t, x(t;x0)) < ρ̄α(t), (13)

where ρ
α
, ρ̄α : R≥0 → R are properly designed bounded

and continuous functions of time with bounded derivatives.
To avoid any ambiguity between the funnel constraint in (13)
and output funnel constraints in (2), we refer to (13) as α-
funnel constraint. Note that (13) is feasible (valid) when:
(i) ρ̄α(t) − ρ

α
(t) ≥ δρ,∀t ≥ 0, for some δρ > 0, and (ii)

ρ
α
(t) < αopt(t),∀t ≥ 0, since α(t, x) ≤ αopt(t),∀t ≥ 0.
In virtue of Assumption 4, i.e., αopt(t) > 0,∀t ≥ 0, one

can design ρ̄α(t) such that ρ̄α(t)− αopt(t) ≥ ς̄ > 0,∀t ≥ 0,
and accordingly design ρ

α
(t) such that αopt(t) − ρ

α
(t) ≥

ς > 0,∀t ≥ 0, to ensure conditions (i) and (ii) for the
feasibility of (13). In particular, one can set ρ̄α(t) = ρmax,
where ρmax is a sufficiently large positive constant, such that
ρmax > sup(αopt(t)). Then, for ensuring the satisfaction of
(2) through imposing (13), one simple strategy for designing
ρ
α
(t) is as follows: (a) if α(0, x0) > 0 (i.e., the constraints

are initially satisfied), set ρ
α
(t) = 0, and (b) if α(0, x0) < 0,

design ρ
α
(t) such that ρ

α
(0) < α(0, x0) < 0 and ρ

α
(t ≥

T ) = 0, i.e., the lower bound in (13) increases with time
so that it enforces α(t, x(t;x0)) to become positive for
t ≥ T > 0. In this respect, inspired by [16], given a desirable
T ≥ 0, one can design:

ρ
α
(t) =

{ (
T−t
T

) 1
1−β (ρ0 − ρ∞) + ρ∞, 0 ≤ t < T,

ρ∞, t ≥ T,
(14)

where β ∈ (0, 1) is a constant. Note that ρ
α
(0) = ρ0 and

ρ
α
(t ≥ T ) = ρ∞. Therefore, for designing ρ

α
(t), for case

(a) we set ρ0 = ρ∞ = 0 and for case (b) we set ρ0 such that
ρ
α
(0) = ρ0 < α(0, x0) < 0 and ρ∞ = 0.

Remark 3: We highlight that, when Assumption 4 holds,
by taking a sufficiently large ρmax > 0 and setting ρ∞ = 0,
the solution of the time-varying optimization problem (11) is
not required for designing ρ̄α(t) and ρ

α
(t) in (13). However,

for taking ρ∞ > 0 we require ρ∞ < inf(αopt(t)) to hold
for ensuring the feasibility of (13). Furthermore, given the
readily available initial condition of the system (1), ensuring
ρ
α
(0) = ρ0 < α(0, x0) is not restrictive.
Remark 4: Under Assumption 4, choosing a larger ρ∞,

under the condition that 0 < ρ∞ < inf(αopt(t)), affects how
well the time-varying output constraints should be satisfied
for t ≥ T , thus it constitutes a user-defined margin for
constraints satisfaction.

C. Controller Design and Stability Analysis

Now inspired by [4] we design a low-complexity model-
free robust funnel controller using the PPC method for (1)
to ensure the satisfaction of (13). In this respect, first, we
define the normalized α(t, x) (w.r.t. the asymmetric funnels
given by (13)) as follows:

α̂(t, x) :=
α(t, x)− 0.5 ρs(t)

0.5 ρd(t)
, (15)

where ρs(t) := ρ̄α(t) + ρ
α
(t) and ρd(t) := ρ̄α(t) − ρ

α
(t).

Notice that α̂(t, x) ∈ (−1, 1) if and only if α(t, x) ∈
(ρ
α
(t), ρ̄α(t)). Next, we introduce the following nonlinear

transformation:

εα(t, x) = T (α̂(t, x)) := ln

(
1 + α̂(t, x)

1− α̂(t, x)

)
, (16)

where εα is the unconstrained transformed signal corre-
sponding to α(t, x) and T : (−1, 1) → (−∞,+∞) is a
smooth strictly increasing bijective mapping, which satisfies
T (0) = 0. Note that maintaining boundedness of εα enforces
α̂(t, x) ∈ (−1, 1), and thus the satisfaction of (13).

To design the control law we proceed as follows: first,
define V (εα) = 0.5ε2α, which is a positive definite (implicitly
time-varying) barrier function associated with the α-funnel
constraint in (13). Note that V (0) = 0 and as α(t, x)
approaches ρ

α
(t) or ρ̄α(t) (i.e., as α̂(t, x) approaches ±1)

we get V (εα) → +∞. Next, from (16), with a slight abuse
of notation, one can consider V (t, x) and design a (gradient-
based) control law as follows:

u(t, x) := −k∇xV (t, x), (17)

where k > 0 is the control gain and ∇x denotes the gradient
with respect to x. Applying the chain rule in (17) gives
u(t, x) more explicitly as:

u(t, x) = −k
(
∂V (εα)

∂εα

∂εα(α̂)

∂α̂

∂α̂(t, α)

∂α

∂α(t, x)

∂x

)⊤

= −k
(
∂α(t, x)

∂x

)⊤

ξα εα = −k∇xα(t, x) ξα εα, (18)

where ξα := ∂εα(α̂)
∂α̂

∂α̂(t,α)
∂α is given by:

ξα(t, x) =
4

ρd(t)(1− α̂2(t, x))
. (19)



Recall that (13) is ensured through keeping εα bounded,
which is equivalent to establishing boundedness of V (εα)
through applying (18) in (1).

We require the following assumption on α(t, x) to avoid
∇xα(t, x) = 0n at certain undesired singular points, which
can lead to controllability loss issues when (18) is applied
to (1).

Assumption 5: For all t ≥ 0 the function −α(t, x) is
invex, i.e., every critical point of α(t, x) is a (time-varying)
global maximizer (see [17, Theorem 2.2]).

The following lemma gives some sufficient conditions for
ensuring Assumption 5.

Lemma 3: The function −α(t, x) is invex ∀t ≥ 0 if any
of the following conditions holds:
I. ψi(t, x),∀i ∈ Iψ in (5) are concave in x for all t ≥ 0.
II. All of the m time-varying output constraints in (2)
are funnel constraints such that: (i) n = m = p, (ii)
the output map y = h(x) in (1) is norm-coercive (i.e.,
∥h(x)∥ → +∞ as ∥x∥ → +∞), and (iii) the Jacobian
matrix J(x) := ∂h(x)

∂x ∈ Rn×n is full rank for all x ∈ Rn.
Proof: The proof is omitted due to space limitations

and can be found in [14].
Remark 5: The concavity of ψi(t, x),∀t ≥ 0 in Lemma 3

can be understood by examining (4) in terms of hi(x), i ∈ I.
Specifically, for funnel constraints, the functions hi(x), i =
{1, . . . , p} should be affine (linear) functions as ψ2i(t, x) and
ψ2i−1(t, x), i = {1, . . . , p} are concave only when hi(x) and
−hi(x) are concave in (4a). Moreover, from (4b) for LBO
constraints hi(x), i = {p+ 1, . . . p+ q} should be concave,
while for UBO constraints hi(x), i = {p+q+1, . . .m} need
to be convex. In this regard, the interior of any time-varying
bounded convex polytope in Rn can be considered as Ω̄(t),
for which its corresponding α(t, x) satisfies Assumption 5.
This is because for a bounded convex polytope all hi(x), i ∈
I should be affine (thus condition I of Lemma 3 holds) and
also Assumption 3 is readily satisfied.

Remark 6: Followed by Remark 5 one can verify that
Example 1 (depicted in Fig. 1a) satisfies condition I of
Lemma 3. Moreover, Example 2 (depicted in Fig.1b) satisfies
condition II of Lemma 3 since in this example n = m =
p = 2, the Jacobian matrix of h(x), J(x) =

[
1 0

0.6x1 −1

]
is full rank for all x ∈ R2, and h(x) = hf (x) is norm-
coercive. Note that Example 2 does not satisfy condition I
of Lemma 3 as h2(x) in is not affine. It is worth emphasizing
that condition II in Lemma 3 accurately captures the notion
of independence between n funnel constraints in Rn. This
means that the satisfaction of individual feasible funnel
constraints does not interfere with each other, meaning that
the funnel constraints are decoupled.

Remark 7: Note that condition I of Lemma 3 is not
enough for ensuring the boundedness of Ω(t). Indeed, to
guarantee the boundedness of Ω(t), ψi(t, x), i ∈ Iψ should
be such that the condition of Lemma 2 is also met. However,
regarding condition II of Lemma 3, since h(x) is norm-
coercive and only funnel type constraints are considered, i.e.,
h(x) = hf (x), one can verify that condition I in Lemma 2
is already satisfied, which ensures the boundedness of Ω(t).

The following theorem summarizes our main result:
Theorem 1: Consider the nonlinear input affine system (1)

with the time-varying output constraints (2). Let ρ
α
(t), ρ̄α

be designed based on the discussion in Section III-B, such
that ρ

α
(0) < α(0, x0) < ρ̄α(0). Under Assumptions 1-6

the feedback control law (18) guarantees the satisfaction of
the α-funnel constraint (13) for all times, as well as the
boundedness of all closed-loop signals.

Proof: The proof is omitted due to space limitations
and can be found in [14].

Remark 8: We underline that the controller developed
in (18) adeptly manages coupled time-varying output con-
straints, such as those exemplified in Example 1. This sets it
apart from previous controller designs reliant on methods like
Time-varying Barrier Lyapunov Functions, Funnel Control,
and Prescribed Performance Control [1], [2], [5], which
often encounter challenges when dealing with such intricate
scenarios. Furthermore, unlike these approaches and the
work in [16], our method does not necessitate the initial
satisfaction of all output constraints and provides the added
advantage of customizable finite-time constraint satisfaction.
Furthermore, this work builds upon the methodology pre-
sented in [10], [11], which was initially designed to manage
STL specifications by transitioning between time-invariant
constrained sets. However, our work takes a step further
by extending the proposed methodology to effectively tackle
scenarios involving time-varying constrained sets.

IV. SIMULATION RESULTS

Consider an unstable dynamical system (1), where

f(x) =

[
−x21x2 − x31 − e−x

2
1−x

2
2

0.1x22 + x21 + sin(x1x2)

]
, g(x) =

[
x22 + 1 cos(x1)
sin(x2) x21 + 2

]
,

and w(t) = [w1(t), w2(t)]
⊤ ∈ R2, in which

w1(t) = 1.5 sin(2t + π
3 ) + 3 cos(3t + 3π

7 ) and w2(t) =
0.5 sin(3t)ecos(2t+

π
3 )+1. Moreover, let the output map h(x)

and the corresponding time-varying output constraints for
(1) be the same as Example 1 with ρ̄1(t) = 3 sin(0.3t),
ρ
1
(t) = −2 + 2.5 sin(0.3t), ρ

2
(t) = − cos(0.3t), and

ρ̄3(t) = 3.5 − cos(0.3t). The considered output constraints
ensure Ω(t) to be feasible at all times. Indeed, solution
of (12) for a sufficiently long time horizon reveals that
sup(αopt(t)) < 1.1, and inf(αopt(t)) > 0.3 (see Fig. 2, top
left), hence, Assumption 4 holds. The initial condition of
the system is assumed to be x0 = [2,−2.5]⊤, which gives
α(0, x0) < 0. Followed by the discussion in Subsection III-B
and having the knowledge on sup(αopt(t)) and inf(αopt(t))
we can take ρ̄α(t) = 1.5 and set ρ∞ = 0.1 in (14). If
we took for granted the validity of Assumption 4 in this
simulation example, from Remark 3 we know that the control
law (18) does not necessarily require any information on
αopt(t), e.g., we could set, ρ∞ = 0 and ρ̄α(t) = 50 (a
sufficiently large constant) without any prior knowledge on
sup(αopt(t)) and inf(αopt(t)). Note that ρ0 in (14) is selected
such that ρ

α
(0) < α(0, x0) < 0. Other parameters are set as

follows: β = 0.5 and T = 6 for ρ
α
(t) in (14), and k = 1 and

ν = 10 in (18) and (9), respectively. Fig.2 (top left) depicts



Fig. 2. Evolution of α(t, x(t;x0)) (top-left) and x(t) under (18).

the evolution of α(t, x(t;x0)) under the proposed control
law (18). Since α(0, x0) < 0, it is clear that the output
constraints are not initially satisfied, however, by imposing
the α-funnel constraint (13) α(t, x(t;x0)) becomes and then
remains positive with a margin of ρ∞ = 0.1. Snapshots of the
evolution of x(t;x0) along with the time-varying constrained
set Ω(t), for which ∂cl(Ω(t)) = {x ∈ R2 | α(t, x) = 0}, are
also illustrated in Fig.2.

V. CONCLUSIONS

We considered the control design problem for nonlinear
uncertain systems under (potentially coupled) multiple time-
varying output constraints. The proposed method decodes the
constraint satisfaction for multiple outputs as the satisfaction
of a single funnel constraint on the signed distance w.r.t.
the boundary of the time-varying output-constrained set.
A robust low-complexity controller is designed based on
the prescribed performance control approach to ensure the
satisfaction of the single funnel constraint for the closed-loop
system dynamics. The developed results in this paper are also
valid for time-invariant output constraints as a special case.
Future work will be devoted to the extension of the proposed
control method to higher-order nonlinear systems as well as
relaxing Assumption 4.
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