Abstract—We study the problem of motion feasibility for multi-agent control systems on Lie groups with collision avoidance constraints. We first consider the problem for kinematic left invariant control systems and next, for dynamical control systems given by a left-trivialized Lagrangian function. Solutions of the kinematic problem give rise to linear combinations of the control inputs in a linear subspace annihilating the collision avoidance constraints. In the dynamical problem, motion feasibility conditions are obtained by using techniques from variational calculus on manifolds, given by a set of equations in a vector space, and Lagrange multipliers annihilating the constraint force that prevents deviation of solutions from a constraint submanifold.
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I. INTRODUCTION

Decentralized control strategies for multiple vehicles have gained increased attention in the last decades in the control community [4], [14], [16]. In particular, when the configuration space of the agents is on a Lie group the main applications involved the coordination and synchronization of spacecraft motions modeled by kinematic systems [18], [19]. Recently, researchers have shown an interest in employing decentralized motion planning algorithms for multi-agent systems based on second-order dynamical models [8], [9]. The main motivation lies in that acceleration controls are more implementable in vehicle systems than velocity controls.

In this work we consider a set of agents evolving on a Lie group subject to collision avoidance constraints. We determine whether there are non-trivial trajectories in the collision avoidance problem of all agents that maintain the constraints. The results are applied to build a collision avoidance motion planning controller for the coordinated motion of the agents. We assume that the constraints for the distributed edge set should be non-conflicting, and the overall constraint for all the edges should be realizable in the full Lie group. The proposed mathematical framework for multi-agent systems on Lie groups was recently used in [6] for optimal control problems. We also build on the works [21], [20] by studying the problem of motion feasibility when agents evolve on Lie group manifolds.

The motion feasibility problem is studied in two different scenarios: when agents are described by kinematic left-invariant fully actuated control systems and when the agents are described by dynamical fully actuated control systems. While the kinematic approach has been studied more in the literature for the motion feasibility problem (single integrator dynamics), the main motivation for the second approach lies in the fact that acceleration control (double integrator dynamics) is more suitable under the real world requirements of sensors for multiple vehicles, than velocity controls. It also provides a first step towards the construction of distance-based numerical estimators via Lie groups variational integrators [7]. The solution in the second approach is given by using techniques of calculus of variations on manifolds and the Lagrange multiplier theorem, while for the first one, we use techniques of differential calculus on manifolds.

The main contribution of this work consists of providing a set of necessary conditions for non-trivial collision-free motions in multi-agent control systems where agents evolves on a Lie group manifold. The main results of this work are given in Theorem 5.1 and Theorem 6.1. Theorem 5.1 describes differential-algebraic conditions for the feasible motion, when the agents are given by kinematic left-invariant control systems, by finding the set of admissible velocities leaving the constraints invariant at a given point on a Lie group $G$ and describing it as a linear system of algebraic equations with the control inputs as unknown variables. Theorem 6.1, provides first-order necessary conditions for feasible motion when the dynamics of each agent is described by a Lagrangian function on $G \times g$ through the constrained Euler-Lagrange equations, with $g$ being the Lie algebra associated with $G$. Such a condition is given by a set of first order differential equations on $g$.

The paper is structured as follows. Section II provides the nomenclature. Section III introduces Lie groups actions, constrained Euler-Lagrange equations and trivializations of the tangent bundle of a Lie group. Section IV describes left-invariant kinematic multi-agent control systems, dynamical multi-agent control systems and the formulation for the motion feasibility problem. In Section V we consider a differential-algebraic approach for the motion feasibility problem of kinematic left-invariant multi-agent systems. In Section VI we derive first-order necessary conditions for feasible motion through constrained Euler-Lagrange equations arising from a variational point of view. Section VII studies the applicability of the conditions found in Sections V and VI for the collision avoidance problem of three rigid bodies on $SE(3)$ modelling.
fully-actuated underwater vehicles.

II. NOMENCLATURE

We begin by establishing the nomenclature used throughout this paper. The basic notation and methodology is fairly standard within the differential geometry literature and we have attempted to use traditional symbols and definitions wherever feasible. Table I provides the symbols will be used frequently along the paper.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>NOMENCLATURE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>$Q$</td>
<td>Tangent bundle of $Q$</td>
</tr>
<tr>
<td>$T^*Q$</td>
<td>Cotangent bundle of $Q$</td>
</tr>
<tr>
<td>$G$</td>
<td>Lie group</td>
</tr>
<tr>
<td>$g$</td>
<td>Lie algebra of $G$</td>
</tr>
<tr>
<td>$g^*$</td>
<td>Dual of the Lie algebra $g$</td>
</tr>
<tr>
<td>$n$</td>
<td>Dimension of $G$</td>
</tr>
<tr>
<td>$r$</td>
<td>Number of agents</td>
</tr>
<tr>
<td>$p$</td>
<td>Number of edges in the communication graph</td>
</tr>
<tr>
<td>$T$</td>
<td>Transpose of a Matrix</td>
</tr>
<tr>
<td>$m$</td>
<td>Quantity of collision avoidance constraints</td>
</tr>
<tr>
<td>$\lambda_k$</td>
<td>Lagrange multiplier</td>
</tr>
<tr>
<td>$\phi_j : G \times G \to \mathbb{R}$</td>
<td>Collision avoidance constraints</td>
</tr>
<tr>
<td>$\lambda_{TG}$</td>
<td>Left-trivialization of $TG$</td>
</tr>
<tr>
<td>$\lambda^{*G}$</td>
<td>Left-trivialization of $T^*G$</td>
</tr>
<tr>
<td>$g,h$</td>
<td>Elements on $G$</td>
</tr>
<tr>
<td>$\xi$</td>
<td>Element on $g^*$</td>
</tr>
<tr>
<td>$\mu$</td>
<td>Element of $g^*$</td>
</tr>
<tr>
<td>$\pi$</td>
<td>Identity element of $G$</td>
</tr>
<tr>
<td>$L_h : G \to G$</td>
<td>Left-translation $L_h g = gh$</td>
</tr>
<tr>
<td>$T_h L_q$</td>
<td>tangent map of $L_h$ at $q \in Q$</td>
</tr>
<tr>
<td>$T_h^* L_q$</td>
<td>the cotangent map of $L_h$ at $q \in Q$</td>
</tr>
<tr>
<td>$\text{Ad} : G \times g \to g$</td>
<td>Adjoint action</td>
</tr>
<tr>
<td>$\text{Ad}^* : G \times g^* \to g^*$</td>
<td>co-Adjoint action</td>
</tr>
<tr>
<td>$\text{ad} : g \times g \to g$</td>
<td>Adjoint operator</td>
</tr>
<tr>
<td>$\text{ad}^* : g \times g^* \to g^*$</td>
<td>co-Adjoint operator</td>
</tr>
</tbody>
</table>

III. PRELIMINARIES

A. Differential calculus on manifolds

Let $Q$ be a differentiable manifold with $\text{dim}(Q) = n$. Given a tangent vector $v_q \in T_q Q$, $q = (q^1, \ldots, q^n) \in Q$, and $f \in C^\infty(Q)$, the set of real valued smooth functions on $Q$, $df \cdot v_q$ denotes how tangent vectors acts on functions on $C^\infty(Q)$. $df$ denotes the differential of the function $f \in C^\infty(Q)$ defined as

$$df(q) \cdot v_q = \sum_{i=1}^{n} \frac{\partial f}{\partial q^i} \cdot v^i_q$$

Just as a vector field is a “field” for tangent vectors, a differential 1-form is a “field” of cotangent vectors, one for every base point. A cotangent vector based at $q \in Q$, is a linear map from $T_q Q$ to $\mathbb{R}$, and the set of all maps is the cotangent space $T_q^* Q$, which is the dual to the tangent space $T_q Q$. A 1-form on $Q$ is a map $\Theta : Q \to T^*Q$ such that $\Theta(q) \in T^* Q$ for every $q \in Q$. Differential forms, can be added together and multiplied by scalar fields $c : Q \to \mathbb{R}$ as $(\Theta + \Theta')(q) = \Theta(q) + \Theta'(q)$, and $(c\Theta)(q) = c(q) \Theta(q)$.

Given a differentiable function $f : Q \to Q_1$ with $Q_1$ a smooth manifold, the pushforward of $f$ at $q \in Q$ is the linear map $T_q f : T_q Q \to T_{f(q)} Q_1$ satisfying $T_q f(v_q) \cdot \phi = v_q \cdot (\phi \circ f)$ for all $\phi \in C^\infty(Q_1)$ and $v_q \in T_q Q$. The pullback of $f$ at $q \in Q$ is the dual map $T^*_q f : T^*_q Q_1 \to T^*_q Q$ satisfying

$$\langle T^*_q f(p_q), v_q \rangle_* = \langle p_q, T_q f(v_q) \rangle_* \quad (1)$$

for all $v_q \in T_q Q$ and $p_q \in T^*_q Q_1$, where $\langle \cdot, \cdot \rangle_*$ denotes how tangent covectors acts on tangent vectors.

Definition 3.1: Let $Q$ and $N$ be differentiable manifolds and $f : Q \to N$ be a differentiable map between them. The map $f$ is a submersion at a point $q \in Q$ if its differential $df(q) : T_q Q \to T_{f(q)} N$ is a surjective map.

Definition 3.2: Let $U \subset Q$ be an open set, $f : U \to N$ be smooth. If $f$ is a submersion at all points in $U$ then for all $y \in N$, $f^{-1}(y) \subset U$ is a submanifold of $Q$. The value $y \in N$ is said to be a regular value of $f$.

Theorem 3.1: [[13], Section 8.3, pp. 219] Let $Q$ be a differentiable manifold and $0 \in \mathbb{R}^m$ a regular value of $\Phi : Q \to \mathbb{R}^m$. Given a function $S : Q \to \mathbb{R}$, by defining the function $\overline{S} : Q \times \mathbb{R}^m \to \mathbb{R}$ as

$$\overline{S}(q, \lambda) = S(q) - \langle \lambda, \Phi(q) \rangle,$$

for some inner product $\langle \cdot, \cdot \rangle$ on $\mathbb{R}^m$, the Lagrange multiplier theorem states that $q \in \Phi^{-1}(0)$ is an extrema of $\overline{S}|_{\Phi^{-1}(0)}$ if and only if $(q, \lambda) \in Q \times \mathbb{R}^m$ is an extrema of $\overline{S}$.

B. Lie group actions

Definition 3.3: Let $G$ be a Lie group with the identity element $e \in G$. A left-action of $G$ on a manifold $Q$ is a smooth mapping $\Phi : G \times Q \to Q$ such that $\Phi(e, q) = q$ for all $q \in Q$, $\Phi(g, \Phi(h, q)) = \Phi(gh, q)$ for all $g,h \in G, q \in Q$ and for every $g \in G$, the map $\Phi_g : Q \to Q$ defined by $\Phi_g(q) := \Phi(g, q)$ is a diffeomorphism.

Let $G$ be a finite dimensional Lie group. The tangent bundle at a point $g \in G$ is denoted as $T_g G$ and the cotangent bundle at a point $h \in G$ is denoted as $T^*_h G$. $\mathfrak{g}$ will denote the Lie algebra associated to $G$ defined as $\mathfrak{g} := T_e G$, the tangent space at the identity $e \in G$. Given that the Lie algebra $\mathfrak{g}$ is a vector space, one may consider its dual space. Such dual of the Lie algebra is denoted by $\mathfrak{g}^*$.

Let $L_g : G \to G$ be the left translation of the element $g \in G$ given by $L_g(h) = gh$ for $h \in G$. $L_g$ is a diffeomorphism on $G$ and a left-action from $G$ to $G$. Their tangent map (i.e, the linearization or tangent lift of left translations) is denoted by $T_h L_g : T_h G \to T_{gh} G$. Similarly, the cotangent map (cotangent lift of left translations) is denoted by $T^*_h L_g : T^*_h G \to T^*_g G$. It is known that the tangent and cotangent lift are actions (see [10], Chapter 6).

Consider the vector bundles isomorphisms $\lambda_{TG} : G \times \mathfrak{g} \to TG$ and $\lambda_{T^*G} : G \times \mathfrak{g}^* \to T^*G$ defined as

$$\lambda_{TG}(g, \xi) = (g, T_{T^*_L \xi}(\xi)), \quad \lambda_{T^*G}(g, \mu) = (g, T^*_{T^*_L \mu}(\mu)). \quad (2)$$

$\lambda_{TG}$ and $\lambda_{T^*G}$ are called left-trivializations of $TG$ and $T^*G$ respectively. Therefore, the left-trivialization $\lambda_{TG}$ lets us identify tangent bundle $TG$ with $G \times \mathfrak{g}$, and by $\lambda_{T^*G}$, the cotangent bundle $T^*G$ can be identified with $G \times \mathfrak{g}^*$.

Definition 3.4 ([10], Section 2.3 pp.72): The natural pairing between vectors and co-vectors $\langle \cdot, \cdot \rangle : \mathfrak{g}^* \times \mathfrak{g} \to \mathbb{R}$ is defined as
by \((\alpha, \beta) := \alpha \cdot \beta\) for \(\alpha \in g^*\) and \(\beta \in g\) where \(\alpha\) is understood as a row vector and \(\beta\) a column vector. For matrix Lie algebras \((\alpha, \beta) = \alpha^T \beta\).

Using the pairing between vectors and co-vectors, one can write the relation between the tangent and cotangent lifts as
\[
\langle \alpha, T_h L_g(\beta) \rangle = \langle T_h^{\ast} L_g(\alpha), \beta \rangle
\]
for \(g, h, \in G, \alpha \in g^*\) and \(\beta \in g\).

Let \(\Phi_g : Q \to Q\) for any \(g \in G\) a left action on \(G\); a function \(f : Q \to \mathbb{R}\) is said to be \(G\)-invariant under the action \(\Phi_g\), if \(f \circ \Phi_g = f\), for any \(g \in G\). The Adjoint action, denoted \(\text{Ad}_g : g \to g\) is defined by \(\text{Ad}_g \chi := g \chi g^{-1}\) where \(\chi \in g\). Note that this action represents a change of basis on \(g\).

The co-adjoint operator \(\text{ad}^* : g \times g^* \to g^*\), \((\xi, \mu) \mapsto \text{ad}^*_g \mu\) is defined by \(\langle \text{ad}^*_g \mu, \eta \rangle = \langle \mu, \text{ad} \eta \rangle\) for all \(\eta \in g\) with \(\text{ad} : g \times g \to g\) the adjoint operator given by \(\text{ad} \eta \xi := [\xi, \eta]\) where \([-,-]\) denotes the Lie bracket of vector fields on \(g\).

The co-Adjoint action \(\text{Ad}^*_{g^{-1}} : g^* \to g^*\) is given by \(\langle \text{Ad}^*_{g^{-1}} \mu, \eta \rangle = \langle \mu, \text{Ad} \eta \rangle\) with \(\mu \in g^*, \xi \in g\). Note that \(\text{Ad}\) and \(\text{Ad}^*\) are actions on Lie groups, while \(\text{ad}\) and \(\text{ad}^*\) are operators on the Lie algebra and its dual, respectively.

Example 3.5: The co-Adjoint action of \(SO(3)\) on \(so(3)^*\), \(\text{Ad}^* : so(3)^* \times so(3) \to so(3)^*\) is given by (see [10], Ch. 6, pg. 224) \(\text{Ad}^*_{g_{\eta^{-1}}} \eta = (R \eta)\), and it is given by \(\text{Ad}^*_{R^{-1}} \eta = R \eta\) with \(\eta \in \mathbb{R}^3, \eta \in so(3)^*\) and \(R \in SO(3)\).

Let \(L : TG \to \mathbb{R}\) be a Lagrangian function describing the dynamics of a mechanical system. After a left-trivialization of \(TG\) we may consider the trivialized Lagrangian \(L : G \times g \to \mathbb{R}\) given by \(L(g, \xi) = L(g, T_g L_{g^{-1}}(\xi)) = L(g, g^{-1} \xi)\).

The left-trivialized Euler-Lagrange equations on \(G \times g\) (see, e.g., [10], Ch. 7), are given by the system of \(n\) first order ode’s
\[
\frac{d}{dt} \frac{\partial L}{\partial \xi} + T_{\xi} L_g \left( \frac{\partial L}{\partial g} \right) = \text{ad}^*_g \frac{\partial L}{\partial \xi}
\]
(4)

with the kinematic equation \(\dot{g} = T_g L_g \xi\), i.e., \(\dot{g} = g \xi\).

The left-trivialized Euler-Lagrange equations together with the equation \(\xi = T_{\xi} L_{g^{-1}}(\dot{g})\) are equivalent to the Euler–Lagrange equations for \(L\). Note that for a matrix Lie group, the previous equations means \(\xi - \dot{g}\).

If \(L\) does not depend on \(g \in G\) (for instance, as the Lagrangian for Euler’s equations on the Lie group \(SO(3)\)), equations (4) reduce to the Euler-Poincaré equations
\[
\frac{d}{dt} \frac{\partial L}{\partial \xi} = \text{ad}^*_g \frac{\partial L}{\partial \xi}
\]
(5)

with the kinematic equation \(\dot{g} = T_g L_g \xi\), i.e., \(\dot{g} = g \xi\).

IV. MULTI-AGENT CONTROL SYSTEM ON LIE GROUPS

In this section we introduce multi-agent control systems where the configuration space of each agent is a Lie group. It is described by an undirected static and connected graph. First, we introduce the motion feasibility problem of agents where each node of the graph is given by a dynamical control system (i.e., by the controlled trivialized Euler-Lagrange equations) governed by a Lagrangian function, and next, we consider that each node is given by a left-invariant control system.

A. Left-invariant dynamical multi-agent control systems

Consider a set \(\mathcal{N}\) consisting of \(r\) free agents evolving each one on a Lie group \(G\) with dimension \(n\). Along this work we assume that the configuration space of each agent has the same Lie group structure. Same configuration does not mean the same agent. For instance, each agent can have different masses and inertia values, and therefore agents are heterogeneous. We denote by \(g_i \in G\) the configuration (positions) of an agent \(i \in \mathcal{N}\) and \(g_i(t) \in G\) describes the evolution of agent \(i\) at time \(t\). The element \(g \in G^r\) denotes the stacked vector of positions where \(G^r := G \times \ldots \times G\) represents the cartesian product of \(r\) copies of \(G\). We also consider \(g^r := T_r G^r\) the Lie group associated with the Lie group \(G\) for the agent \(i \in \mathcal{N}\) where \(\pi = (\pi_1, \ldots, \pi_r)\) is the neutral element of \(G^r\) with \(\pi_j\) the neutral element of the \(j^{th}\)-Lie group which determines \(G^r\).

The neighbor relationships are described by an undirected static and connected graph \(\mathcal{G} = (\mathcal{N}, \mathcal{E})\) where the set \(\mathcal{E} \subset \mathcal{N} \times \mathcal{N}\) denotes the set of ordered edges for the graph. The set of neighbors for agent \(i\) is defined by \(N_i = \{j \in \mathcal{N} : (i, j) \in \mathcal{E}\}\).

The dynamics of each agent \(i \in \mathcal{N}\) is determined by a Lagrangian function \(L_i : TG \to \mathbb{R}\) together with collision avoidance (holonomic) constraints. Each tangent space \(TG\) can be left-trivialized and therefore, instead of working with \(L_i : TG \to \mathbb{R}\) we shall consider \(\ell_i : G \times g \to \mathbb{R}\). Note also that the left-trivialization is not an extra assumption, we can always identify \(TG\) with \(G \times g\) by using the isomorphism (2).

Each agent \(i \in \mathcal{N}\) is assumed to be a fully-actuated dynamical Lagrangian control system associated with the Lagrangian \(L_i : G \times g \to \mathbb{R}\), that is,
\[
\frac{d}{dt} \frac{\partial \ell_i}{\partial \xi} - \text{ad}^*_g \frac{\partial \ell_i}{\partial g} + T_{\xi}^{\ast} L_{g_i} \left( \frac{\partial \ell_i}{\partial g} \right) = u_i, \quad i \in \mathcal{N}
\]
(6)

where for each \(i\), the \(n\)-tuple of control inputs \(u_i = [u_i^{(1)}, \ldots, u_i^{(n)}]^T\) take values in \(\mathbb{R}^n\) and where \(g_i(t) \in C^1([a_i, b_i], G)\) with \(a_i, b_i \in \mathbb{R}^n\), and where \([a_i, b_i]\) is an arbitrary interval of \(\mathbb{R}\).

We also assume that each agent \(i \in \mathcal{N}\) occupies a disk of radius \(\pi\) on \(G\). The quantity \(\pi\) is chosen to be small enough so that it is possible to pack \(r\) disks of radius \(\pi\) on \(G\). We say that agents \(i\) and \(j\) avoid mutual collision if \(d(\pi_i(g), \pi_j(g)) > \bar{r}\) where \(\pi : G^r \to G\) is the canonical projection from \(G^r\) over its \(i^{th}\)-factor and \(d\) is an appropriated distance function on the Lie group \(G\).

Consider the set \(\mathcal{C}\) given by the (holonomic or position-based) constraints indexed by the edges set \(\mathcal{E}_c = \{e_1, \ldots, e_p\}\) with \(p = |\mathcal{E}_c|\), the cardinality of the set of edges. Each \(e_{\alpha} \in \mathcal{E}_c\) for \(\alpha = 1, \ldots, p\) is a set of constraints for the edge \(e_{\alpha} = (i, j) \in \mathcal{E}\), that is, \(e_{\alpha} = \{\phi_{ij}^{(\alpha)}, \ldots, \phi_{ij}^{(p)}\},\) being \(k_{\alpha}\) the number of constraints on the edge \(e_{\alpha}\). Let \(m\) be the total number of constraints in the set \(\mathcal{N}\), that is,
\[
m = \sum_{\alpha=1}^{p} \quad k_{\alpha}.
\]
(7)

For each edge \(e_{\alpha}, \phi_{ij}^{(\alpha)}\) is a function on \(G \times G\) defining an inter-agent collision avoidance constraint between agents \(i\) and \(j\) for
all $k = 1, \ldots, k_\alpha$. The constraint is enforced if and only if
\[ \phi^k_{ij}(g_i, g_j) = 0. \]

The constraints on edge $e_\alpha$, induce the constraints $\Phi_{ij} : \mathbb{R}^m \to \mathbb{R}$ as $\Phi_{ij}(g) = \phi_{ij}(\pi_i(g), \pi_j(g))$. If the map $\Phi : \mathbb{R}^m \to \mathbb{R}^m$ is a submersion at any point of its domain, then $\mathcal{M} = \Phi^{-1}(0)$ is an $(r_m - r)$-dimensional submanifold of $\mathbb{R}^m$. Its $2(r_m - r)$-dimensional tangent bundle is given by
\[ T\mathcal{M} = \{ (g, \dot{g}) \in T_\mathbb{T}G^r | \Phi(g) = 0, D\Phi(g) \cdot \dot{g} = 0 \} \subset T^r G^r \]
where $D\Phi(g)$ denotes the $(n \times m)$ Jacobian matrix of the constraints.

Denote $\dot{g}^r := \dot{g} \times \times \dot{g}$, where the Lie algebra structure of $\mathbb{R}^r$ is given by $[\xi_1, \xi_2] = ([\xi_1, \xi_2], \ldots, [\xi_r, \xi_2]) \in \mathbb{R}^r$ with $\xi_1 = (\xi_1, \ldots, \xi_1) \in \mathbb{R}^r$ and $\xi_2 = (\xi_2, \ldots, \xi_2) \in \mathbb{R}^r$.

We also denote $\tau_i : \mathbb{R}^r \to \mathbb{R}$ and $\beta_i : T\mathbb{T}G^r \to TG$ the corresponding canonical projections over its $i$th-factors. Note that, after a left-trivialization, $T\mathcal{M}$ can be seen as a submanifold of $\mathbb{T}G^r \times \dot{g}^r$ given by
\[ T\mathcal{M} = \{ (g, \xi) \in \mathbb{T}G^r \times \dot{g}^r | \Phi(g) = 0, \langle T_{\mathbb{T}}L_{g^{-1}}(D\Phi(g)), \xi \rangle = 0 \} \]
where $\xi = g^{-1}\dot{g} \in \dot{g}^r$.

The control policy for the motion feasibility problem for multi-agent systems can be determined by solving the corresponding dynamics (trivialized Euler-Lagrange equations (4)) for each $i \in N$ subject to the constraint for each edge, as a unique system of differential equations, by lifting the dynamics of each vertex to $G^r \times \dot{g}^r$, the constraints to $G^r$, and to study the dynamics for the formation problem as a holonomically constrained Lagrangian system on $G^r \times \dot{g}^r$.

B. Left-invariant kinematic multi-agent control systems

Let $X : G^r \to TG^r$ be a vector field on $G^r$. The set $X(G^r)$ denotes the set of all vector fields on $G^r$. The tangent map $T_eL_g$ shifts vectors based at $\xi$ to vectors based at $g \in G^r$. By doing this operation for every $g \in G^r$, we define a vector field as $X_g := T_{\mathbb{T}}L_{g^{-1}}(\xi)$ for $\xi := X(\mathbb{T}) \in T\mathbb{T}G^r$.

**Definition 4.1:** A vector field $X \in X(G^r)$ is called left-invariant if $T_hL_g(X(h)) = X(L_g(h)) = X(gh) \forall g, h \in G^r$.

In particular for $h = \mathbb{T}$, Definition 4.1 means that a vector field $X$ is left-invariant if $\dot{g} = X(g) = T_{\mathbb{T}}L_{g^{-1}}(\xi)$ for $\xi = X(\mathbb{T}) \in T\mathbb{T}G^r$.

Consider an undirected static and connected graph $G = (N, E, C)$, describing the kinematics of each agent given by $r$ left invariant kinematic control systems each one on $G$, together with the constraints defining the set $C$. As before, $N$ denotes the set of vertices of the graph, but now, each $i \in N$ is a fully-actuated left invariant kinematic control system, that is, the kinematics of each agent is determined by
\[ \dot{g}_i = T_{\mathbb{T}}L_{g_i}(\xi_i), \quad g_i(0) = g_i^0, \quad (9) \]
and the set $C \subset N \times N$ denotes, as before, the set of edges for the graph, where $g_i(\cdot) \in C^1([a_i, b_i], G)$, $a_i, b_i \in \mathbb{R}^+$ is fixed and $\xi_i$ is a curve on the Lie algebra $\mathfrak{g}$ of $G$. Alternatively, the left-invariant control system (9) can be written as $\xi_i(t) = T_{\mathbb{T}}L_{g_i}(\xi_i)$. Each curve $\xi_i(t)$ on the Lie algebra determines a control input $u_i(t)$, where for each $i$, the $n$-tuple of control inputs $u_i = [u_i^1 \ldots u_i^n]^T$ takes values in $\mathbb{R}^n$.

If for each agent, $g = \text{span}\{e_1, \ldots, e_n\}$, then $u_i$ satisfies $\xi_i(t) = \sum_{s=1}^n u_i^s(t)e_s$ and therefore (9) is given by the drift-free kinematic left invariant control system
\[ \dot{g}_i = g_i \sum_{s=1}^n u_i^s(t)e_s, \quad (10) \]

Note that we have not made any reference to coordinates on $G^r$. We only require a basis for $\dot{g}^r$. This is all that is necessary to study left-invariant kinematic systems.

V. A DIFFERENTIAL-ALGEBRAIC APPROACH TO CHARACTERIZE MOTION FEASIBILITY OF LIMS

In this section, inspired by [21], we consider a differential-algebraic approach for the motion feasibility problem for formation control of kinematic left-invariant multi-agent systems (LIMS’s) introduced in Section IV-B.

Given the collision avoidance constraint $\Phi : G^r \to \mathbb{R}$, consider the new constraint $d\Phi : TG^r \to \mathbb{R}$ and consider the corresponding projection into the $G \times G$ denoted by $\Phi_{ij} : G \times G \to \mathbb{R}$.

**Definition 5.1:** The constraint $d\Phi_{ij}(g)$ is said to be left invariant if $T_{\mathbb{T}}L_{g^{-1}}d\Phi_{ij}(g) = d\Phi_{ij}(\tilde{g})$, that is, the pullback to the identity of the constraint corresponds to the constraint at the identity.

Note that $d\Phi_{ij} \in TG^r$ and $d\Phi_{ij}$ evaluated at a point $g \in G^r$, i.e., $d\Phi_{ij}(g)$, is a one form on $G^r$.

When the constraint is left-invariant, there exists a left-invariant distribution of feasible velocities for the formation given by the annihilator of the constraints at each point, and it determines a subgroup of $G^r$. In other words, $\Phi^{-1}(0) \subset G^r$ is a subgroup of $G^r$ and classical reduction by symmetries [10], [13] can be performed in the multi-agent system to obtain an unconstrained reduced problem on $S = G^r/\Phi^{-1}(0)$. Given that the collision avoidance constraints in general are defined by the distances among configurations of the agents, we are mainly interested in constraints depending explicitly on the variables on $G^r$.

The co-Adjoint action on each Lie group $G$ induces a co-Adjoint action on $G^r$, denoted as $Ad_{g^{-1}}^* : (g^r)^* \to (g^r)^*$, and given by $\langle Ad_{g^{-1}}^* \mu, \xi \rangle = \langle \mu, Ad_{g^{-1}}^*:\xi \rangle$ with $\mu \in (g^r)^r$, $\xi \in g^r$ and $g^{-1} = (g_1^{-1}, \ldots, g_r^{-1})$ the inverse element of $g \in G^r$.

To give a necessary condition for the existence of feasible motion in the formation problem for kinematic LIMS’s, we want to find the set of velocities satisfying the kinematics and the constraints, that is, the set of admissible velocities leaving the constraints invariant at a given point on $G^r$.

**Theorem 5.1:** The set of admissible velocities allowing feasible motion in the formation problem is given by the set of elements $\xi \in g$ such that for a fixed $g \in G^r$,
\[ \langle Ad_{g^{-1}}^*(T_{\mathbb{T}}L_{g^{-1}}d\Phi_{ij}(g)), \xi \rangle = 0. \]

**Proof:** The interaction between agents in the formation, given by the formation constraints on $G \times G$ induces the constraint on $G^r$, $\Phi_{ij}(g) = \phi_{ij}(\pi_i(g), \pi_j(g))$. Motion feasibility
requires that the constraints holds along the trajectories of the LIMS (10).

Differentiating the constraint $\Phi_{ij}(g)$ on $G^r$ we get the constraint $\dot{g} \in T_g G^r$, that is, $(\dot{d}\Phi_{ij}(g), \dot{g}) = 0$, where $\dot{g} = [\dot{g}_1, \ldots, \dot{g}_n]^T$ with $\dot{g}_i \in T_{\pi}(g_i) G$ and $d\Phi_{ij}(g)$ is a one-form on $G^r$, $d\Phi_{ij}(g) \in T_g G^r$.

The one-forms $d\Phi_{ij}(g) \in T_g G^r$ can be translated back to $(g^*)^r$ using left translations as $(\dot{d}\Phi_{ij}(g), \dot{g}) = (T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g)), \xi)$, where $\xi = \dot{g}^{-1} \dot{g} \in g^r$ and $T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g)) \in (g^*)^r$ are the Lie algebra evaluated constraints, and where we used that $T(L_g \circ L_{g^{-1}}) = TL_g \circ TL_{g^{-1}}$, is equal to the identity map on $G^r$ and equation (3).

Note that our problem not only involves that solutions must satisfy the constraints, which means that $(T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g)), \xi) = 0$, for any $g \in G^r$, $g \neq \pi$. Solutions must also be left invariant vector fields, solving (10), that is, $X(g) = gX(\pi)$ (see Definition 4.1). To solve the combined problem we proceed as in [2] (Section 4), to unify the solution in a unique algebraic condition. In order to find the left-invariant vector fields $X(g)$ satisfying the constraints, we must study how much the vector fields $X(g) \in T_g G^r$ changes from $\xi = X(\pi) \in g^r$. As a transformation connecting $g$ and the identity $\pi$ in $G^r$ we use the Adjoint operator, this means that we have to find $\xi \in g^r$ such that for a fixed $g \in G^r$

$$\langle T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g)), \text{Ad}_{g^{-1}} \xi \rangle = 0. \quad (11)$$

The operator $\text{Ad}_{g^{-1}}$ represents a change of basis on $g^r$ and equation (11) gives the subspace of $g^r$ annihilated by $T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g))$. Therefore the problem consists on finding $\xi \in g^r$ such that for a fixed $g \in G^r$,

$$\langle \text{Ad}_{g^{-1}}^*(T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g))), \xi \rangle = 0. \quad (12)$$

Remark 5.2: As pointed out in [2], equation (12) gives a linear system of algebraic equations with $\xi = \sum_{i=1}^n u_i e_i$ as unknown variables and $\text{Ad}_{g^{-1}}^*(T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g)))$ as the known coefficients. Thus, solutions of the latter equation give rise to linear combinations of the control inputs in the linear subspace of $g$ annihilating the constraints. This means that in order for the solution not leave the submanifold which defines the constraints, the set of velocities must satisfy equations (12).

Remark 5.3: Note that the one-forms $d\Phi_{ij}(g)$ are not left-invariant and may change at any point $g \in G^r$, but by using the co-adjoint action, we can study vector fields at any point $g \in G^r$. Therefore, the problem of finding the orthogonal subspace of the constraints at points of $G^r$ given in [21], to characterize the physical allowable directions of motion, in the context of LIMS's, is equivalent to finding the annihilator of the co-adjoint action for $T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g))$.

Remark 5.4: Following [21] (Section III-B), when more than one solutions exist, the solution space can be exploited to find a new distribution which is called in [21] a group abstraction of the kinematic LIMS (10), that is, a new control system keeping the formation along solutions. This new control system is given by studying the kernel of the co-distribution defined by the union of a basis of $d\Phi$ and a basis for the co-distribution describing the kinematics of the agents.

For LIMS’s, the space of solutions $O \subset g^r$ is determined by equation (12), that is,

$$O := \{\xi \in g^r | (\text{Ad}_{g^{-1}}^*(T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g))), \xi) = 0\}$$

for a fixed $g \in G^r$. As in [21], one may use $O$ to find an abstraction for LIMS. The new control system is given by the Kernel of $O$, that is,

$$G_O := \{\eta \in O | (\text{Ad}_{g^{-1}}^*(T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g))), \eta) = 0\} = \text{Ker}(O)$$

giving rise to a group abstraction that describes the set of admissible velocities keeping the formation of the LIMS.

By considering a basis of $G_O$, denoted $\{K_1, \ldots, K_s\}$, we can write such a group abstraction as the left-invariant control system (note that $\text{Ker}(O)$ does not depend on $G$ and therefore its basis is given by left-invariant elements)

$$\dot{g} = \sum_{k=1}^s K_k \omega_k \quad (13)$$

where $\omega_k$ are the new control inputs that activate the elements of the base $\{K_1, \ldots, K_s\}$ with $s \leq \dim(G_O)$. The abstracted control system (13) provides certain insights on different types of feasible motions for the agent according to different choices of $\omega_k$ for $k = 1, \ldots, s$.

As pointed out in [21], since for all $k = 1, \ldots, s$, $(\text{Ad}_{g^{-1}}^*(T^r_\pi L_{g^{-1}}(d\Phi_{ij}(g))), K_k) = 0$, all inputs $\omega_k$ gives rise to trajectories $g(t)$ satisfying the left invariant multi-agent control system (9) and the formation constraints $\Phi_{ij}(g)$.

Example 5.5: As an application we consider the motion feasibility problem for three agents moving in the plane. The configuration of each agent at any given time is determined by the element $g_i \in SE(2) \cong \mathbb{R}^2 \times SO(2)$, $i = 1, 2, 3$ given by

$$g_i = \begin{bmatrix}
\cos \theta_i & -\sin \theta_i & x_i \\
\sin \theta_i & \cos \theta_i & y_i \\
0 & 0 & 1
\end{bmatrix}, \quad \text{where } p_i = (x_i, y_i) \in \mathbb{R}^2.
$$

The kinematic equations for the multi-agent system are

$$\dot{p}_i = R_i u_i, \quad \dot{R}_i = R_i u_i, \quad i = 1, 2, 3, \text{ with } u_i = (u^1_i, u^2_i) \quad (14)$$

where $R_i = \begin{bmatrix}
\cos \theta_i & -\sin \theta_i \\
\sin \theta_i & \cos \theta_i
\end{bmatrix} \in SO(2)$.

The Lie algebra $\mathfrak{se}(2)$ of $SE(2)$ is determined by

$$\mathfrak{se}(2) = \{ \begin{bmatrix} A & b \\ 0 & 0 \end{bmatrix} | A \in \mathfrak{so}(2) \text{ and } b \in \mathbb{R}^2 \} \quad (15)$$

where $A = -aJ$, $a \in \mathbb{R}$, with $J = \begin{bmatrix} 0 & 1 \\ -1 & 0 \end{bmatrix}$ and we identify the Lie algebra $\mathfrak{se}(2)$ with $\mathbb{R}^3$ via the isomorphism

$$(a, b) \mapsto (a, b).$$

Equations (14) gives rise to a left-invariant control system on $(SE(2))^3$ with the form $\dot{g}_i = g_i(e_i^1 u_i^1 + e_i^2 u_i^2)$ describing all directions of allowable motion, where the elements of the basis of $g = \mathfrak{se}(2)$ are

$$e_1^1 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, \quad e_2^1 = \begin{bmatrix} 0 & 0 & 0 \\ 0 & 0 & 1 \\ 0 & 0 & 0 \end{bmatrix}, \quad e_3^1 = \begin{bmatrix} 0 & -1 & 0 \\ 1 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix},$$

which satisfy $[e_3^1, e_2^1] = e_1^1$, $[e_1^1, e_2^1] = 0_{3x3}$, $[e_1^1, e_3^1] = e_2^1$.

Using the dual pairing, where $\langle \alpha_i, \xi_i \rangle := \text{tr}(\alpha_i \xi_i)$, for any
and similarly we used $\frac{\partial}{\partial x}\text{tr}(B^TX^TXA) = 2XAA^T$, to obtain $\frac{\partial}{\partial g_\rho} = 2\psi(g_j)g_i^T$. Combining (16) and (17), by Theorem 5.1, there are trajectories for each agent satisfying the formation constraints as well the kinematics given by left-invariant vector fields.

VI. VARIATIONAL CHARACTERIZATION FOR FORMATION CONTROL OF MULTI-AGENT SYSTEMS ON LIE GROUPS

In this section we study the motion of dynamical multi-agent control systems on a Lie group by applying techniques from variational calculus, after a left-trivialization of the tangent bundle. In order to determine the dynamics for the formation problem we use the Lagrange multipliers Theorem 3.1.

Assume that the dynamics of each agent is described by a Lagrangian function $\ell_i : G \times \mathfrak{g} \to \mathbb{R}$ and define the overall Lagrangian function $L : G^r \times \mathfrak{g}^r \to \mathbb{R}$ by

$$L(g, \xi) = \sum_{i=1}^{\mathfrak{m}} \ell_i(\pi_i(g), \tau_i(\xi))$$

with $\tau_i : \mathfrak{g}^r \to \mathfrak{g}$ defined as in Section IV-A.

In the variational principle developed below we introduce the formation constraints into the dynamics by incorporating the factor $1/2\sum_{j=1}^\mathfrak{m} \lambda_k \Phi_{ij}(g)$ into (18), with $\lambda_k \in \mathbb{R}$ being the Lagrange multipliers and $\mathfrak{m}$ as in (7). The factor $1/2$ in the previous summation is done in order to not count twice the quantity of functions $\Phi_{ij}$ (note that $\Phi_{ij} = \Phi_{ji}$). This approach permits to study the formation problem from a decentralized perspective (see for instance [14] Section 6.5.2).

Let us denote by $C(G^r \times \mathfrak{g}^r) = C([0, T], G^r \times \mathfrak{g}^r, 0, 0)$ the space of smooth functions $f(g, \xi) : [0, T] \to G^r \times \mathfrak{g}^r$ satisfying $f(0) = 0$, $f(T) = g_T$. Denote also by $C(\mathbb{R}\mathfrak{m}) = C([0, T], \mathbb{R}\mathfrak{m})$ the space of curves $\lambda : [0, T] \to \mathbb{R}\mathfrak{m}$ in $\mathbb{R}\mathfrak{m}$, without boundary conditions.

The action functional $S^{G^r \times \mathfrak{g}^r} : C(G^r \times \mathfrak{g}^r) \to \mathbb{R}$ for $L : G^r \times \mathfrak{g}^r \to \mathbb{R}$ is given by $S^{G^r \times \mathfrak{g}^r}(g, \xi) = \int_0^T L(g, \xi) dt$.

Consider the augmented Lagrangian $\mathcal{L} : G^r \times \mathfrak{g}^r \times \mathbb{R}\mathfrak{m} \to \mathbb{R}$ given by $\mathcal{L}(g, \xi, \lambda) = L(g, \xi) - \lambda \cdot \Phi(g)$, with $\cdot$ being the dot product on $\mathbb{R}\mathfrak{m}$. Note that such an extended Lagrangian can be associated with an action functional $\mathcal{S} : C(G^r \times \mathfrak{g}^r \times \mathbb{R}\mathfrak{m}) \to \mathbb{R}$ given by

$$\mathcal{S}(g, \xi, \lambda) := \int_0^T \mathcal{L}(g, \xi) dt - (\langle \lambda, \Phi(g) \rangle)$$

where $\langle , \rangle$ denotes the $L^2$ inner product $^1$ on $\mathbb{R}\mathfrak{m}$.

To prove Theorem 6.1 below we need to introduce the class of infinitesimal variations we shall consider in the variational principle.

**Definition 6.1:** Let $g : [0, T] \to \mathbb{R}$ be a curve on $G$. For $\epsilon > 0$, the variation of the curve $g$ is the family of differentiable curves on $G$, $g_\epsilon : (-\epsilon, \epsilon) \times [0, T] \to G$ such that $g(0,t) = g(t)$. The infinitesimal variation of $g$ is defined by $dg = \frac{d}{d\epsilon}g_{\epsilon}(t) |_{\epsilon=0}$.

$^1$recall that given two functions $f,g : [0, T] \to \mathbb{R}\mathfrak{m}$, $\langle f, g \rangle = \int_0^T f \cdot g \, dx$
**Remark 6.2:** Given that $\xi = g^{-1} \dot{g}$, infinitesimal variations for $\xi$ are induced by infinitesimal variations of $g$, that is $\delta \xi = \dot{\eta} + ad_\xi \eta$ where $\eta$ is an arbitrary path in $\mathfrak{g}$ defined by $\eta = T g L g^{-1}(\delta g) = g^{-1} \delta g$, that is $\delta g = g \eta$ (see [10] Section 7.3, p. 255 for the proof) and where from the last equality is follows that variations of $g$ vanishing at the end points implies that $\eta$ must vanish at end points, that is, $\eta(0) = \eta(T) = 0$ since $g(0) = g_0$ and $g(T) = g_T$ are not necessarily zero.

**Theorem 6.1:** If $(g, \xi) \in C(G^r \times \mathfrak{g}^r)$ is an extrema of $S^{G \times \mathfrak{g}}$, and hence solves the Euler-Lagrange equations for $L$, then $(g, \xi, \lambda) \in C(G^r \times \mathfrak{g}^r \times \mathbb{R}^r)$ is an extrema of $\overline{S}$ and hence solves the constrained Euler-Lagrange equations for the augmented Lagrangian $\overline{L}$ given by

$$0 = \frac{d}{dt} \left( \frac{\partial \xi_i}{\partial \xi_i} \right) - \frac{d}{dt} \left( \frac{\partial \xi_i}{\partial \xi_i} \right) + T^*_\tau L g_i \left( \frac{\partial \xi_i}{\partial g_i} \right)
- \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \lambda_k \left( T^*_\tau L g_i \left( \frac{\partial \phi^k_{ij}}{\partial g_i} \right) \right), \quad i = 1, \ldots, r$$

$$0 = \phi^k_{ij}(g_i, g_j) \text{ for all } k = 1, \ldots, m, \quad i = 1, \ldots, r, \quad j \in \mathcal{N}_i.$$ 

**Proof:** If $(g, \xi) \in T L M$ is an extrema of $S^{G \times \mathfrak{g}}$, then by the Lagrange multiplier theorem, $(g, \xi, \lambda) \in C(G^r \times \mathfrak{g}^r \times \mathbb{R}^r)$ is an extrema of $\overline{S}(g, \xi, \lambda) = S^{G \times \mathfrak{g}}(g, \xi) - \langle \langle \lambda, \Phi(g) \rangle \rangle$. By identifying $C(G^r \times \mathfrak{g}^r) \times C(\mathbb{R}^r)$ with $C(G^r \times \mathfrak{g}^r \times \mathbb{R}^r)$ we note that

$$\overline{S}(g, \xi, \lambda) = S^{G \times \mathfrak{g}}(g, \xi) - \langle \langle \lambda, \Phi(g) \rangle \rangle = \int_0^T (L(g, \xi) - \lambda \cdot \Phi(g)) dt$$

is the action functional for the augmented Lagrangian $\overline{L}(g, \xi, \lambda) = L(g, \xi) - \lambda \cdot \Phi(g)$, where we have used the definition of $S^{G \times \mathfrak{g}}(g, \xi)$. As $(g, \xi, \lambda) \in C(G^r \times \mathfrak{g}^r \times \mathbb{R}^r)$ must extremize this action, it is a solution of the Euler-Lagrange equations for $L$.

Next, we extremizes $\mathcal{S}$ by solving $d\overline{S} = 0$ to obtain the Euler-Lagrange equations for $L$. The action integral $\mathcal{S}$ along a variation of the motion is $\mathcal{S}_\epsilon = \int_0^T \overline{L}(g, \epsilon, \lambda) dt$. The varied value of this action functional can be expressed as a power series in $\epsilon$, that is, $\mathcal{S}_\epsilon = \mathcal{S} + \epsilon \delta \mathcal{S} + O(\epsilon^2)$ where the infinitesimal variation of $\mathcal{S}$ is given by $\delta \mathcal{S} = \frac{d}{d\epsilon} \mathcal{S}_{\epsilon}|_{\epsilon=0}$.

Hamilton’s principle states that the infinitesimal variation of $\mathcal{S}$ along any motion must be zero, that is, $\delta \mathcal{S} = 0$ for all possible infinitesimal variations in $(G^r \times \mathfrak{g}^r \times \mathbb{R}^r)$, where infinitesimal variations on $g$ are given by curves $\eta : [0, T] \to g$ satisfying $\eta(0) = \eta(T) = 0$ (see Remark 6.2).

Now, note that

$$\delta \int_0^T \overline{L}(g, \xi, \lambda) dt = \delta \int_0^T \left( \sum_{i=1}^{r} \ell_i(g_i, \xi_i) - \frac{1}{2} \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \lambda_k \phi^k_{ij}(g_i, g_j) \right) dt$$

$$= \int_0^T \left( \frac{\partial \xi_i}{\partial \xi_i} , \delta \xi_i \right) - \frac{1}{2} \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \phi^k_{ij}(g_i, g_j) \delta \lambda_k + \langle \langle \frac{\partial \xi_i}{\partial g_i} , \delta g_i \rangle \rangle$$

$$- \frac{1}{2} \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \lambda_k \left( \langle \langle \frac{\partial \phi^k_{ij}}{\partial g_i} , \delta g_i \rangle \rangle + \langle \langle \frac{\partial \phi^k_{ij}}{\partial g_j} , \delta g_j \rangle \rangle \right) dt$$

$$= \int_0^T \left( \frac{\partial \xi_i}{\partial \xi_i} , \eta_i + ad_\xi \eta_i \right)$$

$$- \frac{1}{2} \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \phi^k_{ij}(g_i, g_j) \delta \lambda_k + \langle \langle \frac{\partial \xi_i}{\partial g_i} , \delta g_i \rangle \rangle$$

$$- \frac{1}{2} \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \lambda_k \left( \langle \langle \frac{\partial \phi^k_{ij}}{\partial g_i} , \delta g_i \rangle \rangle + \langle \langle \frac{\partial \phi^k_{ij}}{\partial g_j} , \delta g_j \rangle \rangle \right) dt$$

where from the second equality the sum over $i = 1, \ldots, r$ has been omitted to reduce space, and in third equality we replaced the variations on $\xi_i$ by their corresponding expressions (see Remark 6.2).

The first component of the previous integrand, after applying integration by parts twice, using the boundary conditions for $\eta_i$ and the definition of co-adjoint action, results in

$$\int_0^T \left( - \frac{d}{dt} \frac{\partial \xi_i}{\partial \xi_i} + ad^*_{\xi_i} \left( \frac{\partial \xi_i}{\partial \xi_i} \right), \eta_i \right).$$

Using the fact that $T(L_{g_i} \circ L_{g_i^{-1}}) = TL_{g_i} \circ TL_{g_i^{-1}}$ is equal to the identity map on $TG$ and $\eta_i = T_{g_i} L_{g_i^{-1}}(\delta g_i)$ (see Remark 6.2), the third component can be written as

$$\left( \frac{\partial \xi_i}{\partial g_i} , \delta g_i \right) = \left( T^*_\tau L g_i \left( \frac{\partial \xi_i}{\partial g_i} \right) , \eta_i \right).$$

For the last member of the integrand we observe the following.

$$\frac{1}{2} \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \lambda_k \left( \langle \langle \frac{\partial \phi^k_{ij}}{\partial g_i} , \delta g_i \rangle \rangle + \langle \langle \frac{\partial \phi^k_{ij}}{\partial g_j} , \delta g_j \rangle \rangle \right) =$$

$$\frac{1}{2} \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \lambda_k \left( \langle \langle T^*_\tau L g_i \left( \frac{\partial \phi^k_{ij}}{\partial g_i} \right) , \eta_i \rangle \rangle + \langle \langle T^*_\tau L g_i \left( \frac{\partial \phi^k_{ij}}{\partial g_j} \right) , \eta_i \rangle \rangle \right) ,$$

where we used the definition of left action and Eq. (3). Using the fact that $\phi^k_{ij} = \phi^k_{ji}$ in second term of the last expression, last sum can be written as

$$\frac{1}{2} \sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \lambda_k \left( \langle \langle T^*_\tau L g_i \left( \frac{\partial \phi^k_{ij}}{\partial g_i} \right) , \eta_i \rangle \rangle + \langle \langle T^*_\tau L g_i \left( \frac{\partial \phi^k_{ij}}{\partial g_j} \right) , \eta_i \rangle \rangle \right) , \quad (19)$$

By employing a change of variables in second factor of the last expression, (19) can be written as

$$\sum_{j \in \mathcal{N}_i} \sum_{k=1}^{m} \lambda_k \left( T^*_\tau L g_i \left( \frac{\partial \phi^k_{ij}}{\partial g_i} \right) , \eta_i \right).$$
Therefore, \( \delta \int_0^T \mathcal{T}(g(t), \xi(t), \lambda(t)) dt = 0 \), for all \( \delta \eta_i, \delta g_i \) and \( \delta \lambda_k \) implies

\[
0 = \frac{d}{dt} \left( \frac{\partial \ell_i}{\partial \xi_i} \right) - \text{ad}^*_{\gamma_i} \left( \frac{\partial \ell_i}{\partial \xi_i} \right) + T^*_{e_i} L_{g_i} \left( \frac{\partial \ell_i}{\partial g_i} \right) - \sum_{j \in N_i} \sum_{k=1}^m \lambda_k \left( T^*_{e_j} L_{g_j} \frac{\partial \phi^k_{ij}}{\partial g_i} \right) ,
\]

\[
0 = \phi^k_{ij}(g_i, g_j).
\]

Finally to describe the dynamics into the Lie group and therefore obtain the absolute configurations \( g(t) \in G^r \) we must also consider the kinematics equation

\[
\dot{g}_i = g_i \xi_i
\]

with values in \( g \), for each \( i = 1, \ldots, r \). Hence, the constrained Euler-Lagrange equations (20)-(21) and the kinematic equation (22) defines the Lagrangian flow on \( TG^r \times \mathbb{R}^m \) described by \( (g, \dot{g}, \lambda) \in TG^r \times \mathbb{R}^m \), and therefore the set of differential equations (20)-(22) gives rise to necessary conditions for the existence of feasible motion in the multi-agent system under collision avoidance constraints.

Remark 6.3: Note that a feedback control from the motion feasibility problem can be constructed by solving the left-trivialized constrained Euler-Lagrange equations (20)-(22) and using the solution to construct the feedback law \( u_i \) employing equation (4). The existence of solutions for the equations of motion is guaranteed under a regularity condition as follows (see [1] Section 1.4.2): if the matrix

\[
\begin{pmatrix}
\frac{\partial^2 \ell}{\partial g \partial g} & T^*_{e_i} L_{g_i} & \frac{\partial \phi^k_{ij}}{\partial g_i} \\
T^*_{e_i} L_{g_i} & 0 & 0
\end{pmatrix}
\]

is non-singular at every point in an open neighborhood \( \mathcal{U} \) of the vector space \( g^r \times \mathbb{R}^m \) then there exists a unique solution \( \gamma(t) := (g(t), \xi(t)) \in G^r \times g^r \) of the Euler-Lagrange equations for \( \ell \) with boundary values \( \gamma(0) = \gamma_0 \) and \( \gamma(T) = \gamma_1 \) with \( \gamma_0, \gamma_1 \in \mathcal{U} \) and satisfying the collision avoidance constraints.

VII. APPLICATION TO MULTIPLE UNDERWATER VEHICLES

A. System model

Consider the collision avoidance problem for three rigid bodies evolving on the special Euclidean group \( SE(3) \). Any element of \( SE(3) \) is given by \( g_i = \begin{bmatrix} R_i & b_i \\ 0 & 1 \end{bmatrix} \) with \( R_i \in SO(3) \) describing the orientation for the \( i^{th} \) body as a rotation matrix and \( b_i = (b_{i1}, b_{i2}, b_{i3}) \in \mathbb{R}^3 \) is the position of the center of mass for the \( i^{th} \) body in the inertial frame of coordinates.

For the sake of simplicity we write \( g_i = (b_i, R_i) \in SE(3) \simeq \mathbb{R}^3 \times SO(3) \). Therefore the state of each agent evolves in the 12 dimensional tangent bundle \( TSE(3) \). This space can be left-trivialized as \( TSE(3) \simeq SE(3) \times se(3) \), where \( se(3) \simeq \mathfrak{so}(3) \simeq \mathbb{R}^3 \times \mathbb{R}^3 \), with \( \mathfrak{so}(3) \) denoting the space of \( (3 \times 3) \)-skew-symmetric matrices. We denote by \( \mathfrak{so}(3) \to so(3) \) the isomorphism between vectors on \( \mathbb{R}^3 \) and skew-symmetric matrices, given by

\[
\mathcal{O}_i(t) = \begin{pmatrix}
0 & -\Omega^y_i(t) & \Omega^z_i(t) \\
\Omega^y_i(t) & 0 & -\Omega^x_i(t) \\
-\Omega^z_i(t) & \Omega^x_i(t) & 0
\end{pmatrix}
\]

with \( \Omega_i = (\Omega^x_i, \Omega^y_i, \Omega^z_i) \in \mathbb{R}^3 \). The space \( se(3) \) has elements \( \eta_i = \begin{bmatrix} \Omega_i & \nu_i \\ 0 & 1 \end{bmatrix} \) where \( \Omega_i \in \mathfrak{so}(3), \nu_i \in \mathbb{R}^3 \). Using the inverse map of the isomorphism \( \cdot \), \( \eta_i \) can be identified with the element \( (\nu_i, \Omega_i) \in \mathbb{R}^6 \), where \( \nu_i \) is the translational velocity and \( \Omega_i \) the angular velocity for the \( i^{th} \) agent, both in body coordinates. For the remainder of the paper, we represent the attitude state as an element of \( SE(3) \times se(3) \cong SE(3) \times \mathbb{R}^6 \).

The kinematic equations are given by

\[
\dot{R}_i = R_i \dot{\Omega}_i, \quad \dot{b}_i = R_i \nu_i.
\]

The potential energy for the \( i^{th} \) agent is denoted by \( U_i(b_i, R_i) : SE(3) \to \mathbb{R} \). Then the Lagrangian for the motion of the \( i^{th} \) rigid body, after a left-trivialization, \( \ell_i : SE(3) \times \mathbb{R}^6 \to \mathbb{R} \) is given by

\[
\ell_i(b_i, R_i, \nu_i, \Omega_i) = \frac{1}{2} \left( J_i \Omega_i \Omega_i \right) + \frac{1}{2} (M_i \nu_i, \nu_i) - U_i(b_i, R_i),
\]

where \( \ell, \cdot, \cdot \) is the trace pairing (an inner product) given by \( \langle A, B \rangle := Tr(A^T B) \), \( J_i \) the inertia matrix and \( M_i \) the mass matrix for the \( i^{th} \) rigid body.

We assume that each vehicle is fully actuated, where control acts on the dynamics. The controlled dynamics of each vehicle is determined by Euler-Lagrange equations (4) with controls, for the Lagrangian \( \ell_i \), i.e., equations (6). In this context, equations (6) are given by

\[
\begin{align*}
M_i \dot{\nu}_i &= M_i \nu_i \times \Omega_i + U_i(b_i, R_i) + u_i, \\
J_i \dot{\Omega}_i &= J_i \Omega_i \times \Omega_i + M_i \nu_i \times \nu_i + \mathcal{W}_i(b_i, R_i) + \pi_i,
\end{align*}
\]

together with (24), where \( u = (u_1, u_2, u_3), \dot{u} = (u_4, u_5, u_6) \in \mathbb{R}^3 \) and \( U_i(b_i, R_i), \mathcal{W}_i(b_i, R_i) \in \mathbb{R}^3 \) are defined by

\[
\begin{align*}
U_i(b_i, R_i) &:= -R_i^T \frac{\partial U_i}{\partial b_i}(b_i, R_i), \\
\mathcal{W}_i(b_i, R_i) &:= \frac{\partial U_i}{\partial R_i}(R_i - R_i^T \frac{\partial U_i}{\partial R_i}).
\end{align*}
\]

We assume that each agent occupies a sphere \( S_i = \{ b \in \mathbb{R}^3 : \| b - b_i \| \leq r_i \} \) where \( b_i \in \mathbb{R}^3 \) coincides with the center of the sphere and \( r_i \) its radius.

The feasibility for the coordinated motion is completely specified by the (holonomic) collision avoidance constraints \( \phi^1_{12}, \phi^2_{13}, \phi^3_{23} \), by giving a prescribed distance \( d_{ij}^k \) between the center of masses of the bodies.

The set of constraints \( C = \{ \phi^1_{12}, \phi^2_{13}, \phi^3_{23} \} \) is determined by

\[
\phi^k_{ij}(g_i, g_j) = \| b_i - b_j \|^2 - (r_i + r_j + d_{ij}^k)^2 = 0
\]

and specifies the functions \( \Phi^j_i : SE(3) \to \mathbb{R} \). Consider the vector valued function \( \Phi : SE(3) \to \mathbb{R}^{3 \times 3} \) given by \( \Phi(g) = \left[ \Phi^1_{12}(g), \Phi^2_{13}(g), \Phi^3_{23}(g) \right]^T \), where \( g = (g_1, g_2, g_3) \). Denoting by ‘grad’ the gradient of functions, a simple computation show that

\[
T_{g_i} L_{g^i_j} (\text{grad } \Phi^j_i) = 2(0, R_i^T (b_i - b_j), 0, -R_i^T (b_i - b_j)).
\]
Consider the augmented Lagrangian $\mathcal{L} : SE(3)^3 \times \mathcal{F}(3)^3 \times \mathbb{R}^3 \rightarrow \mathbb{R}$ with $\lambda = (\lambda_1, \lambda_2, \lambda_3) \in \mathbb{R}^3$ given by

$$
\mathcal{L}(b, R, \nu, \Omega, \lambda) = \sum_{i=1}^{3} \ell_i(b_i, R_i, \nu_i, \Omega_i) - \frac{1}{2} \lambda_1 \phi_{12}(g_1, g_2) - \frac{1}{2} (\lambda_2 \phi_{13}^2(g_1, g_3) + \lambda_3 \phi_{23}^2(g_2, g_3)).
$$

By Theorem 6.1, the set of differential equations for the feasibility in the coordinated motion are given by

- $M_1 \ddot{\nu}_1 = M_1 \nu_1 \times \Omega_1 + U_1(b_1, R_1)$
- $M_2 \ddot{\nu}_2 = M_2 \nu_2 \times \Omega_2 + U_2(b_2, R_2)$
- $M_3 \ddot{\nu}_3 = M_3 \nu_3 \times \Omega_3 + U_3(b_3, R_3)$

for $i = 1, 2, 3$, together with equations (29) and (24).

In some rigid body applications as for instance spacecraft motion on $SO(3)$, the mass matrix is usually given by $M_i = m_i I_i$ where $m_i$ is the mass of the body and $I_i$ its matrix of inertia moments. We will consider models for underwater vehicles where the elements of $M_i$ may be different due to the fact that added masses have to be taken into account.

For simplicity in this expository modelling for our theoretical results, we assume that possible dissipative forces acting on the body under the water are negligible. The potential energy for the $i^{th}$ underwater vehicle is given by

$$U_i(R_i, b_i) = \rho \gamma_i g (\tilde{r}_i, R_i^T e_3) + (\rho \gamma_i - m_i) g b_i^z,$$

where $g$ is the gravitational acceleration, $m_i$ are the masses of each body, $\rho$ is the density of water, $\gamma_i$ is the volume of each body, and $\tilde{r}_i \in \mathbb{R}^3$ is a vector from the center of gravity to the center of buoyancy (in the body fixed frame) of each body. The positive $z$-axis in $\mathbb{R}^3$ for each body, i.e., $b_i^z$, is taken to point downwards in the same direction as the gravity. Under these considerations, equations (30)-(33) are given by

$$M_1 \ddot{v}_1 = M_1 \nu_1 \times \Omega_1 - R_1^T (m_1 - \rho \gamma_i) g e_3 + \lambda_1 R_1^T (b_1 - b_2) + \lambda_2 R_1^T (b_1 - b_3)$$

$$M_2 \ddot{v}_2 = M_2 \nu_2 \times \Omega_2 + U_2(b_2, R_2) + \lambda_1 R_2^T (b_1 - b_2) + \lambda_3 R_2^T (b_2 - b_3)$$

$$M_3 \ddot{v}_3 = M_3 \nu_3 \times \Omega_3 + U_3(b_3, R_3) + \lambda_2 R_3^T (b_1 - b_3) + \lambda_3 R_3^T (b_2 - b_3)$$

$$J_i \ddot{\omega}_i = J_i \Omega_i \times \Omega_i + M_i \nu_i \times \nu_i - \rho \gamma_i g \tilde{r}_i \times (R_i^T e_3),$$

for $i = 1, 2, 3$, together with equations (29) and (24).

### B. Construction of control law for the cooperative motion

The step-by-step algorithm to construct the control law is summarized in Algorithm 1.

#### Algorithm 1 Construction of the control law for the cooperative motion

1. **Data:** $M_i, J_i, \nu_i, r_i, \rho, \gamma_i, g, d_i^{0}$, time step $h$, $\#$ of steps $N$.
2. **Inputs:** $R_i(0), \Omega_i(0), b_i(0), \nu_i(0), i = 1, 2, 3$, satisfying the constraints (29) and regularity condition (23). $T = Nh$.
3. **First stage:** Dynamics of $\lambda(t)$
   - Compute the derivative w.r.t. time in equation (29).
   - Compute the second derivative w.r.t. time in equation (29).
   - For each $i$ isolate $b_i$, and in the isolated expression replace $b_i$ from Step 3 and $\nu_i$ from (34)-(36).
4. **From the expression obtained in Step 4,** isolate $\lambda(t)$ as a function of $b$ and $\dot{b}$.
5. **Use Steps 3 and 4** of the algorithm to write derivatives of $b$ in the expression of $\lambda(t)$ obtained by Step 5, in terms of configurations and obtain the expression for the evolution of $\lambda(t)$ in terms of $b_i, \nu_i$ and $R_i$.
6. **Replace $\lambda(t)$ in terms of $b_i, \nu_i$ and $R_i$ obtained in Step 6 in equations (34)-(36).**
7. **End for**
8. **Outputs:** $R_i(t), b_i(t), \Omega_i(t), \nu_i(t)$ for $i = 1, 2, 3$.
9. **for $i = 1 \rightarrow 3$ do**
   - Replace $R_i(t), b_i(t), \Omega_i(t), \nu_i(t)$, into (25)-(28) and solve for $u_i(t)$ and $\dot{u}_i(t)$.
10. **End for**
11. **Outputs:** $u_i(t)$ and $\dot{u}_i(t)$ from equations (25) and (26).

#### C. Simulation results

Now we show how the previous algorithm is employed in numerical simulation. We consider that the three bodies have mass $m_1 = 123.8$ kg, and mass (including added masses) and inertia matrices $M_i = m_i I_i + \text{diag}(65, 70, 75)$ kg, $J_i = \text{diag}(5.46, 5.29, 5.72) \text{kg m}^2$ and $I_i = I_{d3 \times 3} \text{kg m}^2$ with $I_{d3 \times 3}$ the (3 × 3)-identity matrix. Also assume that $\rho \gamma_i g = 1215.8$ N/m and $\tilde{r}_i = (0, 0, -0.007)$ m. Initial conditions are chosen as $R_i(0) = I_{d3 \times 3} \text{m}^{-1}, \Omega_i(0) = (0.3, 0.2, 0.1) \text{m}^{-1}$, $\nu_i(0) = R_i(0)^{-1}(0, 1, 0.2, 1)^T \text{ms}^{-1}$, $d_{12} = d_{13} = d_{23} = 10$, $b_1 = (0, 0, 0)^T \text{m}$, $b_2 = (10, 6.63, 24958, 0)^T \text{m}$, $b_3 = (10.7446, -5.34363, 0)^T \text{m}$. The radius of the spheres $r_i$ which contains each body is 1 m. With the above choice of parameters and initial conditions satisfying the constraints and the regularity condition (23) we simulate the controlled dynamics of the vehicles with a step size of $h = 0.005$ s using an Euler method.

In Figure 1 we compare the position of the center of mass of the bodies without the collision avoidance constraints (left) and with our method (right) for $N = 5000$. We observe that trajectories crosses each others without our method, while the avoidance of trajectories crossing each others occurs when we incorporate the collision avoidance constraints (29). In Figure 2 we show different perspectives for the collision avoidance trajectory. Figures 3 and 4 show the attitude and angular velocity, respectively, of the three bodies with the collision avoidance constraints.
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