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Abstract This paper addresses the problem of deriving well-
defined timed abstractions for the decentralized cooperative
manipulation of a single object by N robotic agents. In par-
ticular, we propose a distributed model-free control proto-
col for the trajectory tracking of the cooperatively manipu-
lated object without necessitating feedback of the contact
forces/torques or inter-agent communication. Certain pre-
specified performance functions determine the transient and
steady state of the coupled object-agents system. The lat-
ter, along with a region partition of the workspace that de-
pends on the physical volume of the object and the agents,
allows us to define timed transitions for the coupled sys-
tem among the derived workspace regions. Therefore, we
abstract its motion as a finite transition system and, by em-
ploying standard automata-based methodologies, we define
high level complex tasks for the object that can be encoded
by timed temporal logics. In addition, we use load sharing
coefficients to represent potential differences in power capa-
bilities among the agents. Finally, realistic simulation stud-
ies verify the validity of the proposed scheme.
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1 Introduction

Multi-agent systems have gained significant attention over
the last decades, since they provide several advantages with
respect to single-agent setups. In the case of object manip-
ulation, complex tasks involving heavy/large payloads and
difficult maneuvers necessitate the employment of more than
one robot. The problem of cooperative manipulation con-
trol has been studied extensively, using centralized schemes,
where a central computer handles the agents’ behavior, as
well as decentralized setups, where each agent determines
its actions on its own, either with partial or no communica-
tion at all (Liu and Arimoto, 1998; Caccavale et al., 2008;
Heck et al., 2013; Szewczyk et al., 2002; Tsiamis et al.,
2015b; Petitti et al., 2016; Wang and Schwager, 2016; Sugar
and Kumar, 2002; Tanner et al., 2003; Erhart and Hirche,
2013; Markdahl et al., 2012).

In contrast to the related literature, which mainly consid-
ers the trajectory tracking of the manipulated object, we are
here interested in complex tasks over time, such as “never
take the object to dangerous regions” or “keep moving the
object from region A to B within a predefined time interval”
which must be executed via the control actions of the agents.
Such tasks can be expressed by temporal logic languages,
which can describe complex planning objectives more effi-
ciently than the well-studied navigation algorithms. Linear
Temporal Logic (LTL) is the most common language that
has been incorporated in the multi-agent motion planning
problem (Guo et al., 2014; Chen et al., 2012; Zhang and
Cowlagi, 2016; Filippidis and Murray, 2016; Diaz-Mercado
et al., 2015), without however considering time specifica-
tions. Metric and Metric Interval Temporal Logic (MTL,
MITL) (Alur et al., 1996; Souza and Prabhakar, 2007; Alur
and Dill, 1994), as well as Time Window Temporal Logic
(TWTL) are languages that encode time specifications and
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were used for multi-agent motion planning in (Nikou et al.,
2016; Karaman and Frazzoli, 2011; Aksaray et al., 2016).

In order to be able to define temporal logic objectives,
the continuous-time system must be abstracted to a higher-
level discrete representation that incorporates the motion and
the actions of the system. Discrete abstractions of continuous-
time systems have been considered in a variety of works, in-
cluding (Zamani et al., 2014; Belta and Kumar, 2004; Belta
and Habets, 2006; Adzkiya et al., 2013; Kloetzer and Belta,
2008; Rungger et al., 2015; Boskos and Dimarogonas, 2015;
Tiwari, 2008; Reissig, 2011). In this work, however, we are
interested in defining timed abstractions for a system that
consists of N robotic agents (mobile bases with robotic ma-
nipulators) rigidly grasping an object.

Regarding robotic manipulation, high level planning tech-
niques have been proposed in (Yamashita et al., 2003; Cheng
et al., 2009; Lionis and Kyriakopoulos, 2005) using com-
mon planning methods like potential fields in the configura-
tion space and A∗ algorithms. In (Lionis and Kyriakopoulos,
2005) the motion planning problem for a group of unicy-
cles manipulating a rigid body is addressed and in (Cheng
et al., 2009) an abstraction methodology is introduced; LTL
specifications are employed in (Tsiamis et al., 2015a), where
two mobile robots transport an object in a leader-follower
scheme. Additionally, temporal logic formulas are utilized
in (Muthusamy and Kyrki, 2014) for dexterous manipula-
tion through robotic fingers and in (He et al., 2015) for sin-
gle manipulation tasks, without, however, incorporating the
dynamics of the robotic arm in the abstracted model. A hy-
brid framework for cooperative manipulation is presented in
(Chaimowicz et al., 2003).

For the continuous control part, impedance and/or force
control is the most common methodology (Caccavale et al.,
2008; Heck et al., 2013; Szewczyk et al., 2002; Tsiamis
et al., 2015b; Parra-Vega et al., 2013), in which the robotic
arms employ sensors to obtain feedback of the contact forces
which, however, may result to performance decline due to
sensor noise or mounting difficulties; (Michael et al., 2011)
considers the optimization-based load transportation by mul-
tiple quadrotors using cables and (Wang and Schwager, 2016;
Stroupe et al., 2005) consider kinematic-based approaches.
Moreover, most works in the related literature consider known
dynamic models and/or parameters of the object and the
agents, whose accurate knowledge, however, can be a chal-
lenging issue. Object parameter estimation in cooperative
manipulation schemes has been considered in (Franchi et al.,
2014, 2015) and a reinforcement learning approach has been
adopted in (Palunko et al., 2014).

In this paper, we study the timed abstraction of a system
comprising of N robotic agents rigidly grasping an object.
In particular, we develop a distributed model-free control
protocol for the trajectory tracking of the cooperatively ma-
nipulated object with prescribed transient and steady state

performance, which allows us to model the motion of the
coupled object-agents system as a finite transition system.
Then, by employing formal verification-based methodolo-
gies, we derive a path that satisfies a given MITL task. The
control scheme does not use any force/torque information
at the contact points or any inter-agent communication and
incorporates load sharing coefficients to account for differ-
ences in power capabilities among the agents.

This paper extends our previous work (Verginis and Di-
marogonas, 2016) in the following directions: firstly, we ex-
press the dynamic models of the object and the agents by
employing angular velocities and accelerations for the agents’
end-effector and the object’s center of mass (contrary to Eu-
ler angle accelerations used in (Verginis and Dimarogonas,
2016)). This is more accurate for real-time scenarios and
also introduces the realistic problem of representation sin-
gularities for the object’s center of mass, which is resolved
by our control methodology. Secondly, we perform simula-
tions in the environment of V-REP (Rohmer et al., 2013),
which constitutes a realistic physics simulator, and we ver-
ify thus the robustness of the proposed control scheme.

The rest of the paper is organized as follows: Section 2
introduces notation and preliminary background. Section 3
describes the problem formulation and the overall system’s
model. The control strategy is presented in Section 4. Sec-
tion 5 verifies our approach through simulation results and
Section 6 concludes the paper.

2 Notation and Preliminaries

2.1 Notation

The set of positive integers is denoted as N and the real n-
coordinate space, with n ∈ N, as Rn; Rn

≥0 and Rn
>0 are the

sets of real n-vectors with all elements nonnegative and pos-
itive, respectively. Given a set S, 2S is the set of all subsets
of S and, given a finite sequence s1, . . . ,sn of elements in S,
with n ∈ N, we denote by (s1, . . . ,sn)

ω the infinite sequence
s1, . . . ,sn,s1, . . . ,sn,s1, . . . created by repeating s1, . . . ,sn. The
minimum eigenvalue of a matrix A∈Rn×n,n∈N, is denoted
as λmin(A). Moreover, ‖x‖ is the Euclidean norm of a vector
x ∈ Rn. The n×n identity matrix and the n×m matrix with
zero entries are denoted as In and 0n×m, respectively, with
n,m ∈N. The values of a Boolean variable are > (True) and
⊥ (False). The vector connecting the origins of coordinate
frames {A} and {B} expressed in frame {C} coordinates in
3-D space is denoted as pC

B/A ∈R3. Given a ∈R3,S(a) is the
skew-symmetric matrix defined according to S(a)b = a×b,
where × is the cross product operator. We further denote
as ηA/B = [φA/B,θA/B,ψA/B]

T ∈ T3 ⊂ R3 the x-y-z Euler an-
gles representing the orientation of frame {A} with respect
to frame {B}, with φA/B,θA/B ∈ [−π,π] and θA/B ∈ [−π

2 ,
π

2 ],
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where T3 is the 3-D torus; Moreover, RB
A ∈ SO(3) is the rota-

tion matrix associated with the same orientation and SO(3)
is the 3-D rotation group. The angular velocity of frame {B}
with respect to {A}, expressed in frame {C} coordinates,
is denoted as ωC

B/A ∈ R3 and it holds that ṘB
A = S(ωA

B/A)R
B
A;

B(c,r) denotes the 3-D sphere of radius r ≥ 0 and center
c ∈ R3 and d : R3×R3 → R≥0 is the 3-D Euclidean dis-
tance. We further define the set M=R3×T3 as well as N=

{1, . . . ,N}. For notational brevity, when a coordinate frame
corresponds to an inertial frame of reference {I}, we will
omit its explicit notation (e.g., pB = pI

B/I,ωB =ω I
B/I,RA = RI

A,
etc.). Finally, all vector and matrix differentiations will be
with respect to an inertial frame {I}, unless otherwise stated.

2.2 Metric Interval Temporal Logic (MITL)

Definition 1 (Alur and Dill, 1994) The time sequence t1t2 . . .
is an infinite sequence of time values t j ∈ R≥0,∀ j ∈ N, sat-
isfying the following constraints:

– Monotonicity: t j < t j+1,∀ j ∈ N.
– Progress: ∀t ′ ∈ R≥0,∃ j ≥ 1 such that t j ≥ t ′.

An atomic proposition P is a statement over the problem
variables and parameters that is either True (>) of False (⊥)
at a given time instance.

Definition 2 Let AP be a finite set of atomic propositions.
A timed word w over AP is an infinite sequence w = (w1, t1)
(w2, t2), . . . , where w1w2 . . . is an infinite word over 2AP and
t1t2 . . . is a time sequence according to Definition 1.

Definition 3 A Weighted Transition System (WTS) is a tuple

(S,S0,
T−→,AP,L,γ), (1)

where

– S is a finite set of states,
– S0 ⊆ S is a set of initial states,
– T−→⊆ S×S is a transition relation,
– AP is a finite set of atomic propositions,
– L : S→ 2AP is a labeling function and
– γ : ( T−→)→ R≥0 is a map that assigns a positive weight

to each transition.

Definition 4 A timed run of a WTS is an infinite sequence
r =(r1, t1)(r2, t2) . . . such that r1 ∈ S0, and r j ∈ S,(r j,r j+1)∈
T−→,∀ j ∈ N. The time stamps t j are inductively defined as

1. t1 = 0,
2. t j+1 = t j + γ(r j,r j+1),∀ j ∈ N.

The timed run r generates a timed word w(r)=w1(r1)w2(r2)

· · ·= (L(r1), t1)(L(r2), t2) . . . over the set 2AP, where L(r j)

is the subset of atomic propositions that are true at state r j
at time t j, ∀ j ∈ N.

The syntax of Metric Interval Temporal Logic (MITL)
over a set of atomic propositions AP is defined by the gram-
mar

φ := p |¬φ |φ1∧φ2| ©I φ |♦Iφ |�Iφ |φ1UIφ2, (2)

where p ∈ AP, and ©,♦,� and U are the next, future, al-
ways and until operators, respectively; I is a nonempty time
interval in one of the following forms: [i1, i2], [i1, i2),(i1, i2],
(i1, i2), [i1,∞),(i1,∞) with i1, i2 ∈R≥0, i2 > i1. MITL can be
interpreted either in continuous or point-wise semantics. We
utilize the latter and interpret MITL formulas over timed
runs such as the ones produced by a WTS.

Definition 5 (Souza and Prabhakar, 2007; Ouaknine and Wor-
rell, 2005) Given a run r = (r1, t1)(r2, t2) . . . of a WTS and
a MITL formula φ , we define (r, j) |= φ , j ∈ N (r satisfies φ

at j) as follows:

(r, j) |=p⇔ p ∈ L(r j),

(r, j) |=¬φ ⇔ (r, j) 6|= φ

(r, j) |=φ1∧φ2⇔ (r, j) |= φ1 and (r, j) |= φ2

(r, j) |=©I φ ⇔ (r, j+1) |= φ and t j+1− t j ∈ I

(r, j) |=φ1UIφ2⇔∃k, j,with j ≤ k,s.t. (r,k) |= φ2, tk− t j ∈ I

and (r,m) |= φ1,∀m ∈ { j, . . . ,k}

Also, ♦Iφ =>UIφ and �Iφ = ¬♦I¬φ . The sequence r sat-
isfies φ , denoted as r |= φ , if and only if (r,1) |= φ .

2.3 Prescribed Performance

Prescribed Performance control, recently proposed in (Bech-
lioulis and Rovithakis, 2014), describes the behavior where
a tracking error e(t) : R≥0→R evolves strictly within a pre-
defined region that is bounded by certain functions of time,
achieving prescribed transient and steady state perfromance.
The mathematical expression of prescribed performance is
given by the following inequalities:

−ρL(t)< e(t)< ρU (t), ∀t ∈ R≥0, (3)

where ρL(t),ρU (t) are smooth and bounded decaying func-
tions of time satisfying lim

t→∞
ρL(t) > 0 and lim

t→∞
ρU (t) > 0,

called performance functions. We focus on the case of the
exponential performance functions ρi(t) = (ρ0

i −ρ∞

i )e
−lit +

ρ∞

i , with ρ0
i ,ρ

∞

i , li ∈ R>0, i ∈ {U,L}, appropriately chosen
constants. More specifically, the constants ρ0

L = ρL(0),ρ0
U =

ρU (0) are selected such that ρ0
U > e(0) > ρ0

L and the con-
stants ρ∞

L = lim
t→∞

ρL(t),ρ∞

U = lim
t→∞

ρU (t) represent the maxi-

mum allowable size of the tracking error e(t) at steady state,
which may be set arbitrarily small to a value reflecting the
resolution of the measurement device, thus achieving prac-
tical convergence of e(t) to zero. Moreover, the decreasing
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Fig. 1 Graphical illustration of the prescribed performance definition

rate of ρL(t),ρU (t), which is affected by the constants lL, lU
in this case, introduces a lower bound on the required speed
of convergence of e(t). Therefore, the approriate selection
of the performance functions ρL(t),ρU (t) imposes perfor-
mance characteristics on the tracking error e(t).

2.4 Dynamical Systems

Consider the initial value problem:

ξ̇ = H(t,ξ ), ξ (t0) = ξ
0 ∈Ωξ , (4)

with H : [t0,+∞)×Ωξ →Rn where Ωξ ⊂Rn is a non-empty
open set.

Definition 6 (Sontag, 2013) A solution ξ (t) of the initial
value problem (4) is maximal if it has no proper right exten-
sion that is also a solution of (4).

Theorem 1 (Sontag, 2013) Consider the initial value prob-
lem (4). Assume that H(t,ξ ) is: a) locally Lipschitz on ξ for
almost all t ∈ [t0,+∞), b) piecewise continuous on t for each
fixed ξ ∈ Ωξ and c) locally integrable on t for each fixed
ξ ∈Ωξ . Then, there exists a maximal solution ξ (t) of (4) on
[t0,τmax), with τmax > t0, such that ξ (t)∈Ωξ ,∀t ∈ [t0,τmax).

Proposition 1 (Sontag, 2013) Assume that the hypotheses
of Theorem 1 hold. For a maximal solution ξ (t) on the time
interval [t0,τmax), with τmax < ∞, and for any compact set
Ω ′

ξ
⊂ Ωξ there exists a time instant t ′ ∈ [t0,τmax) such that

ξ (t ′) /∈Ω ′
ξ

.

3 Problem Formulation

Consider a bounded workspace W⊂R3 containing N robotic
agents rigidly grasping an object, as shown in Fig. 2. The
agents are considered to be fully actuated and they consist

Fig. 2 Two robotic arms rigidly grasping an object.

of a base that is able to move around the workspace (e.g.,
mobile or aerial vehicle) and a robotic arm. The reference
frames corresponding to the i-th end-effector and the ob-
ject’s center of mass are denoted with {Ei} and {O}, re-
spectively, whereas {I} corresponds to an inertial reference
frame. The rigidity of the grasps implies that the agents can
exert any force/torque along every direction to the object.
We consider that each agent i knows only its own state, posi-
tion and velocity, as well as its own and the object’s geomet-
ric parameters. More specifically, we assume that each agent
i knows the distance from its grasping point {Ei} to the ob-
ject’s center of mass {O} as well as the relative orientation
offset between the two frames {Ei} and {O}. This informa-
tion can be either retrieved on-line via appropriate sensors
or transmitted off-line to the agents, without the need of
inter-agent on-line communication. Finally, no interaction
force/torque measurements are required and the dynamic
model of the object and the agents is considered unknown.

3.1 System model

3.1.1 Robotic agents

We denote by qi ∈ Rni the joint space variables of agent
i ∈ N, with ni = nαi + 6, qi = [pT

Bi
,ηT

Bi
,αT

i ]
T , where pBi ∈

R3,ηBi = [φBi ,θBi ,ψBi ]
T ∈T3⊂R3 is the position and Euler-

angle orientation of the agent’s base, and αi = [αi1 , . . . ,αini
]T

∈ Rnαi ,nαi > 0, are the degrees of freedom of the robotic
arm. The overall joint space configuration vector is denoted
as q = [qT

1 , . . . ,q
T
N ]

T ∈Rn, with n = ∑i∈N ni. In addition, we
denote as pEi ∈R

3,ηEi ∈T
3 the position and Euler-angle ori-

entation of agent i’s end-effector, and xEi = [pT
Ei
,ηT

Ei
]T , i∈N.

Let also vi ∈R6 denote the velocity of agent i’s end-effector,
with vi = [ṗT

Ei
,ωT

Ei
]T , whereas ṗBi ,ωBi ∈ R3 is the linear and

angular velocity of the agent’s base.
We consider that each agent i ∈ N has access to its own

state qi as well as ṗBi
Bi
,ω

Bi
Bi

, and α̇i via on-board sensors.
Then, ṗBi ,ωBi can be obtained via ṗBi = RBi(ηBi)ṗBi

Bi
, ωBi =

RBi(ηBi)ω
Bi
Bi

, where RBi : T3 → SO(3) is the rotation matrix
of the agent i’s base. Moreover, η̇Bi is related to ωBi via
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ωBi = JBi(ηBi)η̇Bi , where JBi : T3→ R3×3, with

JBi(ηBi) =

1 0 sin(θBi)

0 cos(φBi) −cos(θBi)sin(φBi)

0 sin(φBi) cos(θBi)cos(φBi)

 .
The pose of the ith end-effector can be computed via

pEi =pBi +RBi(ηBi)kpi(αi)

ηEi =kηi(ηBi ,αi),

where kpi :Rnαi →R3,kηi :T3×Rnαi →T3 are smooth func-
tions representing the forward kinematics of the robotic arm
(Siciliano and Khatib, 2008). Then, vi can be computed as

vi =

[
ṗEi

ωEi

]
=

[
ṗBi −S

(
RBi(ηBi)kpi(αi)

)
ωBi +RBi(ηBi)

∂kpi (αi)

∂αi
α̇i

ωBi +RBi(ηBi)JAi(αi)α̇i

]
(5)

where JAi : Rnαi → R3×nαi is the angular Jacobian of the
robotic arm with respect to the agent’s base. The differen-
tial kinematics (5) can be written as

vi =

[
ṗEi

ωEi

]
= Ji(qi)q̇i, (6)

where Ji : Rni → R6×ni is the agent Jacobian matrix, with

Ji(qi) =

[
I3 −S(RBikpi)JBi RBi

∂kpi
∂αi

03×3 JBi RBiJAi

]
, (7)

where we have omitted the argument dependencies for brevity.

Remark 1 Note that JBi(ηBi) and Ji(qi) become singular when
θBi =±

π

2 and at kinematic singularities, respectively. Never-
theless, we assume that the agents will not operate close to
a) kinematic singularities and b) configurations with θBi =

±π

2 and therefore JBi(ηBi) and Ji(qi) are always nonsingu-
lar. This assumption is valid in the case of mobile vehicles
moving in the x-y plane, where φBi = θBi = 0 in an appro-
priate reference frame. The same holds for aerial vehicles
(e.g. quadrotors) with coupled kinematics, since φBi ,θBi 6= 0
would result in motion in the x-y directions. Avoidance of
kinematic singularities is not taken into account in this work
and is left for future considerations. It also holds that Ji(qi)

is continuously differentiable away from kinematic singu-
larities.

The joint-space dynamics for agent i ∈ N can be com-
puted using the Lagrangian formulation as in (Lippiello and
Ruggiero, 2012):

Bi(qi)q̈i +Ni(qi, q̇i)q̇i +gqi(qi)+ fqi(qi, q̇i)+wqi(t) =

τi− JT
i (qi)λi, (8)

where Bi : Rni → Rni×ni is the joint-space positive definite
inertia matrix, Ni : Rni ×Rni → Rni×ni represents the joint-
space Coriolis matrix, gqi :Rni→Rni is the joint-space grav-
ity vector, fqi : Rni×Rni →Rni is a vector field representing
model uncertainties and wqi :R≥0→Rni is a bounded vector
representing external disturbances. The aforementioned vec-
tor fields are smooth and unknown; λi ∈ R6 is the general-
ized force vector that agent i exerts on the object and τi ∈Rni

is the vector of generalized joint-space inputs, with τi =

[λ T
Bi
,τT

αi
]T , where λBi = [ f T

Bi
,µT

Bi
]T ∈ R6 is the generalized

force vector on the center of mass of the agent’s base and
ταi ∈ Rnαi are the torque inputs of the robotic arms’ joints.
By inverting (8) and using (6) and its derivative, we can ob-
tain the task-space agent dynamics (Siciliano and Khatib,
2008):

Mi(qi)v̇i +Ci(qi, q̇i)vi +gi(qi)+ fi(qi, q̇i)+wi(qi, t) =

ui−λi, (9)

with the corresponding task-space terms (Siciliano and Khatib,
2008), which are continuously differentiable, in view of the
continuous differentiability of Ji(qi) and the smoothness of
the joint-spae terms. The task-space input wrench ui can be
translated to the joint space inputs τi ∈Rni via τi = JT

i (qi)ui+

(Ini − JT
i (qi)J̄T

i (qi))τi0 , where J̄i is a generalized inverse of
Ji (Siciliano and Khatib, 2008). The term τi0 concerns over-
actuated agents and does not contribute to end-effector forces.

3.1.2 Object Dynamics

Regarding the object, we denote as xO ∈ M, vO ∈ R6 the
pose and velocity of the object’s center of mass, with xO =

[pT
O ,η

T
O ]

T , ηO = [φO,θO,ψO]
T and vO = [ṗT

O ,ω
T
O ]

T . The sec-
ond order dynamics of the object are given by:

ẋO = J−1
Or (xO)vO (10a)

MO(xO)v̇O +CO(xO,vO)vO +gO(xO)+wO(t) = λO, (10b)

where MO : M→R6×6 is the positive definite inertia matrix,
CO : M×R6 → R6×6 is the Coriolis matrix, gO : M→ R6

is the gravity vector and wO : R≥0 → R6 is a bounded vec-
tor representing external disturbances. Similarly to (9), all
aforementioned vector fields are smooth and unknown. In
addition, JOr : M→ R6×6 is the object representation Jaco-
bian JOr(xO) = diag{I3,JOr,θ (xO)}, with

JOr,θ (xO) =

1 0 sin(θO)

0 cos(φO) −cos(θO)sin(φO)

0 sin(φO) cos(θO)cos(φO)

 ,
which is singular when θO = ±π

2 . In the sequel, however,
we will guarantee that the object avoids such configurations.
Finally, λO ∈ R6 is the force vector acting on the object’s
center of mass.
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3.1.3 Coupled Dynamics

In view of Fig. 2, we have that

pEi = pO + pEi/O

= pO +REi(qi)pEi
Ei/O = pO +RO(ηO)pO

Ei/O, (11a)

ηEi = ηO +ηEi/O, (11b)

∀i ∈ N, where pEi
Ei/O represents the constant distance and

ηEi/O the relative orientation offset between the ith agent’s
end-effector and the object’s center of mass, which are con-
sidered known, as dictated above. Moreover, REi : Rni →
SO(3) and RO : T3 → SO(3) are the rotation matrices as-
sociated with the orientation of the ith end-effector and the
object’s center of mass, respectively. The grasp rigidity im-
plies that ωEi = ωO, ∀i ∈ N. Therefore, by differentiating
(11a), we obtain

vi = JOi(qi)vO, (12)

which yields

v̇i = JOi(qi)v̇O + J̇Oi(qi)vO, (13)

where JOi : Rni → R6×6 is a smooth mapping representing
the Jacobian from the object to the i-th agent:

JOi(qi) =

[
I3 S(pO/Ei(qi))

03×3 I3

]
, (14)

and is always full rank.

Remark 2 Since the geometric object parameters pEi
Ei/O and

ηEi/O are known, each agent can compute pO,ηO and vO sim-
ply by inverting (11) and (12), respectively, without employ-
ing any sensory data.

The kineto-statics duality (Siciliano and Khatib, 2008)
along with the grasp rigidity suggest that the force λO acting
on the object center of mass and the generalized forces λi, i∈
N, exerted by the agents at the contact points are related
through

λO = GT (q)λ̄ , (15)

where λ̄ = [λ T
1 , · · · ,λ T

N ]T ∈R6N and G : Rn→R6N×6 is the
grasp matrix, with G(q) = [JT

O1
(q1), · · · ,JT

ON
(qN)]

T .
Next, we substitute (12) and (13) in (9) and we obtain in

vector form after rearranging terms:

λ̄ =ū− M̄(q)G(q)v̇O− (M̄(q)Ġ(q)+C̄(q, q̇)G(q))vO−
ḡ(q)− f̄ (q, q̇)− w̄(q, t) (16)

where we have used the stack forms M̄ = diag{[Mi]i∈N},
C̄ = diag{[Ci]i∈N}, ḡ= [gT

1 , . . . ,g
T
N ]

T , f̄ = [ f T
1 , . . . , f T

N ]T , ū=
[uT

1 , . . . ,u
T
N ]

T and w̄ = [wT
1 , . . . ,w

T
N ]

T . By substituting (16)

Fig. 3 An example of the system shown in Fig. 2 in the configuration
that produces L̂.

Fig. 4 The workspace partition according to the bounding box of the
coupled system.

and (10) in (15) and by exploiting the dependence of xO on
q from (11), we obtain the coupled dynamics:

M̃(q)v̇O +C̃(q, q̇)vO + h̃(q, q̇)+ w̃(q, t) = GT (q)ū, (17)

where

M̃(q) = MO(q)+GT (q)M̄(q)G(q) (18a)

C̃(q, q̇) =CO(q, q̇)+GT (q)M̄(q)Ġ(q)+GT (q)C̄(q, q̇)G(q)
(18b)

h̃(q, q̇) = gO(q)+GT (q)ḡ(q)+GT (q) f̄ (q, q̇) (18c)

w̃(q, t) = wO(t)+GT (q)w̄(q, t) (18d)

Notice from (18a) that M̃ is a positive definite matrix, owing
to the positive definiteness of MO and Mi,∀i ∈ N, and the
full column rank of G. Moreover, M̃(q),C̃(q, q̇), h̃(q, q̇) are
continuously differentiable in their arguments in singularity-
free regions, and w̃(q, t) is continuously differentiable in q
and bounded in t due to the continuous differentiability of
Ji(qi) and the boundedness of wO(t) and wqi(t), ∀i ∈N.

3.2 Workspace Partition

As mentioned in Section 1, we are interested in designing
a well-defined abstraction of the coupled object-agents sys-
tem, so that we can define MITL formulas over certain prop-
erties in a discrete set of regions of the workspace. There-
fore, we provide now a partition of W into cell regions. We
denote as Sq the set that consists of all points ps ∈W that
physically belong to the coupled system, i.e., they consist
part of either the volume of the agents or the volume of the
object. Note that these points depend on the actual value of
q. We further define the constant L̂≥ sup q∈Rn

ps∈Sq

d(ps, pO(q)),

where, with a slight abuse of notation and in view of (11)
and the forward kinematics of the agents, we express pO as
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a function of q. Note that, although the explicit computation
of Sq may not be possible, L̂ is an upper bound of the maxi-
mum distance between the object center of mass and a point
in the coupled system’s volume over all possible configu-
rations q, and thus, it can be measured. For instance, Fig.
3 shows L̂ for the system of Fig. 2. It is straightforward to
conclude that

ps ∈B(pO(q), L̂),∀ps ∈ Sq,q ∈ Rn. (19)

Next, we partition the workspace W into R equally sized
rectangular regions Π = {π1, . . . ,πR}, whose geometric cen-
ters are denoted as pc

π j
∈W, j ∈{1, . . . ,R}. The length of the

region sides is set to D = 2L̂+ 2l0, where l0 is an arbitrary
positive constant. Hence, each region π j can be formally de-
fined as follows:

π j ={p ∈W s.t. (p)k ∈ [(pc
π j
)k− L̂− l0,(pc

π j
)k + L̂+ l0),

∀k ∈ {x,y,z}},

with d(pc
π j+1

, pc
π j
) = (2L̂+ 2l0),∀ j ∈ {1, . . . ,R− 1}, and

(pc
π j
)z = L̂+ l0,∀ j ∈ {1, . . . ,R}; (a)k,k ∈ {x,y,z}, denotes

the k-th coordinate of a = [(a)x,(a)y,(a)z]
T ∈ R3. An illus-

tration of the aforementioned partition is depicted in Fig. 4.
Note that each π j is a uniformly bounded and convex

set and also π j ∩π j′ = /0,∀ j, j′ ∈ {1, . . . ,R} with j 6= j′. We
also define the neighborhood D of region π j as the set of its
adjacent regions, i.e., D(π j) = {π j′ ∈ Π s.t. d(pc

π j
, pc

π j′
) =

(2L̂+ 2l0)}, which is symmetric, i.e., π j′ ∈ D(π j)⇔ π j ∈
D(π j′).

To proceed we need the following definitions regarding
the timed transition of the coupled system between two re-
gions π j,π j′ :

Definition 7 The coupled object-agents system is in region
π j at a configuration q, denoted as A(q) ∈ π j, if and only if
the following hold:

1. ps ∈ π j,∀ps ∈ Sq
2. d(pO(q), pc

π j
)< l0.

Definition 8 Assume that A(q(t0)) ∈ π j, j ∈ {1, . . . ,R}, for
some t0 ∈ R≥0. Then, there exists a transition for the cou-
pled object-agents system from π j to π j′ , j′ ∈{1, . . . ,R}with

time duration δ t j, j′ ∈ R≥0, denoted as π j
T−→ π j′ , if and only

if there exists a bounded control trajectory ū in (17), such
that the following hold:

1. A(q(t0 +δ t j, j′)) ∈ π j′ ,
2. ps ∈ π j ∪π j′ ,∀ps ∈ Sq, t ∈ [t0, t0 +δ t j, j′ ].

Note that the entire system object-agents must remain in
π j,π j′ during the transition and therefore the requirement
π j′ ∈D(π j) is implicit in Definition 8.

Fig. 5 Top view of a transition between two adjacent regions π j
and π j′ . Since pO ∈ B(p j, j′ (t), l0), we conclude that ps ∈ B(pO, L̂) ⊂
B(p j, j′ (t), l0 + L̂)⊂ π j ∪π j′ .

3.3 Specification

Given the workspace partition, we can introduce a set of
atomic propositions AP for the object, which are expressed
as Boolean variables that correspond to properties of in-
terest in the regions of the workspace (e.g., “Obstacle re-
gion”, “Goal region”). Formally, the labeling function L :
Π → 2AP assigns to each region π j the subset of the atomic
propositions AP that are true in π j.

Definition 9 Given a time trajectory q(t), t ≥ 0, a timed se-
quence of q is the infinite sequence β = (q(t1), t1)(q(t2),
t2) . . . , with tm ∈ R≥0, tm+1 > tm and A(q(tm)) ∈ π jm , jm ∈
{1, . . . ,R},∀m ∈ N. The timed behavior of β is the infi-
nite sequence σβ = (σ1, t1)(σ2, t2) . . . , with σm ∈ 2AP,σm ∈
L(π jm) for A(q(tm))∈ π jm , jm ∈ {1, . . . ,R}, ∀m∈N, i.e., the
set of atomic propositions that are true when A(q(tm))∈ π jm .

Definition 10 The timed run β satisfies an MITL formula φ

if and only if σβ |= φ .

We are now ready to state the problem treated in this
paper.

Problem 1 Given N agents rigidly grasping an object in W

subject to the coupled dynamics (17), the workspace parti-
tion Π such that A(q(0))∈ π j0 , j0 ∈ {1, . . . ,R}, a MITL for-
mula φ over AP and the labeling function L, derive a control
strategy that achieves a timed sequence β which yields the
satisfaction of φ .

4 Main Results

4.1 Control Design

The first ingredient of the proposed solution is the design of
a decentralized control protocol ū such that a transition re-
lation between two adjacent regions according to Definition
8 is established. Assume, therefore, that A(q(t0)) ∈ π j, j ∈
{1, . . . ,R} for some t0 ∈ R≥0. We aim to find a bounded
ū, such that A(q(t0 + δ t j, j′)) ∈ π j′ , with π j′ ∈ D(π j), and
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ps ∈ π j ∪ π j′ ,∀ps ∈ Sq, t ∈ [t0, t0 + δ t j, j′ ], for a predefined
arbitrary constant δ t j, j′ ∈ R≥0 corresponding to the transi-

tion π j
T−→ π j′ .

The first step is to associate to the transition a smooth
and bounded trajectory with bounded time derivative, de-
fined by the line segment that connects pc

π j
and pc

π j′
, i.e. de-

fine p j, j′ : [t0,∞)→ R3, such that p j, j′(t0) = pc
π j
, p j, j′(t) =

pc
π j′
,∀t ≥ t0 +δ t j, j′ and

B(p j, j′(t), L̂+ l0)⊂ π j ∪π j′ , ∀t ≥ t0. (20)

An example of p j, j′ is

p j, j′(t) =


pc

π j′
− pc

π j

δ t j, j′
t +

pc
π j
(δ t j, j′ −1)− pc

π j′

δ t j, j′
t0, t ∈ T1

pc
π j′
, t ∈ T2

,

(21)

where T1 = [t0, t0 +δ t j, j′),T2 = [t0 +δ t j, j′ ,∞). The intuition
behind the solution of Problem 1 via the definition of p j, j′

is the following: if we guarantee that the object’s center of
mass stays l0-close to p j, j′ , i.e., d(pO(t), p j, j′(t)) < l0,∀t ≥
t0, then d(pO(t0 + δ t j, j′), pc

π j′
) < l0 and, by invoking (19)

and (20), we obtain ps ∈B(pO(t), L̂)⊂B(p j, j′(t), L̂+ l0)⊂
π j ∪ π j′ ,∀ps ∈ Sq, t ≥ t0 (and therefore t ∈ [t0, t0 + δ t j, j′ ]),
and thus the requirements of Definition 8 for the transition
relation are met. Fig. 5 illustrates the aforementioned rea-
soning.

Along with p j, j′ , we consider that the object has to com-
ply with certain specifications associated with its orienta-
tion. Therefore, we also define a smooth and bounded ori-
entation trajectory η j, j′ = [φ j, j′ ,θ j, j′ ,ψ j, j′ ]

T : [t0,∞)→ T3

with bounded time derivative, that has to be tracked by the
object’s center of mass. We choose θ j, j′(t) ∈ [−θ ∗,θ ∗] ⊂
(−π

2 ,
π

2 ), ∀t ∈ R≥0, with θ ∗ ∈ (0, π

2 ), so as to ensure the
singularity avoidance of JOr(xO). We form, therefore, the
desired pose trajectory x j, j′ : [t0,∞) → M, with x j, j′(t) =
[pT

j, j′(t),η
T
j, j′(t)]

T . In case of multiple consecutive transi-

tions . . .πh
T−→ π j

T−→ π j′
T−→ πh′ . . . over the intervals . . .

,δ th, j, δ t j, j′ , δ t j′,h′ ,. . . , the desired orientation trajectories
. . . , ηh, j(t), η j, j′(t), η j′,h′(t), . . . must be continuous at the
transition points, i.e., ηh, j(t0) =η j, j′(t0) and η j, j′(t0+δ t j, j′)

= η j′,h′(t0 +δ t j, j′).
Therefore, Problem 1 is equivalent to a problem of tra-

jectory tracking within certain bounds. Finally, we make the
following assumption:

Assumption 1 The configuration of the object at t = t0 does
not result in a singular JOr(xO(t0)), i.e., θO(t0) ∈ (−π

2 ,
π

2 )

and θ j, j′(t) is chosen such that

−π

2 +θ
∗ < θO(t0)−θ j, j′(t0)< π

2 −θ
∗.

We can now define the associated position and orienta-
tion errors ep = [ep1 ,ep2 ,ep3 ]∈R3,eη = [eηφ

,eηθ
,eηψ

]∈T3

as follows:

ep = pO− p j, j′(t), (22a)

eη = ηO−η j, j′(t), (22b)

∀t ∈ [t0,∞).
A suitable methodology for the control design in hand is

that of prescribed performance control, which is adapted in
this work in order to achieve predefined transient and steady
state response bounds for the pose errors. Following Sec-
tion 2.3, prescribed performance characterizes the behavior
where the aforementioned errors evolve strictly within a pre-
defined region that is bounded by absolutely decaying func-
tions of time, called performance functions. The mathemat-
ical expressions of prescribed performance are given by the
inequalities:

−ρpk(t)< epk(t)< ρpk(t), ∀k ∈ {1,2,3}, (23a)

−ρη`
(t)< eη`

(t)< ρη`
(t), ∀` ∈ {φ ,η ,ψ}, (23b)

∀t ∈ [t0,∞), where ρpk ,ρηl : [t0,∞)→ R>0 with

ρpk(t) = (ρ0
pk
−ρ

∞

pk
)e−lpk (t−t0)+ρ

∞

pk
, ∀k ∈ {1,2,3}, (24a)

ρη`
(t) = (ρ0

η`
−ρ

∞

η`
)e−lη` (t−t0)+ρ

∞

η`
, ∀` ∈ {φ ,θ ,ψ},

(24b)

are designer-specified, smooth, bounded and decreasing pos-
itive functions of time with lpk , lη`

,ρ∞

pk
,ρ∞

η`
,k ∈ {1,2,3}, `∈

{φ ,θ ,ψ} positive parameters incorporating the desired tran-
sient and steady state performance respectively, as described
in Section 2.3.

Next, we propose a state feedback control protocol that
does not incorporate any information on the agents’ or the
object’s dynamics or the external disturbances and guaran-
tees (23) for all t ∈ [t0,∞) and hence [t0, t0+δ t j, j′ ], which, by
appropriately selecting ρpk(t),ρη`

(t),k∈{1,2,3}, `∈{φ ,θ ,
ψ} and given that A(q(t0)) ∈ π j, guarantees a representa-
tion singularity-free (i.e., θO(t) 6= π

2 , t ∈ [t0,∞)) transition

π j
T−→ π j′ with time duration of δ t j, j′ , as will be clarified

in the sequel.
Define first the stack pose error es :∈M:

es =



es1

es2

es3

es4

es5

es6

=



ep1

ep2

ep3

eηφ

eηθ

eηψ

= xO− x j, j′(t), (25)

∀t ∈ [t0,∞), and perform the following steps:
Step I-a. Select the corresponding functions ρpk ,ρη`

as
in (24) with
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(i) ρ0
pk
= ρpk(t0) = l0, ∀k ∈ {1,2,3}, ρ0

ηθ
= ρηθ

(t0) =
π

2
−

θ ∗, ρ0
η`

= ρη`
(t0)> |eη`

(t0)|, ∀` ∈ {φ ,ψ},
(ii) lpk , lη`

∈ R>0,∀k ∈ {1,2,3}, ` ∈ {φ ,θ ,ψ},
(iii) ρ∞

pk
∈ (0,ρ0

pk
), ρ∞

η`
∈ (0,ρ0

η`
), ∀k ∈ {1,2,3}, ` ∈ {φ ,θ ,

ψ}.

Step I-b. Define the normalized errors ξs ∈ R6:

ξs =

ξs1
...

ξs6

= ρ
−1
s (t)es, (26)

where ρs(t) = diag{ρp1(t),ρp2(t),ρp3(t),ρηφ
(t),ρηθ

(t),
ρηψ

(t)} ∈ R6×6, and design the reference velocity vector
vO,des : (−1,1)6× [t0,∞)→ R6, with:

vO,des(ξs, t) =
[

ṗO,des(ξs, t)
ωO,des(ξs, t)

]
=−gsJOr(xO)ρ

−1
s (t)rs(ξs)εs(ξs)

=−gsJOr(ρs(t)ξs + x j, j′(t))ρ
−1
s (t)rs(ξs)εs(ξs), (27)

where gs is a positive scalar tunable gain and the signals
εs : (−1,1)6→ R6,rs : (−1,1)6→ R6 are defined as:

εs(ξs) =

εs1(ξs1)
...

εs6(ξs6)

=


ln
(

1+ξs1

1−ξs1

)
...

ln
(

1+ξs6

1−ξs6

)
 , (28)

rs(ξs) =diag

{[
∂εsm(ξsm)

∂ξsm

]
m∈{1,...,6}

}

=diag

{[
2

(1−ξ 2
sm)

]
m∈{1,...,6}

}
. (29)

Step II-a. Define the velocity error vector ev ∈ R6 with

ev =

ev1
...

ev6

= vO− vO,des(ξs, t), (30)

and select the corresponding positive performance functions
ρvm : [t0,∞)→ R>0 with ρvm(t) = (ρ0

vm − ρ∞

vm)e
−lvm (t−t0) +

ρ∞

vm , such that ρ0
vm > |evm(t0)|, lvm > 0 and ρ∞

vm ∈ (0,ρ0
vm),

∀m ∈ {1, . . . ,6}.
Step II-b. Define the normalized velocity errors ξv ∈R6:

ξv =

ξv1
...

ξv6

= ρ
−1
v (t)ev, (31)

where ρv(t) = diag{[ρvm(t)]m∈{1,...,6}}. Next, we use the in-
verse kinematics of the agents to express q as a function of
xEi , qi = κi(xEi) , where κi : M→ Rni is a mapping that is at
least twice continuously differentiable away from kinematic

singularities1, ∀i∈N (Siciliano and Khatib, 2008). By using
(11), the latter can be written as

qi = κ̃i(xO) = κi

([
pO +RO(ηO)pO

Ei/O

ηO +ηEi/O

])
.

Next, by employing (25), and (26), we can write qi = κ̂i(ξs, t)
= κ̃i(ρs(t)ξs + x j, j′(t)), which is bounded in t due to the
boundedness of ρs(t) and x j, j′(t),∀t ≥ t0. Finally, we de-
sign the distributed control protocol for each agent i ∈N as
ui : (−1,1)6× (−1,1)6× [t0,∞)→ R6:

ui(ξs,ξv, t) =−cigv

(
J−1

Oi
(qi)
)T

ρ
−1
v (t)rv(ξv)εv(ξv),

=−cigv

(
J−1

Oi
(κ̂i(ξs, t))

)T
ρ
−1
v (t)rv(ξv)εv(ξv),

(32)

where JOi as defined in (14), gv is a positive scalar tun-
able gain, and ci are predefined load sharing coefficients
satisfying ∑i∈N ci = 1 and 0 ≤ ci ≤ 1,∀i ∈ N. The signals
εv : (−1,1)6→ R6 and rv : (−1,1)6→ R6×6 are defined as:

εv(ξv) =

εv1(ξv1)
...

εv6(ξv6)

=


ln
(

1+ξv1

1−ξv1

)
...

ln
(

1+ξv6

1−ξv6

)
 , (33)

rv(ξv) =diag

{[
∂εvm(ξvm)

∂ξvm

]
m∈{1,...,6}

}

=diag

{[
2

(1−ξ 2
vm)

]
m∈{1,...,6}

}
. (34)

The control law (32) can be written in vector form:

ū(ξs,ξv, t) =

u1(ξs,ξv, t)
...

uN(ξs,ξv, t)

=U j′
j

=−CgG∗(κ̂(ξs, t))ρ−1
v (t)rv(ξv)εv(ξv), (35)

where κ̂(ξs, t) = [κ̂T
1 (ξs, t), . . . , κ̂T

N (ξs, t)]T ∈RNni , G∗(q) =

[J−1
O1

(q1), . . . ,J−1
ON

(qN)]
T ∈R6N×6, Cg = gvdiag{[ciI6]i∈N}∈

R6N×6N , and the notation U j′
j stands for the transition from

π j to π j′ .
The aforementioned control protocol for the transition

π j
T−→ π j′ is summarized in Algorithm 1.

Remark 3 Notice by (27) and (32) that the proposed con-
trol protocol is distributed in the sense that each agent needs
feedback only from the state of the object’s center of mass,
which can be obtained by (11) and (12), as discussed in

1 We focus on robotic structures where such a function exists, which
constitute the majority of cases.



10 Christos K. Verginis, Dimos V. Dimarogonas

Algorithm 1 Transition Algorithm

1: Compute trajectory x j, j′ (t) associated to π j
T−→ π j′

2: Compute pose error es = xO− x j, j′ (t)
3: Define pose performance functions ρs(t)
4: Define the pose normalized error ξs = ρ−1

s (t)es
5: Define reference velocity vO,des(ξs, t)
6: Compute velocity error ev = vO− vO,des(ξs, t)
7: Define velocity performance functions ρv(t)
8: Define the velocity normalized error ξv = ρ−1

v (t)ev
9: Compute distributed control laws ui(ξs,ξv, t), i ∈N

Section 3.1.3. The parameters needed for the computation
of ρpk(t),ρη`

(t),ρvm(t),∀k ∈ {1,2,3}, ` ∈ {φ ,θ ,ψ}, m ∈
{1, . . . ,6} as well as ci,gs,gv and η j, j′(t), i∈N, can be trans-
mitted off-line to the agents. Moreover, the proposed control
law does not incorporate any prior knowledge of the model
nonlinearities/disturbances or force/torque measurements at
the contact points. Furthermore, the proposed methodology
results in a low complexity design. Notice that no hard cal-
culations (neither analytic nor numerical) are required to
output the proposed control signal, thus making its distributed
implementation straightforward.

Remark 4 We can also guarantee internal force regulation
by including in (35) a vector of desired internal forces fint,d ∈
R6N that belongs to the nullspace of GT , i.e., fint,d = (I6N −
1
N G∗(q)GT (q)) f̂int,d, where f̂int,d is a constant vector that can
be transmitted off-line to the agents. Note though, that the
computation of G∗(q)GT (q) by each agent requires knowl-
edge of all grasping points pEi . This reduces to knowledge of
the constant offsets pO

Ei/O. Then, each agent j ∈N can com-
pute pEi via pEi = pO+RO(ηO)pO

Ei/O, ∀i∈N\{ j} (since agent
j can compute RO(ηO) and pO by inverting (11) for i = j).
The constant offsets pO

Ei/O can be transmitted off-line to the
agents, without the need of inter-agent on-line communica-
tion. Note that the vectors pEi can also be obtained on-line
via appropriate sensors (e.g., mounted cameras that recog-
nize potential markers on the other agents’ end-effectors),
since all agents have the same inertial frame of reference
{I}.

The next theorem summarizes the results of this section.

Theorem 2 Consider N agents rigidly grasping an object
with unknown coupled dynamics (17) and A(q(t0))∈ π j, j ∈
{1, . . . ,R}. Then, the distributed control protocol (25)-(34)

guarantees that π j
T−→ π j′ with time duration δ t j, j′ and all

closed loop signals being bounded, and thus establishes a
transition relation between π j and π j′ for the coupled object-
agents system, according to Definition 8.

Proof By differentiating (26) and (31) with respect to time,
we obtain

ξ̇s = ρ
−1
s (t)(ės− ρ̇s(t)ξs)

ξ̇v = ρ
−1
v (t)(ėv− ρ̇v(t)ξv),

which, after substituting (17), (25), (30), and employing q =

κ̂(ξs, t), becomes

ξ̇s = ρ
−1
s (t)

(
J−1

Or (ρs(t)ξs + x j, j′(t))vO− ẋ j, j′(t)− ρ̇s(t)ξs
)

(36a)

ξ̇v = ρ
−1
v (t)

{
M̃−1(κ̂(ξs, t))

[
GT (κ̂(ξs, t))ū− w̃(κ̂(ξs, t), t)

−C̃(κ̂(ξs, t), ˙̂κ(ξs, t))vO− h̃(κ̂(ξs, t), ˙̂κ(ξs, t))
]
− v̇O,des(ξs, t)

−ρ̇v(t)ξv} . (36b)

By employing (27), (35) as well as the fact that vO = ρv(t)ξv+

vO,des(ξs, t) and ∑i∈N ci = 1, we obtain from (36):

ξ̇s = hs(ξs, t)

=−gsρ
−1
s (t)rs(ξs)εs(ξs)+ρ

−1
s (t)

[
J−1

Or (ρs(t)ξs

+x j, j′(t))ρv(t)ξv− ẋ j, j′(t)− ρ̇s(t)ξs
]
, (37a)

ξ̇v = hv(ξs,ξv, t)

=−gvρ
−1
v (t)M̃−1(κ̂(ξs, t))ρ−1

v (t)rv(ξv)εv(ξv)−

ρ
−1
v (t)

{
M̃−1(κ̂(ξs, t))

[
h̃(κ̂(ξs, t), ˙̂κ(ξs, t))+ w̃(κ̂(ξs, t), t)

+C̃(κ̂(ξs, t), ˙̂κ(ξs, t))(ρv(t)ξv + vO,des(ξs, t))
]
+ v̇O,des(ξs, t)

+ρ̇v(t)ξv} , (37b)

where we implicitly use v̇O,des(ξs, t) =
∂vO,des(ξs,t)

∂ξs
hs(ξs, t)+

∂vO,des(ξs,t)
∂ t and ˙̂κ(ξs, t) =

∂ κ̂(ξs,t)
∂ξs

hs(ξs, t)+
∂ κ̂(ξs,t)

∂ t .
By defining the open and nonempty set Ωξ = Ωξs ×

Ωξv ⊂ R12 with Ωξs = Ωξv = (−1,1)6, as well as h : Ωξ ×
[t0,∞)→ R12, we can write (37) in compact form:

ξ̇ = h(ξ , t) =
[

hs(ξ , t)
hv(ξ , t)

]
(38)

where ξ = [ξ T
s ,ξ T

v ] ∈ R12.
The proof continues in two main parts. Firstly, we guar-

antee that a unique maximal solution ξ : [t0,τmax)→ Ωξ of
(38) exists, where τmax > t0. Then, we prove that all closed
loop signals are bounded and that ξ (t) ∈ Ω ′

ξ
⊂ Ωξ ,∀t ∈

[t0,τmax), where Ω ′
ξ

is compact, which leads by contradic-
tion to the conclusion that τmax = ∞ and the completion of
the proof.

Since A(q(t0)) ∈ π j, j ∈ {1, . . . ,R}, Definition 7 implies
that d(pO(q(t0)), pc

π j
)< l0. Also, p j, j′(t0) = pc

π j
. Therefore,

by choosing ρ0
pk
= l0,∀k ∈ {1,2,3} as well as ρ0

ηθ
= π

2 −θ ∗,
ρ0

η`
> |eη`

(t0)|, ∀` ∈ {φ ,ψ} and owing to Assumption 1, we
guarantee that ξsm(t0) ∈ (−1,1),∀m ∈ {1, . . . ,6} and there-
fore ξs(t0) ∈Ωξs . Furthermore, by selecting ρ0

vm > |evm(t0)|,
∀m ∈ {1, . . . ,6}, we guarantee that ξv(t0) ∈ Ωξv as well.
Thus, we conclude that ξ (t0) ∈ Ωξ . Additionally, h is con-
tinuous in t and locally Lipschitz in ξ over Ωξ . To see that,
note first from (36a) that hs(ξs, t) is continuously differen-
tiable in ξs over (−1,1)6, due to the continuously differen-
tiable functions rs(ξs),ε(ξs) over (−1,1)6, as defined in (28)
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and (29), respectively, as well as the continuous differentia-
bility of JOr(xO) and its inverse ∀ξs5 ∈ (−1,1) (note that the
constraint ξs5 ∈ (−1,1) implies |θO|< π

2 due to the choice of
the errors (22) and the performance function ρηθ

(t)). Hence,
we conclude that hs(ξs, t) is continuously differentiable and
thus locally Lipschitz in ξs over (−1,1)6. Furthermore, it
is straightforward to verify the continuous differentiability
of v̇O,des(ξs, t) in ξs over (−1,1)6. In addition, the functions
κ̂(ξs, t), ˙̂κ(ξs, t) are continuously differentiable in ξs away
from kinematic singularities (which, as stated previously, we
don’t take into account in this work). Thus, the cont. differ-
entiability of rv(ξv), εv(ξv), vO,des(ξs, t) over (−1,1)6 in ξv
and ξs, respectively, as well as the smoothness of M̃−1,C̃, h̃, w̃
render the function hv(ξs,ξv, t) continuously differentiable
and hence locally Lipschitz in ξ over the set Ωξ .

Therefore, according to Theorem 1, there exists a max-
imal solution ξ (t) of (38) on a time interval [t0,τmax) such
that ξ (t) ∈Ωξ ,∀t ∈ [t0,τmax). Thus:

ξsm(t) =
esm(t)
ρsm(t)

∈ (−1,1), (39a)

ξvm(t) =
evm(t)
ρvm(t)

∈ (−1,1), (39b)

∀m ∈ {1, . . . ,6}, t ∈ [t0,τmax), from which we conclude that
esm(t) and evm(t) are bounded by ρsm(t) and ρvm(t), respec-
tively. Therefore, the error vectors εs(ξs) and εv(ξv), as de-
fined in (28) and (33), respectively, are well defined for all
t ∈ [t0,τmax). Hence, consider the positive definite and radi-
ally unbounded function Vs :R6→R≥0 with Vs(εs)=

1
2 εT

s εs.
Differentiation of Vs yields V̇s = εT

s (ξs)rs(ξs)ξ̇s which, by
substituting (37a) and employing the fact that rs(ξs),ρs(t)
are diagonal, becomes:

V̇s =−gs‖rs(ξs)ρ
−1
s (t)εs(ξs)‖2− ε

T
s (ξs)rs(ξs)ρ

−1
s (t)

[
ẋ j, j′(t)

+ ρ̇s(t)ξs −J−1
Or (ρs(t)ξs + x j, j′(t))ρv(t)ξv

]
,

Note that ρv(t), ρ̇s(t) as well as x j, j′(t), ẋ j, j′(t)are bounded
by construction, ∀t ∈ [t0,∞). Also, owing to (39), it holds
that ‖ξs(t)‖ ≤

√
6 and ‖ξv(t)‖ ≤

√
6, ∀t ∈ [t0,τmax). Hence,

the continuity of J−1
Or implies that J−1

Or (ρs(t)ξs(t)+ x j, j′(t))
is also bounded by a constant independent of τmax, ∀t ∈
[t0,τmax). Hence, V̇s becomes:

V̇s ≤−gs‖rs(ξs)ρ
−1
s (t)εs(ξs)‖2+‖rs(ξs)ρ

−1
s (t)εs(ξs)‖B̄s,

∀t ∈ [t0,τmax), where B̄s is an unknown positive constant,
independent of τmax, satisfying

B̄s ≥ ‖ẋ j, j′(t)+ ρ̇s(t)ξs− J−1
Or (ρs(t)ξs+

x j, j′(t))ρv(t)ξv‖, (40)

∀t ∈ [t0,τmax). Therefore, V̇s is written as:

V̇s ≤−‖rs(ξs)ρ
−1
s (t)εs(ξs)‖

(
gs‖rs(ξs)ρ

−1
s (t)εs(ξs)‖− B̄s

)
,

∀t ∈ [t0,τmax), from which we conclude that

V̇s < 0⇔‖rs(ξs)ρ
−1
s (t)εs(ξs)‖>

B̄s

gs
. (41)

Note from (24), (29) and (39a) that ρsm(t)< ρ0
sm and rsm(ξsm)

> 1,∀t ∈ [0,τmax). Therefore, (41) is equivalent to

V̇s < 0⇔‖εs(ξs)‖>
B̄s maxm∈{1,...,6}{ρ0

sm}
gs

, (42)

which implies that

‖εs(ξs(t))‖ ≤ ε̄s

= max
{
‖εs(ξs(t0))‖,

B̄s maxm∈{1,...,6}{ρ0
sm}

gs

}
, (43)

∀t ∈ [t0,τmax). Also, by using |εsm(ξs(t))| ≤ ‖εs(ξs(t))‖,
∀m ∈ {1, . . . ,6}, and the inverse logarithm function, we ob-
tain from (28):

−1 <
e−ε̄s −1
e−ε̄s +1

= ξ
s
≤ ξsm(t)≤ ξ̄s =

eε̄s −1
eε̄s +1

< 1 (44)

∀t ∈ [t0,τmax),m ∈ {1, . . . ,6}. Note that ε̄s and hence ξ̄s and
ξ

s
do not depend on τmax. Therefore, due to (43) and (44),

the reference velocity vector vO,des(ξs, t), as defined in (27),
remains bounded for all t ∈ [t0,τmax) by a bound indepen-
dent of τmax. Moreover, invoking vO = ρv(t)ξv+ vO,des(ξs, t)
and (39), we also conclude the boundedness of vO for all
t ∈ [t0,τmax), independently of τmax. Finally, differentiating
vO,des with respect to time and employing (37a), (39) and
(44), we also conclude the boundedness of v̇O,des(ξs, t),∀t ∈
[t0,τmax), independently of τmax.

Applying the aforementioned line of proof, we consider
the positive definite and radially unbounded function Vv :
R6 → R with Vv(εv) =

1
2 εT

v εv. Differentiation of Vv yields
V̇v = εT

v (ξv)rv(ξv)ξ̇v which, by substituting (37a), becomes:

V̇v =−gvε
T
v (ξv)rv(ξv)ρ

−1
v (t)M̃−1(κ̂(ξs, t))ρ−1

v (t)rv(ξv)εv(ξv)−

ε
T
v (ξv)rv(ξv)ρ

−1
v (t)

{
ρ̇v(t)ξv + M̃−1(κ̂(ξs, t))

[
h̃(κ̂(ξs, t), ˙̂κ(ξs, t))

+w̃(κ̂(ξs, t), t)+C̃(κ̂(ξs, t), ˙̂κ(ξs, t))(ρv(t)ξv + vO,des(ξs, t))
]
+

v̇O,des(ξs, t)} . (45)

Proceeding in a similar manner as with V̇s, we note that ρ̇v(t)
and ξv are bounded by construction and due to (39b), re-
spectively, by bounds independent of τmax. Moreover, the
functions κ̂(ξs, t), ˙̂κ(ξs, t) are continuous functions of their
arguments and, in view of their definitions and (37a), they
are bounded in t for all t ≥ t0 due to the boundedness of
ρs(t),ρv(t), ρ̇s(t), x j, j′(t) and ẋ j, j′(t), ∀t ≥ t0. Thus, they are
also bounded by bounds independent of τmax. Hence, the
continuity of the terms M̃−1,C̃, h̃, w̃ as well the bounded-
ness of w̃ in t (by assumption) dictates their boundedness
for all t ∈ [t0,τmax), by bounds independent of τmax. Finally,
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v̇O,des(ξs, t) was proven bounded for all t ∈ [t0,τmax), inde-
pendently of τmax. Using the aforementioned reasoning as
well as the positive definiteness of M̃ and therefore of M̃−1,
V̇v becomes

V̇v ≤−‖ρ−1
v (t)rvεv(ξv)‖

(
gvλmin(M̃−1)‖ρ−1

v (t)rvεv(ξv)‖

−B̄v) (46)

∀t ∈ [t0,τmax), where B̄v is a positive constant independent
of τmax, satisfying

B̄v ≥
∥∥∥M̃−1(κ̂(ξs, t))

[
h̃(κ̂(ξs, t), ˙̂κ(ξs, t))+ w̃(κ̂(ξs, t), t) +

C̃(κ̂(ξs, t), ˙̂κ(ξs, t))(ρv(t)ξv + vO,des(ξs, t))
]
− v̇O,des(ξs, t)

−ρ̇v(t)ξv‖ , (47)

∀t ∈ [t0,τmax). Therefore, we conclude that

V̇v < 0⇔‖ρ−1
v (t)rv(ξv)εv(ξv)‖>

B̄v

λmin(M̃−1)gv
,

which is equivalent to

V̇v < 0⇔‖εv(ξv)‖>
B̄v maxm∈{1,...,6}{ρ0

vm}
λmin(M̃−1)gv

.

Hence, we deduce that

‖εv(ξv(t))‖ ≤ ε̄v

= max
{
‖εv(ξv(t0))‖,

B̄v maxm∈{1,...,6}{ρ0
vm}

λmin(M̃−1)gv

}
, (48)

∀t ∈ [t0,τmax). Furthermore, we obtain from (28) by taking
the inverse logarithm:

−1 <
e−ε̄v −1
e−ε̄v +1

= ξ
v
≤ ξvm(t)≤ ξ̄v =

eε̄v −1
eε̄v +1

< 1 (49)

∀t ∈ [t0,τmax),m∈ {1, . . . ,6}, which also leads to the bound-
edness of the distributed control protocol (35).

Up to this point, what remains to be shown is that τmax
can be extended to infinity. In this direction, notice by (44)
and (49) that ξ (t) ∈Ω ′

ξ
= Ω ′

ξs
×Ω ′

ξv
,∀t ∈ [t0,τmax), where:

Ω
′
ξs
=[ξ

s
, ξ̄s]

6, Ω
′
ξv
= [ξ

v
, ξ̄v]

6

are nonempty and compact subsets of Ωξs and Ωξv , respec-
tively. Hence, assuming that τmax < ∞ and since Ω ′

ξ
⊂ Ωξ ,

Proposition 1 dictates the existence of a time instant t ′ ∈
[t0,τmax) such that ξ (t ′) /∈ Ω ′

ξ
, which is a clear contradic-

tion. Therefore, τmax = ∞. Thus, all closed loop signals re-
main bounded and moreover ξ (t) ∈Ω ′

ξ
,∀t ≥ t0.

By multiplying (44) with ρsm(t), we obtain |esm(t)| <
ρsm(t),∀m ∈ {1, . . . ,6} and thus |epk(t)|< l0,∀p ∈ {1,2,3},
t ∈ [t0,∞), since ρ0

pk
= l0,∀k ∈ {1,2,3}. Therefore, pO(q(t))

∈B(p j, j′(t), l0),∀t ≥ t0 and, consequently, pO(q(t0+δ t j, j′))

∈B(pc
π j′
, l0), since p j, j′(t0 +δ t j, j′) = pc

π j′
. Moreover, since

pO(q(t)) ∈ B(p j, j′(t), l0), we deduce that B(pO(q(t)), L̂) ⊂
B(p j, j′(t), l0 + L̂) and invoking (19) and (20), we conclude
that ps ∈ π j ∪ π j′ ,∀t ∈ [t0, t0 + δ t j, j′ ] ⊂ [t0,∞), and there-
fore a transition relation with time duration δ t j, j′ is success-
fully established. Finally, since ρ0

ηθ
= ρηθ

(t0) = π

2 −θ ∗ and
|eηθ

(t)| < ρηθ
(t) ≤ ρηθ

(t0), |θ j, j′(t)| < θ ∗,∀t ∈ [t0,∞), we
conclude that |θO(t)|< π

2 ,∀t ∈ [t0,∞), ensuring thus the rep-

resentation singularity-free transition π j
T−→ π j′ .

Remark 5 Instead of employing the control protocol (35)
over [t0,∞), we can define it over a finite time interval as
ū(ξs,ξv, [t0, t0 + δ t j, j′)). In that case, it follows by the con-
tinuity of d, pO, p j, j′ that limt→(t0+δ t j, j′ )

− d(pO(t), p j, j′(t)) =

d(pO(t0+δ t j, j′), pc
π j′
) and therefore, the transition π j

T−→ π j′

with time duration δ t j, j′ is still achieved. Moreover, the pre-

defined selection of δ t j, j′ for each transition π j
T−→ π j′ is re-

lated to the control capabilities of the agents, since smaller
δ t j, j′ will produce larger, but still bounded, vO,des and ū.

Remark 6 We can deduce from the aforementioned analysis
that (43) and (48) hold without the need of adjusting the con-
trol gains gs,gv to render the bounds ε̄s, ε̄v arbitrary small.
The uncertainties in the nonlinear coupled model (17) affect
only the size of ε̄v through B̄v (see (47)) and not the stability
properties. Hence, the actual performance of the system is
determined by the performance functions ρsm(t),ρvm(t),m∈
{1, . . . ,6} and is robust against model uncertainties and ex-
ternal disturbances.

Remark 7 It should be noted that the selection of the control
gains affects the behavior of the errors in the performance
function envelope as well as the control input characteris-
tics. To this end, fine tuning of the control gains might be
needed in real-time scenarios, to retain the required con-
trol input signal within the feasible range that can be im-
plemented by the actuators. Similarly, the control input con-
straints impose an upper bound on the required speed of con-
vergence of ρsm(t),m ∈ {1, . . . ,6}, as obtained by the expo-
nentials e−lsm t. Notice that (40)-(49) provide bounds on εs,rs
and εv,rv that depend on the constants B̄s and B̄v. Therefore,
by invoking (27) and (35), we can select the control gains
such gs and gv such that vO,des and ui are retained within cer-
tain bounds. Nevertheless, the constants B̄s and B̄v involve
the parameters of the model, the external disturbances, and
the performance specifications. Thus, an upper bound of the
dynamic parameters of the system as well as the exogenous
disturbances must be given in order to extract any relation-
ship between the achieved performance and some potential
input constraints, which are not taken into account in the
current work.
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4.2 High-Level Plan Generation

The second part of the proposed solution is the derivation of
a high-level plan that satisfies the given MITL formula φ and
can be generated using standard techniques from automata-
based formal verification methodologies. Thanks to our pro-
posed control law that allows the transition π j

T−→ π j′ for
all π j ∈ Π with π j′ ∈ D(π j) in a predefined time interval
δ t j, j′ , we can abstract the motion of the coupled object-
agents system as a finite weighted transition system (WTS)
(Baier et al., 2008)

T = {Π ,Π0,
T−→,AP,L,γ}, (50)

where

– Π is the set of states defined in Section 3.2,
– Π0 ⊂Π is a set of initial states,
– T−→⊆ Π ×Π is a transition relation according to Defini-

tion 8.
– AP and L are the atomic propositions and the labeling

function, respectively, as defined in Section 3.3, and
– γ : ( T−→)→ R≥0 is a map that assigns to each transition

its time duration, i.e., γ(π j
T−→ π j′) = δ t j, j′ .

Therefore, by designing the switching protocol U
r j+1
r j (t) from

(35):

U
r j+1
r j (t) =−CgG∗(q(t))ρ−1

v (t)rv(ξv(t))εv(ξv(t)),

∀t ∈ [t j, t j +δ tr j ,r j+1), (51)

j ∈ N, with (i) t1 = 0, (ii) t j+1 = t j + δ tr j ,r j+1 and (iii) r j ∈
{1, . . . ,R}, ∀ j ∈ N, we can define the timed run of the WTS
as the infinite sequence r = (πr1 , t1)(πr2 , t2) . . . , where πr1 ∈
Π0 with A(q(0))∈ πr1 ,πr j ∈Π ,r j ∈{1, . . . ,R} and t j are the
corresponding time stamps such that A(q(t j))∈ πr j ,∀ j ∈N.
Every timed run r generates the timed word w(r) = (L(πr1),

t1)(L(πr2), t2) . . . over AP where L(πr j), j ∈N, is the subset
of the atomic propositions AP that are true when A(q(t j))∈
πr j .

Fig. 6 The aerial robots employed in the simulation rigidly grasping
an object, with the frames {Bi},{Ei},{O}, i ∈N = {1,2}.

(a) Illustration of the initial workspace in the V-REP environment.

(b) Top-view of the initial workspace.

Fig. 7 Illustration of the initial workspace and pose of the system
object-agents in the V-REP environment (a) and in top view (b). The
red cells imply obstacle regions whereas the green cells are the goal
ones.

The given MITL formula φ is translated into a Timed
Büchi Automaton At

φ
(Alur and Dill, 1994) and the product

Ap = T⊗At
φ

is built (Baier et al., 2008). The projection of
the accepting runs of Ap onto T provides a timed run rφ of
T that satisfies φ ; rφ has the form rφ = (πr1 , t1)(πr2 , t2) . . . ,
i.e., an infinite2 sequence of regions πr j to be visited at spe-
cific time instants t j (i.e., A(q(t j)) ∈ πr j ) with t1 = 0 and
t j+1 = t j +δ tr j ,r j+1 ,r j ∈ {1, . . . ,R},∀ j ∈ N. More details on
the technique are beyond the scope of this paper and the
reader is referred to (Baier et al., 2008; Nikou et al., 2016;
Alur and Dill, 1994).

The execution of rφ = (πr1 , t1)(πr2 , t2) . . . produces a tra-
jectory q(t), t ∈ R≥0, with timed sequence βφ = (q(t1), t1)
(q(t2), t2) . . . , with A(q(t j)) ∈ πr j ,∀ j ∈ N. Following Defi-
nition 9, βφ has the timed behavior σβφ

= (σ1, t1)(σ2, t2) . . .
with σ j ∈ L(πr j), for A(q(t j)) ∈ πr j ,∀ j ∈ N. Since all πr j

belong to rφ ,∀ j ∈ N, the latter implies that σβφ
|= φ and

2 It can be proven that if such a run exists, then there also exists a
run that can be always represented as a finite prefix followed by infinite
repetitions of a finite suffix (Baier et al., 2008).
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therefore that βφ satisfies φ . The aforementioned discussion
is summarized as follows:

Theorem 3 The execution of rφ = (πr1 , t1)(πr2 , t2) . . . of T
that satisfies φ guarantees a timed behavior σβφ

of the cou-
pled object-agents system that yields the satisfaction of φ

and provides, therefore, a solution to Problem 1.

5 Simulation Results

The validity of the proposed framework is verified through a
simulation study in the Virtual Robot Experimentation Plat-
form (V-REP) (Rohmer et al., 2013). We consider a rect-
angular rigid body of dimensions 0.025× 0.2× 0.025 m3

representing the object that is rigidly grasped by two agents.
Each agent i ∈N = {1,2} consists of a quadrotor base {Bi}
and a robotic arm of two degrees of freedom αi1 ,αi2 ∈ [−

π

2 ,
π

2 ],
as depicted in Fig. 6. The states of the agents are taken as
qi = [pT

Bi
,ηT

Bi
,αi1 ,αi2 ]

T ∈ R8 and the control inputs as τi =

[ f T
Bi
,µT

Bi
,τα1 ,τα2 ]

T , i ∈ {1,2}. We consider that the quadro-
tor is fully actuated, as mentioned in Section 3, and there
exists an embedded algorithm that translates the generalized
force λBi = [ f T

Bi
,µT

Bi
]T to the actual motor inputs.

The initial conditions of the system are taken such that
pO(0) = [0,0,1.5]T m,ηO(0) = [0,0,0]T r. The workspace is
partitioned into R = 16 regions, with L̂ = 0.75 m and l0 =

0.5 m. Fig. 7 illustrates the aforementioned setup at t = 0,
from which it can be deduced that A(q(0)) ∈ π1. We further
define the atomic propositions AP= {“green1”,“green2”,
“red”,“obs”}, representing goal (“green1”,“green2”) and ob-
stacle (‘obs”) regions with L(π5) = {“green1”},L(π14) =

{“green2”},L(π6) = L(π10) = {“obs”} and L(π j) = /0, for
the remaining regions.

We consider the MITL formula φ = (�[0,∞)¬“obs”)∧
♦[0,60](“green1”∧♦[0,24]“green2”), which describes the fol-
lowing behavior: the coupled system

(i) must always avoid the obstacle regions,
(ii) must visit the first green region in the first 60 seconds

and after that visit the second green region in the next 24
seconds.

By following the procedure described in Section 4.2, we ob-
tain the accepting timed run

rφ =(πr1 , t1)(πr2 , t2) . . .

=(π1,0)(π2,6)(π3,12)(π4,18)(π5,24)(π12,30)(π13,36)

(π14,42)(π11,48)(π12,54)(π5,60).

Regarding each transition πr j
T−→ πr j+1 , j ∈ {1, . . . ,10}, we

choose δ tr j ,r j′ = 6 s, pr j ,r j′ (t) as in (21) and ηr j ,r j′ (t) =
[0,0, π

4 sin(π

3 (t − tr j))]
T 3, where tr j = jδ tr j ,r j′ = 6 j plays

3 Note that the nature of the quadrotors makes the whole system
underactuated and values φr j ,r j′ (t),θr j ,r j′ (t) 6= 0 are not possible to be
achieved without interfering with pO(t).

the role of t0 for each transition. Regarding the performance
function parameters, we choose ρ0

pk
= ρpk(tr j) = l0 = 0.5m,

lpk = 0.5, ρ∞

pk
= lim

t→∞
ρpk(t) = 0.1 m,∀k ∈ {1,2,3}, ρ0

η`
=

ρη`
(tr j)=

π

2 r, lη`
= 0.5, ρ∞

η`
= lim

t→∞
ρη`

(t)= π

12 r, ∀`∈{φ ,θ ,
ψ}, ρ0

vm = ρvm(tr j) = 2|evm(tr j)|+0.5, lvm = 0.5 and ρ∞

vm =

lim
t→∞

ρvm(t) = 0.1, m ∈ {1, . . . ,6}, j ∈ {1, . . . ,10}. The two
agents contribute equally to the task by choosing c1 = c2 =

0.5. Finally, the control gains are chosen as gs = 1, gv = 10.
The simulation results are depicted in Figs. 8-11. More

specifically, Fig. 8 depicts the timed transitions of the cou-
pled object-agents system, from which it can be deduced
that pO(t)∈B(pr j ,r j′ , l0) and therefore ps ∈ πr j ∪πr j′ , ∀ps ∈
Sq, j ∈ {1, . . . ,10}. Moreover, Fig. 9 and 10 illustrate the
errors es(t) and ev(t) along with the performance functions
ρs(t),ρv(t), respectively, for all the transitions πr j→ πr j′ , j∈
{1, . . . ,10}. Finally, the resulted control inputs τ1,τ2 for the
two agents are shown in Fig. 11. The aforementioned simu-
lation paradigm is illustrated in the accompanying video.

6 Conclusion and Future Work

We addressed the problem of defining timed abstractions
for distributed cooperative manipulation of a single object
by multiple robotic agents. We proposed a novel distributed
control protocol for trajectory tracking of the object’s center
of mass with prescribed transient and steady performance,
which allows us to abstract the motion of the coupled object-
agents system as a weighted transition system. In that way,
objectives regarding the overall system can be specified in
terms of metric temporal logic formulas. Future efforts will
be devoted towards compensating uncertainties in the ob-
ject’s geometrical characteristics, considering non-rigid grasps
and generalizing the proposed framework for agents and ob-
jects scattered around the workspace.
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