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Abstract

This paper addresses the problem of decentralized tube-based nonlinear Model Predictive Control (NMPC) for a class of uncertain nonlinear continuous-time multi-agent systems with additive and bounded disturbance. In particular, the problem of robust navigation of a multi-agent system to predefined states of the workspace while using only local information is addressed, under certain distance and control input constraints. We propose a decentralized feedback control protocol that consists of two terms: a nominal control input, which is computed online and is the outcome of a Decentralized Finite Horizon Optimal Control Problem (DFHOCP) that each agent solves at every sampling time, for its nominal system dynamics; and an additive state feedback law which is computed offline and guarantees that the real trajectories of each agent will belong to a hyper-tube centered along the nominal trajectory, for all times. The volume of the hyper-tube depends on the upper bound of the disturbances as well as the bounds of the derivatives of the dynamics. In addition, by introducing certain distance constraints, the proposed scheme guarantees that the initially connected agents remain connected for all times. Under standard assumptions that arise in nominal NMPC schemes, controllability assumptions as well as communication capabilities between the agents, we guarantee that the multi-agent system is ISS (Input to State Stable) with respect to the disturbances, for all initial conditions satisfying the state constraints. Simulation results verify the correctness of the proposed framework.
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1 Introduction

During the last decades, NMPC has been proven to be a powerful control framework for dealing with the problem of stabilization of dynamical systems under state and input constraints [1–7]. One of the main challenges in NMPC is the treatment of potential uncertainties due to imperfect modeling and/or disturbances that may affect the system. In parallel to that, decentralized control of multi-agent systems has gained significant...
attention due to its great variety of applications including multi-robot systems, transportation and biological systems [8,9]. In this paper, we aim to exploit a novel robust MPC framework in order to solve a collaborative multi-agent navigation problem under certain distance and input constraints.

The literature on the problem of robust NMPC has been extensively in the last years. Authors in [10,11] proposed a method of constraint sets tightening for guaranteeing robust stability. A min-max robust MPC approach has been provided in [12–14]. A promising robust strategy, originally proposed for discrete-time linear systems in [15–17], is the so called tube-based approach. In tube-based MPC a Finite Horizon Optimal Control Problem (FHOC) is solved online for the nominal system, while the real trajectory is guaranteed to remain in a bounded tube for all times. Tube-based approaches for nonlinear discrete-time systems have been considered in [18–22]. Authors in [23] have addressed the linear continuous-time case. In [24,25], regarding the computation of the offline feedback controller, the discrepancy between the nominal nonlinear system with the corresponding linear system has been considered. In [26], sufficient conditions for affine in the control continuous-time nonlinear systems with constant matrices multiplying the control input vectors have been proposed, which we aim to extend here in order to cover a larger class of nonlinear systems, and in particular decentralized multi-agent systems.

Multi-agent navigation in an important field in both the robotics and the control communities, due to the need for autonomous control of multiple robotic agents in the same workspace [27–29]. Important applications of multi-agent navigation arise also in the fields of air-traffic management and autonomous driving for guaranteeing collision avoidance with other cars and obstacles. In this work, we study the problem of decentralized navigation for nonlinear multi-agent systems with network connectivity maintenance. Decentralized NMPC schemes for multi-agent navigation have been investigated in [30–37]. In the latter works, however, either the under consideration dynamics are linear/simple or the robust MPC frameworks do not invoke the tube-based online optimization and offline feedback control design approach. Other applications are formation control, in which the agents are required to reach a predefined geometrical shape (see e.g., [38–40]) and high-level planning where it is required to provide decentralized controllers for navigating the agents between regions of interest of the workspace (see e.g., [41–48]).

Motivated by the aforementioned, the contribution of the paper is to propose a decentralized tube-based feedback control protocol for a general class of uncertain nonlinear continuous-time multi-agent systems, i.e., a more general class of systems than the ones that have already been studied in the literature. More specifically, each agent solves a DFHOC and exchanges its open-loop predicted trajectory with its neighbors in order to reach a predefined state, under certain distance and inputs constraints. The proposed control consists of two parts: the first part is the online solution to a nominal DFHOC, which is solved at every constant sampling time; the second part is a state feedback law which is calculated offline in order to guarantee that the error between the real and the nominal trajectory remains in a bounded hyper-tube, for all times. Under standard nominal NMPC and communication capabilities assumptions (see [2,49]) between neighboring agents, we show that the proposed control law renders the closed multi-agent system ISS with respect to the disturbances. The contributions of this paper are summarized as follows:

- We develop a systematic control design methodology for tube-based NMPC which guarantees ISS for uncertain nonlinear non-affine continuous-time systems.
**The above results are exploited and extended for solving a constrained navigation multi-agent problem under coupled constraints in a decentralized manner.**

The remainder of this manuscript is organized as follows: In Section 2 the notation and preliminaries are given. Section 3 provides the system dynamics under consideration and the problem statement. Section 4 discusses the technical details of the proposed solution and Section 5 is devoted to a simulation example. Finally, conclusions and future work are discussed in Section 6.

## 2 Notation and Preliminaries

The sets of positive integers and real numbers are denoted by $\mathbb{N}$ and $\mathbb{R}$, respectively; $\mathbb{R}_{\geq 0}$ and $\mathbb{R}_{>0}$ are the sets of real $n$-vectors with all elements nonnegative and positive, respectively. Sets, vectors and matrices will be denoted by calligraphic, small and capital letters, respectively. The notation $\|x\| := \sqrt{x^\top x}$ is used for the Euclidean norm of a vector $x \in \mathbb{R}^n$; $I_n \in \mathbb{R}^{n \times n}$ and $0_{m \times n} \in \mathbb{R}^{m \times n}$ are the identity matrix and the $m \times n$ matrix with all entries zeros, respectively; $\lambda_{\min}(A)$ denotes the minimum absolute value of the real part of the eigenvalues of a matrix $A \in \mathbb{R}^{n \times n}$. The set-valued function $\mathcal{B} : \mathbb{R}^n \times \mathbb{R}_{>0} \Rightarrow \mathbb{R}^n$, defined by $\mathcal{B}(x, r) := \{ y \in \mathbb{R}^n : \|y - x\| \leq r \}$, represents the $n$-th dimensional ball with center $x \in \mathbb{R}^n$ and radius $r \in \mathbb{R}_{>0}$. Given a vector valued function $f : \mathbb{R}^n \rightarrow \mathbb{R}^m$, $\frac{\partial f}{\partial x_j}$ denotes the element of row $i$ and column $j$ of the Jacobian matrix of $f$, with $i, j \in \{1, \ldots, n\}$. Define a vector of a canonical basis of $\mathbb{R}^n$ by:

$$
\ell_n(i) := \begin{bmatrix} 0, \ldots, 0, \frac{1}{i-\text{th element}}, 0, \ldots, 0 \end{bmatrix}^\top \in \mathbb{R}^n. \tag{1}
$$

**Definition 1.** Given two vectors $x, y \in \mathbb{R}^n$ their convex hull is defined by:

$$
\text{Co}(x, y) := \{ \xi : \xi = \theta x + (1 - \theta)y, 0 < \theta < 1 \}.
$$

**Definition 2.** Given the sets $\mathcal{S}_1, \mathcal{S}_2 \subseteq \mathbb{R}^n$ and the matrix $A \in \mathbb{R}^{n \times n}$, the Minkowski addition, the Pontryagin difference and the matrix-set multiplication are respectively defined by:

$$
\begin{align*}
\mathcal{S}_1 \oplus \mathcal{S}_2 & := \{ s_1 + s_2 \in \mathbb{R}^n : s_1 \in \mathcal{S}_1, s_2 \in \mathcal{S}_2 \}, \\
\mathcal{S}_1 \ominus \mathcal{S}_2 & := \{ s_1 \in \mathbb{R}^n : s_1 + s_2 \in \mathcal{S}_1, \forall s_2 \in \mathcal{S}_2 \}, \\
A \circ \mathcal{S} & := \{ a : \exists s \in \mathcal{S}, a = As \}.
\end{align*}
$$

**Property 1.** ([50]) Let $\mathcal{S}_1, \mathcal{S}_2 \subseteq \mathbb{R}^n$ and assume that $\mathcal{S}_1 \ominus \mathcal{S}_2 \neq \emptyset$. Then it holds that $(\mathcal{S}_1 \oplus \mathcal{S}_2) \ominus \mathcal{S}_2 \subseteq \mathcal{S}_1$.

**Lemma 1.** For any vectors $x, y \in \mathbb{R}^n$, positive definite matrix $M \in \mathbb{R}^{n \times n}$ and constant $\rho > 0$ it holds that:

$$
x^\top My \leq \frac{1}{4\rho} x^\top Mx + \rho y^\top My. \tag{2}
$$

**Proof.** By using the facts that $\rho > 0$, $M > 0$ the following equivalences hold: $(x - 2py)^\top M(x - 2py) \geq 0 \iff x^\top Mx - 2\rho x^\top My - 2py^\top Mx + 4\rho^2 y^\top My \geq 0 \iff x^\top My + x^\top M^\top y \leq \frac{1}{4\rho} x^\top Mx + 2py^\top My \iff x^\top My \leq \frac{1}{4\rho} x^\top Mx + py^\top My.$
Proposition 1. [Mean Value Theorem for vector valued functions] Consider a vector valued function \( f : \mathbb{R}^n \rightarrow \mathbb{R}^m \). Assume that \( f \) is differentiable on an open set \( \mathcal{S} \subseteq \mathbb{R}^n \). Let \( x, y \) two points of \( \mathcal{S} \) such that \( \text{Co}(x, y) \subseteq \mathcal{S} \). Then, there exist constant vectors \( \xi_1, \ldots, \xi_m \in \text{Co}(x, y) \) such that:

\[
 f(x) - f(y) = \left[ \sum_{k=1}^{m} \sum_{j=1}^{n} \ell_m(k) \ell_n(j)^\top \frac{\partial f_k(\xi_k)}{\partial x_j} \right] (x - y).
\]

Definition 3. A continuous function \( \alpha : [0, a) \rightarrow \mathbb{R}_{\geq 0} \) belongs to class \( \mathcal{K} \) if it is strictly increasing and \( \alpha(0) = 0 \). A continuous function \( \beta : [0, a) \times \mathbb{R}_{\geq 0} \rightarrow \mathbb{R}_{\geq 0} \) belongs to class \( \mathcal{KL} \) if: 1) for a fixed \( s \), the mapping \( \beta(r, s) \) belongs to class \( \mathcal{K} \) with respect to \( r \); 2) for a fixed \( r \), the mapping \( \beta(r, s) \) is strictly decreasing with respect to \( s \); and it holds that \( \lim_{s \to \infty} \beta(r, s) = 0 \).

Definition 4. Consider a system \( \dot{x} = f(x, u, w) \) where: \( x \in \mathcal{X} \), \( u \in \mathcal{U} \), \( w \in \mathcal{W} \) with initial condition \( x(0) \in \mathcal{X} \). A set \( \mathcal{S} \subseteq \mathcal{X} \) is a Robust Control Invariant (RCI) set for the system, if there exists a feedback control law \( u := \kappa(x) \in \mathcal{U} \), such that for all \( x(0) \in \mathcal{S} \) and for all \( w(t) \in \mathcal{W} \) it holds that \( x(t) \in \mathcal{S} \) for all \( t \in \mathbb{R}_{\geq 0} \), along every solution \( x(t) \).

Theorem 1. Consider a nonlinear system \( \dot{x} = f(x) \) where \( x \in \mathcal{X} \). Let \( V : \mathcal{X} \rightarrow \mathbb{R} \) be a continuously differentiable function such that \( \alpha_1(\|x\|) \leq V(x) \leq \alpha_2(\|x\|) \) and \( \dot{V}(x) \leq -g(x), \forall \|x\| \geq \xi > 0 \), where \( \alpha_1, \alpha_2 \) are class \( \mathcal{K} \) functions and \( g \) is a positive definite function. Then, there exists a finite time \( \tau > 0 \) such that the solution \( x(t) \) satisfies \( \|x(t)\| \leq \alpha_1^{-1}(\alpha_2(\xi)), \forall t \geq \tau \).

Definition 5. Consider a nonlinear system \( \dot{x} = f(x, u, w) \), where: \( x \in \mathcal{X} \), \( u \in \mathcal{U} \), \( w \in \mathcal{W} \) with initial condition \( x(0) \in \mathcal{X} \). The system is said to be Input-to-State Stable (ISS) with respect to \( w \in \mathcal{W} \), if there exist functions \( \beta \in \mathcal{KL}, \gamma \in \mathcal{K} \) such that for any initial condition \( x(0) \in \mathcal{X} \) and any bounded input \( u := \kappa(x) \in \mathcal{U} \), the solution \( x(t) \) exists for all \( t \in \mathbb{R}_{\geq 0} \) and satisfies:

\[
\|x(t)\| \leq \beta(\|x(0)\|, t) + \gamma \left( \sup_{0 \leq s \leq t} \|w(s)\| \right).
\]

Definition 6. A nonlinear system is asymptotically ultimately bounded if a set of initial conditions of the system converges to a bounded set.

3 Problem Formulation

3.1 System Model

Consider a set \( \mathcal{V} \) of \( N \) agents, \( \mathcal{V} = \{1, \ldots, N\} \), operating in a workspace \( \mathcal{D} \subseteq \mathbb{R}^n \); \( \mathcal{D} \) is assumed to be a connected set containing the origin. The uncertain nonlinear continuous dynamics of each agent \( i \in \mathcal{V} \) are given by:

\[
 \dot{x}_i(t) = f_i(x_i(t), u_i(t)) + w_i(t),
\]

where \( x_i(t) \in \mathcal{D} \) denotes the state of each agent; \( u_i(t) \in \mathbb{R}^n \) denotes the control input; \( f_i : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}^n \) is a continuous nonlinear vector valued function; and the term
\[ w_i(t) \in \mathcal{W}_i := \{ w_i \in \mathbb{R}^n : \| w_i \| \leq \tilde{w}_i \}, \forall t \in \mathbb{R}_{\geq 0}, i \in \mathcal{V}. \]  

(5)

For system (4), define the nominal system (without disturbances) by:

\[ \dot{x}_i(t) = f_i(x_i(t), u_i(t)), \]

(6)

where \( w_i(t) = 0, \pi_i(t) \in \mathcal{D} \) and \( \bar{u}_i(t) \in \mathcal{U}_i \), for every \( t \in \mathbb{R}_{\geq 0}, i \in \mathcal{V} \). Hereafter, we shall denote by \( \cdot \) all the nominal signals.

**Assumption 1.** The nonlinear functions \( f_i : \mathcal{D} \times \mathcal{U}_i \to \mathbb{R}^n \) are continuously differentiable with respect both to \( x_i \) and \( u_i \) in \( \mathcal{D} \times \mathcal{U}_i \) with \( f_i(0, 0) = 0, \forall i \in \mathcal{V} \).

**Assumption 2.** The linear systems \( \dot{x}_i(t) = A_i x_i(t) + B_i u_i(t) \), that are the outcome of the linearization of the nominal systems (6) around the equilibrium states \( x_i = 0 \) are stabilizable.

Define the function \( J : \mathcal{D} \times \mathcal{U}_i \to \mathbb{R}^n \) by:

\[ J_i(x_i, u_i) := \sum_{k=1}^{n} \sum_{j=1}^{n} \ell_n(k) \ell_n(j) \frac{\partial f_{i,k}(x_i, u_i)}{\partial u_j}, \]

(7)

where \( f_{i,k} \) stands for the \( k \)-th component of the vector valued function \( f_i \) and the vectors \( \ell_n(\cdot) \) as defined in (1).

**Assumption 3.** We assume that there exist constants \( J_i \) such that:

\[ \lambda_{\min} \left[ \frac{J_i(x_i, u_i) + J_i^\top(x_i, u_i)}{2} \right] \geq J_i > 0, \forall x_i \in \mathcal{D}, u_i \in \mathcal{U}_i. \]

(8)

**Remark 1.** Assumptions 1, 2 are standard assumptions required for the NMPC nominal stability to be guaranteed (see [2]). Assumption 3 is a sufficient controllability condition for nonlinear systems in non-affine form (see e.g., [53]).

### 3.2 Objectives

Given the aforementioned modeling, the objective of each agent \( i \in \mathcal{V} \) is to reach to a pre-defined desired configuration \( x_{i,des} \in \mathcal{D} \) of the workspace from any initial conditions \( x_i(0) \in \mathcal{D} \). Moreover, motivated by practical applications in which agents need to stay sufficiently close in order to execute collaborative tasks, it is desired to introduce connectivity maintenance coupled constraints between the agents. For this reason, assume that:

- over time \( t \in \mathbb{R}_{\geq 0} \), each agent \( i \in \mathcal{V} \) occupies a ball \( B(x_i(t), r_i) \), where \( r_i \in \mathbb{R}_{>0} \) stands for the radius of the ball;
• each agent $i \in \mathcal{V}$ has \textit{communication capabilities} within a limited sensing range $d_i \in \mathbb{R}_{>0}$ such that:

$$d_i > \max_{i,j \in \mathcal{V}, i \neq j} \{r_i + r_j\}. \quad (9)$$

The latter implies that each agent has sufficiently large sensing radius so as to measure the agent with the biggest volume in its vicinity, due to the fact that the agents’ radii are not the same. Taking the above into consideration, the neighboring set of agent $i \in \mathcal{V}$ is defined by:

$$\mathcal{N}_i := \{j \in \mathcal{V}\setminus\{i\} : \|x_i(0) - x_j(0)\| < d_i\}.$$  

The set $\mathcal{N}_i$ is composed of indices of agents $j \in \mathcal{N}$ which are within the sensing range of agent $i$ at time $t = 0$. The proposed decentralized feedback control laws $u_i \in \mathcal{U}_i$ need to guarantee that all agents $j \neq i$ within $\mathcal{N}_i$ remain within distance $d_i$ from $i$ at all times, i.e., the connectivity of all initially connected agents is preserved for all times. For sake of cooperation needs, assume that $\mathcal{N}_i \neq \emptyset$, $\forall i \in \mathcal{V}$, i.e., all agents have at least one neighbor. Moreover, assume that the workspace $\mathcal{D}$ is sufficiently large so that the agents are able to perform the desired navigation task.

\textbf{Definition 7.} The desired configurations $x_{i,\text{des}} \in \mathcal{D}, i \in \mathcal{V}$ are called \textit{feasible}, if they do not result in violation of the connectivity maintenance constraint between the agents, i.e., $\|x_{i,\text{des}} - x_{j,\text{des}}\| < d_i, \forall i \in \mathcal{V}, j \in \mathcal{N}_i$.

### 3.3 Problem Statement

Formally, the control problem considered in this paper, is formulated as follows:

\textbf{Problem 1.} Given $N$ agents governed by dynamics as in (4), under Assumptions 1-3, modeled by the balls $\mathcal{B}(x_i, r_i), i \in \mathcal{V}$, and operating in a workspace $\mathcal{D}$. The agents have communication capabilities according to sensing radii $d_i$, as given in (9). Then, given desired feasible configurations $x_{i,\text{des}} \in \mathcal{D}, i \in \mathcal{V}$ according to Definition 7, the problem lies in designing decentralized feedback control laws $u_i \in \mathcal{U}_i$, such that for every $i \in \mathcal{V}$ and for all initial conditions satisfying $x_i(0) \in \mathcal{D}$ the following specifications are satisfied:

1. navigation to the desired configurations is achieved: $\lim_{t \to \infty} \|x_i(t) - x_{i,\text{des}}\| \to 0$;
2. connectivity between neighboring agents is preserved: $\|x_i(t) - x_j(t)\| < d_i, \forall j \in \mathcal{N}_i, t \in \mathbb{R}_{\geq 0}$; and
3. the agents remain in the workspace: $x_i(t) \in \mathcal{D}, \forall t \in \mathbb{R}_{\geq 0}$.

### 4 Main Results

In this section, a systematic solution to Problem 1 is introduced. Due to the fact that we aim to minimize the terms $\|x_i(t) - x_{i,\text{des}}\|$, as $t \to \infty$, subject to distance and control input constraints imposed by Problem 1, we seek a solution which is the outcome of an decentralized optimization. In Section 4.1 we derive the error dynamics and the distance constraints of each agent; Section 4.2 is devoted to the proposed feedback control design; and lastly in Section 4.3 we deal with the online nominal NMPC design.
Define the uncertain error and nominal error signals $e_i : \mathbb{R}_{\geq 0} \to \mathbb{R}^n$, $\bar{e}_i : \mathbb{R}_{\geq 0} \to \mathbb{R}^n$ by:

$$e_i(t) := x_i(t) - x_{i,\text{des}},$$
$$\bar{e}_i(t) := \bar{x}_i(t) - x_{i,\text{des}},$$

respectively. Then, the corresponding uncertain error dynamics and nominal error dynamics are given by:

$$\dot{e}_i(t) = f_i(e_i(t) + x_{i,\text{des}}, u_i(t)) + w_i(t),$$
$$\dot{\bar{e}}_i(t) = f_i(\bar{e}_i(t) + x_{i,\text{des}}, \bar{u}_i(t)).$$

Define the sets that captures the state constraints on the system (4), posed by Problem 4 by:

$$\mathcal{X}_i := \left\{ x_i(t) \in \mathbb{R}^n : \|x_i(t) - x_j(t)\| \leq d_i - \varepsilon, \forall j \in \mathcal{V}_i \text{ and } x_i(t) \in \mathcal{D} \right\}, i \in \mathcal{V},$$

where $\varepsilon \in \mathbb{R}_{\geq 0}$ is an arbitrary small constant to be chosen. The two constraints in the set $\mathcal{X}_i$ refer to connectivity preservation between neighboring agents and the requirement of the agents to remain in the workspace $\mathcal{D}$ for all times, respectively. In order to translate the constraints that are dictated for the state $x_i$ into constraints regarding the error state $e_i$, define the set

$$\mathcal{E}_i = \left\{ e_i \in \mathbb{R}^n : e_i \in \mathcal{X}_i \oplus (-x_{i,\text{des}}) \right\}, i \in \mathcal{V}.$$ 

Then, the following equivalence holds: $x_i \in \mathcal{X}_i \iff e_i \in \mathcal{E}_i, \forall i \in \mathcal{V}$.

### 4.2 Feedback Control Design

Consider the following feedback control law:

$$u_i(t) := \overline{u}_i(t) + \kappa_i(e_i(t), \bar{e}_i(t)),$$

which consists of a nominal control action $\overline{u}_i \in \mathcal{U}_i$ and a state feedback law $\kappa_i : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}^n$. As it will be presented hereafter, $\overline{u}_i$ will be the outcome of a nominal DFHOCP solved at each sampling time by each agent $i \in \mathcal{V}$; and the feedback law $\kappa_i(e_i, \bar{e}_i)$ is used to guarantee that the real trajectories $e_i(t)$ remain in bounded hyper-tubes centered among the nominal trajectories $\bar{e}_i(t)$, for all times. We will show that the volume of the hyper-tubes depends on the upper bound of the disturbances $\tilde{w}_i$ as given in (5) as well as the bounds of the derivatives of functions $f_i$. For each agent $i \in \mathcal{V}$, denote by:

$$z_i(t) := e_i(t) - \bar{e}_i(t),$$

the deviation between the real states $e_i(t)$ of the uncertain system (10a) and the states $\bar{e}_i(t)$ of the nominal system (10b). Note that initially it holds that $z_i(0) = 0$ for every $i \in \mathcal{V}$. By using (10a), (10b) and (13), the dynamics of $z_i(t)$ for each agent $i \in \mathcal{V}$ are given by:

$$\dot{z}_i = \dot{e}_i - \dot{\bar{e}}_i,$$

$$= f_i(e_i + x_{i,\text{des}}, u_i) + w_i - f_i(\bar{e}_i + x_{i,\text{des}}, \bar{u}_i)$$
$$= f_i(e_i + x_{i,\text{des}}, u_i) - f_i(\bar{e}_i + x_{i,\text{des}}, u_i) + f_i(\bar{e}_i + x_{i,\text{des}}, u_i) - f_i(\bar{e}_i + x_{i,\text{des}}, \bar{u}_i) + w_i$$
$$= \Lambda_i(e_i, \bar{e}_i, u_i) + f_i(\bar{e}_i + x_{i,\text{des}}, u_i) - f_i(\bar{e}_i + x_{i,\text{des}}, \bar{u}_i) + w_i.$$  

(14)
In the latter, the functions \( \Lambda_i : D \times D \times U_i \rightarrow \mathbb{R}^6 \) are defined by:

\[
\Lambda_i(e_i, e_i, u_i) := f_i(e_i + x_{i,\text{des}}, u_i) - f_i(e_i, e_i, u_i),
\]

and are upper bounded by:

\[
\|\Lambda_i(e_i, e_i, u_i)\| \leq \|f_i(e_i + x_{i,\text{des}}, v_i, u_i) - f_i(e_i, e_i, v_i, u_i)\| \\
\leq L_i \|e_i + x_{i,\text{des}} - \bar{e}_i - x_{i,\text{des}}\| \\
= L_i \|e_i - \bar{e}_i\| \\
= L_i \|z_i\|,
\]

where \( L_i > 0 \) are the Lipschitz constants of the functions \( f_i \) with respect to the variables \( x_i \).

**Lemma 2.** The state feedback laws designed as:

\[
\kappa_i(e_i, \bar{e}_i) := -k_i(e_i - \bar{e}_i) = -k_i z_i,
\]

where the control gains \( k_i > 0 \) are chosen as:

\[
k_i := e_i + \frac{1}{J_i} \left( L_i + \frac{1}{4\rho_i} \right) > 0,
\]

where \( e_i, \rho_i > 0 \), are parameters to be appropriately tuned, render the sets:

\[
Z_i := \left\{ z_i(t) \in \mathbb{R}^n : \|z_i(t)\| \leq \bar{z}_i := \frac{\sqrt{\rho_i \bar{w}_i}}{\sqrt{e_i J_i}}, \forall t \in \mathbb{R}_{\geq 0} \right\},
\]

RCI sets for the error dynamical systems \( \text{[14]} \), according to Definition \( \text{[4]} \).

**Proof.** The proof is given in Appendix \( \text{A} \). \qed

The aforementioned result is crucial in robust NMPC frameworks. As it will be shown hereafter, the nominal control actions \( \bar{u}_i(t) \in U_i \) will be the solution of a repetitive DFHOCP solved at every sample time from each agent \( i \in \mathcal{V} \). The nominal trajectories \( \bar{e}_i(t) \) computed by the DFHOCP define a hyper-tube in \( D \) centered along them with radius \( \bar{z}_i \), for every \( t \in \mathbb{R}_{\geq 0} \) and \( i \in \mathcal{V} \) (see Figure \( \text{[1]} \)). By using \( \text{[12]}, \text{[16]} \), the closed-loop system of each agent is written as:

\[
\dot{e}_i(t) = f_i\left(e_i(t), \bar{u}_i(t) - k_i [e_i(t) - \bar{e}_i(t)]\right) + w_i(t), i \in \mathcal{V}.
\]
Remark 2. The volume of the hyper-tubes depends on the bound of the disturbances \( \tilde{w} \), the Lipschitz constant \( L \) of functions \( f \), as well as the constants \( J_i \). Moreover, by tuning the parameters \( k \), \( \rho \) appropriately, we can adjust the volume of the tube.

4.3 Decentralized Online Control Design of \( \tilde{u}_i(t) \)

Consider a sequence of sampling times \( \{t_k\} \), \( k \in \mathbb{N} \), with a constant sampling time \( \delta \), \( 0 < \delta < T \), where \( T \) is the prediction horizon, such that \( t_{k+1} = t_k + \delta \), \( \forall k \in \mathbb{N} \). In sampled data NMPC, a DFHOCP is solved at discrete sampling time instants \( t_k \), by each agent \( i \in \mathcal{V} \), based on the current state error measurement \( \tilde{e}_i(t_k) \). The solution is an optimal control signal \( \pi_i(s) \), computed over \( s \in [t_k, t_k + T] \). The open-loop input signal applied in between the sampling instants is given by the solution of the following DFHOCP:

\[
\min_{\pi_i(\cdot)} J_i(\tilde{e}_i(t_k), \pi_i(\cdot))
= \min_{\pi_i(\cdot)} \left\{ V_i(\tilde{e}_i(t_k + T)) + \int_{t_k}^{t_k+T} \left[ F_i(\tilde{e}_i(s), \pi_i(s)) \right] ds \right\}
\]

subject to:

\[
\dot{\tilde{e}}_i(s) = f_i(\tilde{e}_i(s) + x_{i,\text{dist}}, \pi_i(s)), \tilde{e}_i(t_k) = e_i(t_k),
\]

\[
\tilde{e}_i(s) \in \mathcal{E}_i, \pi_i(s) \in \mathcal{U}_i, s \in [t_k, t_k + T],
\]

\[
\tilde{e}_i(t_k + T) \in \mathcal{F}_i.
\]

At a generic sampling time \( t_k \), agent \( i \in \mathcal{V} \) solves the aforementioned DFHOCP. This means that \( \tilde{e}_i(\cdot) \) is the solution to (20b) driven by the control input \( \pi_i(\cdot): [t_k, t_k + T] \rightarrow \mathcal{U}_i \), with initial condition \( e_i(t_k) \). The functions \( F_i : \mathbb{R}^n \times \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \), \( V_i : \mathbb{R}^n \rightarrow \mathbb{R}_{\geq 0} \) stand for the running cost and the terminal penalty cost, respectively, and they are defined by: \( F_i(e_i, u_i) := e_i^T Q_i e_i + u_i^T R_i u_i \) and \( V_i(e_i) = e_i^T P_i e_i \), respectively; \( R_i \in \mathbb{R}^{n \times n} \) and \( Q_i, P_i \in \mathbb{R}^{n \times n} \) are positive definite gain matrices to be appropriately tuned; \( Q_i \in \mathbb{R}^{n \times n} \) is a positive semi-definite gain matrix to be appropriately tuned. The sets \( \mathcal{F}_i \) are the terminal sets that are used to force the stability of the multi-agent system and will be explained later.

We will explain hereafter the form of the sets \( \tilde{\mathcal{E}}_i \) and \( \tilde{\mathcal{U}}_i \). In order to guarantee that while each agent \( i \in \mathcal{V} \) is solving the DFHOCP \( (20a)-(20d) \) for its nominal system \( \mathcal{E}_i \), \( \mathcal{U}_i \), the real system trajectories \( e_i(t) \), which are the solution of \( (10a) \) as well as the control inputs \( u_i(t) \) satisfy the state and input constraints \( \mathcal{E}_i \), \( \mathcal{U}_i \) respectively, the sets \( \mathcal{E}_i \), \( \mathcal{U}_i \) needs to be properly modified. Due to the fact that \( \mathcal{Z}_i \) are RCI sets of the error dynamics \( (14) \), under the control law \( (12), (16) \), it holds that:

\[
e_i(s) - \mathcal{Z}_i(s) \Rightarrow e_i(s) \in \mathcal{Z}_i \oplus \{ \mathcal{Z}_i(s) \} : \forall s \in [t_k, t_k + T], i \in \mathcal{V}.
\]

Combining the latter with the fact that \( e_i(s) \) needs to satisfy the state constraints \( \mathcal{E}_i \), \( \forall s \in [t_k, t_k + T], i \in \mathcal{V} \), the state constraints set of each agent are modified as:

\[
\tilde{\mathcal{E}}_i := \mathcal{E}_i \oplus \mathcal{Z}_i.
\]

Moreover, by using \( (21) \) as well as \( (12), (16) \), we have:

\[
u_i(s) = (-k_i)(e_i(s) - \mathcal{E}_i(s)) \in (-k_i) \circ \mathcal{Z}_i, \forall s \in [t_k, t_k + T] \\
\Rightarrow u_i(s) \in \{(-k_i) \circ \mathcal{Z}_i \oplus \mathcal{U}_i(s) : \forall s \in [t_k, t_k + T], i \in \mathcal{V} \}
\]
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Combining the latter with the fact that \( u_i(s) \) needs to satisfy the input constraints \( \mathcal{U}_i \), \( \forall s \in [t_k, t_k + T] \), \( i \in \mathcal{V} \), the input constraints set of each agent is modified as:

\[
\mathcal{U}_i := \mathcal{U}_i \ominus \left[ (-k_i) \circ \mathcal{Z}_i \right].
\]

Intuitively, the sets \( \mathcal{E}_i \) and \( \mathcal{U}_i \) are tightened in order to guarantee that while the nominal trajectory \( \overline{e}_i(t) \) and the nominal input \( \overline{u}_i \) are calculated, the corresponding real trajectory \( e_i(t) \) and input \( u_i(t) \) satisfy the state and input constraints \( \mathcal{U}_i, \mathcal{E}_i \), respectively. The advantage of the tube-based frameworks compared to other robust NMPC approaches, is that the constraint tightening is performed off-line, it does not depend of the length of the horizon, but it depends only on the radius of the hyper-tubes \( \overline{z}_i \) and the control gains \( k_i \).

Due to the fact that the connectivity between initially connected agents, i.e., \( j \in \mathcal{N}_i, \forall i \in \mathcal{V} \), needs to be preserved and the agents have communication capabilities within the sensing range \( d_i \) as given in [9], we adopt here the decentralized procedure depicted in Algorithm 1 and explained hereafter. Assume that each agent knows its labeling number \( w_i \), in navigates each agent \( i \in \mathcal{V} \) solve their own DFHOCP (for example, agent 2 has higher priority than agents 3, 4, . . . ). This sequential procedure is continued until all agents \( i \in \mathcal{V} \) solve their own DFHOCP, and then the sampling time is updated. We will show thereafter that by adopting the aforementioned sequential communication procedure, and given that at \( t = 0 \) the DFHOCP \( \text{(20a)} \rightarrow \text{(20d)} \) of all agents are feasible, the agents are navigated to their desired configurations \( x_{i,des} \), while all distance and input constraints imposed by Problem [1] are satisfied. Note that exchanging open-loop predicted trajectories between neighboring agents is an approach adopted earlier in decentralized multi-agent MPC frameworks (see e.g., [49]).

The nominal controller \( \overline{u}_i(\cdot) \) of each agent \( i \in \mathcal{V} \) is calculated online. The state feedback control law \( \kappa_i(e_i, \overline{z}_i) \) defined in [16], is obtained offline, and keeps the trajectories of the error system [14] in a hyper-tube centered along the nominal trajectory \( \overline{z}_i(s) \) with radius \( \overline{z}_i \) as given in [18]. We will show hereafter that the proposed control law [12], where \( \overline{u}_i(\cdot) \) is the solution of the DFHOCP \( \text{(20a)} \rightarrow \text{(20d)} \) for the nominal system \( \text{(10b)} \), navigates each agent \( i \in \mathcal{V} \) with dynamics as in [4] to its desired configuration \( x_{i,des} \) for all \( w_i(t) \in \mathcal{W}_i, t \in \mathbb{R}_{\geq 0} \).

The solution to DFHOCP \( \text{(20a)} \rightarrow \text{(20d)} \) at time \( t_k \) provides an optimal control input, denoted by \( \overline{u}_i(s; e_i(t_k)) \), \( s \in [t_k, t_k + T] \). This control input is then applied to the system until the next sampling instant:

\[
\overline{u}_i(s; \overline{z}_i(t_k)) := \overline{u}_i(s; e_i(t_k)), \quad s \in [t_k, t_k + \delta). \tag{23}
\]

At time \( t_{k+1} = t_k + \delta \) a new DFHOCP is solved in the same manner, leading to a receding horizon approach. Algorithm 2 (from [26]) depicts the procedure of how the proposed control law is calculated and applied to the real system. The solution of \( \text{(10a)} \) at time \( s \), \( s \in [t_k, t_k + T] \), starting at time \( t_k \), from an initial condition \( \overline{z}_i(t_k) = e_i(t_k) \), by application of the control input \( u_i : [t_k, s] \rightarrow \mathcal{U}_i \) as in [24], is denoted by \( e_i(s; u_i(\cdot), \overline{z}_i(t_k)) \), \( s \in [t_k, t_k + T] \). The predicted state of the system \( \text{(20b)} \) at time \( s \) based on the measurement
of the state at time $t_k$, $\eta_i(t_k)$, by application of the control input $\eta_i(t; \bar{\eta}_i(t_k))$ as in (23), is denoted by $\eta_i(s; \bar{\eta}_i(\cdot), \bar{\eta}_i(t_k)), s \in [t_k, t_k + T]$. The overall applied control input for the actual system (4) during the sampling interval consequently is:

$$u_i(s) = \eta_i(s; \bar{\eta}_i(\cdot), \bar{\eta}_i(t_k))) + \kappa_i(e_i(s), \bar{\eta}_i(s; \bar{\eta}_i(\cdot), \bar{\eta}_i(t_k))), s \in [t_k, t_k + \delta),$$

where $\eta_i(s; \bar{\eta}_i(\cdot), \bar{\eta}_i(t_k)))$ is the optimal input given by (23).

**Definition 8.** A control input $\eta_i : [t_k, t_k + T] \rightarrow \mathbb{R}^n$ for a state $e_i(t_k)$ of agent $i \in V$ is called admissible for the DFHOCP (20a)-(20d) if the following hold:

1. $\eta_i(\cdot)$ is piecewise continuous;
2. $\eta_i(s) \in \bar{U}_i, \forall s \in [t_k, t_k + T]$;
3. $\eta_i(t_k + s; \eta_i(\cdot), \eta_i(t_k)) \in \bar{F}_i, \forall s \in [0, T]$; and
4. $\eta_i(t_k + T; \eta_i(\cdot), \eta_i(t_k)) \in \mathcal{F}_i$.

Define the terminal set of each agent $i \in V$ as: $\mathcal{F}_i := \{\bar{e}_i \in \bar{E}_i : V_i(\bar{e}_i) \leq \eta_i \}$ with $\eta_i > 0$. Then, according to Assumption 2 (we refer the reader to [2] for more details), there exists a local admissible feedback law $u_{i,loc}(\bar{x})$ which guarantees that:

1. $u_{i,loc}(\bar{e}_i) \in \bar{U}_i$, for every $\bar{e}_i \in \mathcal{F}_i$;
2. $\frac{\partial V_i(\bar{e}_i)}{\partial \bar{e}_i} f_i(\bar{e}_i, u_{i,loc}(\bar{e}_i)) + F_i(\bar{e}_i, u_{i,loc}(\bar{e}_i)) \leq 0$, for every $\bar{e}_i \in \mathcal{F}_i$.

The methodology under which the constant $\eta_i > 0$ as well as the local controller $u_{i,loc}$ are chosen can be found in [2]. Under these considerations, we can now state the theorem that guarantees the stability of the system (4), under the proposed control law (12), (16) for all initial conditions $e_i(0) \in \mathcal{E}_i, i \in V$. 

---

**Algorithm 1** Information exchange procedure within a horizon $T$

1: $s \in [t_k, t_k + T]$;
2: **while** $V \neq \emptyset$ **do**
3:   **for** $i \in V$ **do**
4:     Solve DFHOCP (20a)-(20d) for agent $i$;
5:     Transmit $\bar{e}_i(s), s \in [t_k, t_k + T]$ to all neighbors $j \in N_i$;
6:     **for** $j \in N_i$ **do**
7:       Update $\bar{e}_j$; \{Agent $j$ has access to open loop predictions of agent $i$\}
8:     Solve DFHOCP (20a)-(20d) for agent $j$;
9:     **if** $N_i \setminus \{i\} = \emptyset$ **then**
10:       $V \leftarrow V \setminus \{j\}$; \{Agent $j$ has no other neighbors\}
11: **end if**
12: **end for**
13: **end for**
14: $V \leftarrow V \setminus \{i\}$;
15: **end while**
16: $t_k \leftarrow t_k + \delta$; \{Update sampling time and run the procedure\}
17: **Go to** “line 1”;
Algorithm 2 Implementation of feedback control laws $u_i(t), i \in V$

**Step 0:** At time $t_0 := 0$, set $e_i(0) = \bar{x}_i(0)$ where $e_i(0)$ is the current state.

**Step 1:** At time $t_k$ and current state $(e_i(t_k), \bar{x}_i(t_k))$, solve DFHOCP (20a)-(20d) to obtain the nominal control action $\bar{u}_i(t_k)$ and the actual control action $u_i(t_k) = \bar{u}_i(t_k) + \kappa_i(e_i(t_k), \bar{x}_i(t_k))$.

**Step 2:** Apply the control $u_i(t_k)$ to the system (10a), during sampling interval $[t_k, t_{k+1})$, where $t_{k+1} = t_k + \delta$.

**Step 3:** Measure the state $e_i(t_{k+1})$ at the next time instant $t_{k+1}$ of the system (10a) and compute the successor state $\bar{x}_i(t_{k+1})$ of the nominal system (10b) under the nominal control action $\bar{u}_i(t_k)$.

**Step 4:** Set $(e_i(t_k), \bar{x}_i(t_k)) \leftarrow (e_i(t_{k+1}), \bar{x}_i(t_{k+1}))$, $t_k \leftarrow t_{k+1}$; Go to Step 1.

**Theorem 2.** Suppose that Assumptions 1-3 hold. Suppose also that at time $t = 0$ the DFHOCP (20a)-(20d) sequentially solved by all the agents $i \in V$, is feasible. Then, the proposed decentralized feedback control law (12), (16), renders the closed-loop system (19) of each agent $i \in V$ Input to State Stable with respect to $w_i(t) \in \mathcal{W}_i$, for every initial conditions $e_i(0) \in \mathcal{E}_i$.

**Proof.** The proof of the theorem consists of two parts:

**Recursive Feasibility:** It will be shown that recursive feasibility is established, and it implies subsequent feasibility. The feasibility proof can be found in Appendix B.

**Convergence Analysis:** The convergence analysis is given in Appendix C. □

**Remark 3.** Assumptions 1-2 as well as communication capabilities among the agents are standard assumptions in order for the nominal stability of decentralized NMPC schemes to be guaranteed. We refer the reader to [2,49] for more details.

5 Simulation Results

For a simulation scenario, consider $N = 3$ agents $V = \{1, 2, 3\}$ with uncertain non-affine nonlinear dynamics given as follows:

$$
\begin{align*}
\dot{x}_{i,1} &= \frac{0.1 - 0.1e^{-x_{i,2}}}{1 + e^{-x_{i,2}}} + 0.25x_{i,1}^2 + 2u_{i,1} + 0.3\cos(t), \\
\dot{x}_{i,2} &= 0.25x_{i,1}^2 + u_{i,2} + 0.1u_{i,2}^3 + 0.2\sin(2t),
\end{align*}
$$

where:

$$
\begin{align*}
x_i &= [x_{i,1}, x_{i,2}]^\top \in \mathbb{R}^2, \\
u_i &= [u_{i,1}, u_{i,2}]^\top \in \mathbb{R}^2, \\
f_i(x_i, u_i) &= \begin{bmatrix} f_{i,1}(x_i, u_i) \\ f_{i,2}(x_i, u_i) \end{bmatrix} = \begin{bmatrix} \frac{0.1-0.1e^{-x_{i,2}}}{1+e^{-x_{i,2}}} + 0.25x_{i,1}^2 + 2u_{i,1} \\ 0.25x_{i,1}^2 + u_{i,2} + 0.1u_{i,2}^3 \end{bmatrix}, \\
w_i(t) &= [0.3\cos(t), 0.2\sin(2t)]^\top,
\end{align*}
$$
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with \( \|w_i(t)\| \leq 0.3 = \tilde{w}_i \), \( \forall t \in \mathbb{R}_{\geq 0} \). From (9) we get:

\[
J_i(x_i, u_i) = \sum_{k=1}^{2} \sum_{j=1}^{2} \ell_n(k)\ell_n(j)^T \frac{\partial f_i,k(x_i, u_i)}{\partial u_j} \\
= \begin{bmatrix} 2 & 0 \\ 0 & 1 + 0.3u_{i,2}^2 \end{bmatrix},
\]

with \( \lambda_{\text{min}} \left( \frac{I + J_i^T}{2} \right) \geq J_i = 1 \). The agents are operating in a workspace \( D = \{ x_i \in \mathbb{R}^2 : -5 \leq x_{i,1}, x_{i,2} \leq 5 \} \) with \( L_i = 2.5 \). The radius and the sensing range of all agents are set to \( r_i = 1 \) and \( d_i = 5 \), respectively. We set \( \varepsilon = 0.01 \), where \( \varepsilon \) is the parameter of the constraints set \( (11) \). The sensing radii result to the following neighboring sets: \( \mathcal{N}_1 = \{ 2 \} = \mathcal{N}_3 \) and \( \mathcal{N}_2 = \{ 1, 3 \} \). The agents’ initial positions are \( x_1(0) = [-3.0, 2.9]^T \), \( x_2(0) = [-2.5, -0.2]^T \) and \( x_3(0) = [-2.9, -4]^T \). Their corresponding desired configurations are \( x_{1,\text{des}} = [0.1206, 1.1155]^T \), \( x_{2,\text{des}} = [2.0, 0.0]^T \) and \( x_{3,\text{des}} = [0.9, -2.8]^T \). According to Definition 7, the above configurations are feasible since it holds that: \( \|x_{i,\text{des}} - x_{i,\text{des}}\| \leq d_i \), \( \forall i \in \mathcal{V} \), \( j \in \mathcal{N}_i \). The sampling time and the total execution time are \( \delta = 0.1 \) and 10 sec, respectively. The control gains are chosen as \( \rho_i = \frac{1}{k_i} = 1 \) and \( k_i = 3.75 \), which result to a tube of radius \( \tilde{z}_i = 0.3 \). The matrices \( Q_i \), \( R_i \) and \( P_i \) are set to 0.5I₂. The initial error constraints of each agent are given as:

\[
\mathcal{E}_1 = \{ e_1 \in \mathbb{R}^2 : -5.1206 \leq e_{1,1} \leq 4.8794, -6.1155 \leq e_{1,2} \leq 3.8845 \}, \\
\mathcal{E}_2 = \{ e_2 \in \mathbb{R}^2 : -7.0 \leq e_{2,1} \leq 3.0, -5.0 \leq e_{2,2} \leq 5.0 \}, \\
\mathcal{E}_3 = \{ e_3 \in \mathbb{R}^2 : -5.9 \leq e_{3,1} \leq 4.1, -2.2 \leq e_{3,2} \leq 2.2 \},
\]

and the corresponding modified error constrains which are used for the solution of the online NMPC as:

\[
\mathcal{F}_1 = \{ e_1 \in \mathbb{R}^2 : -4.8206 \leq e_{1,1} \leq 4.5794, -5.8155 \leq e_{1,2} \leq 3.5845 \}, \\
\mathcal{F}_2 = \{ e_2 \in \mathbb{R}^2 : -6.7 \leq e_{2,1} \leq 2.7, -4.7 \leq e_{2,2} \leq 4.7 \}, \\
\mathcal{F}_3 = \{ e_3 \in \mathbb{R}^2 : -5.6 \leq e_{3,1} \leq 3.8, -1.9 \leq e_{3,2} \leq 1.9 \}.
\]

The input constraints of each agent are set to:

\[
\mathcal{U}_i = \{ u_i \in \mathbb{R}^2 : -2.125 \leq u_{i,1}, u_{i,2} \leq 2.125 \}, i \in \mathcal{V}.
\]

The corresponding modified input constraint sets for the online NMPC are given as:

\[
\mathcal{W}_i = \{ w_i \in \mathbb{R}^2 : -1 \leq w_{i,1}, w_{i,2} \leq 1 \}, i \in \mathcal{V}.
\]

Fig. 2, 4 and 6 depict the evolution of the real and the nominal trajectories as well as the tubes of agents 1, 2 and 3 respectively. The tubes are centered along the nominal trajectory of each agent and the real trajectory always remain within the tubes for all times. Fig. 3, 5 and 7 represent the evolution of the error signals \( e_1(t), e_2(t) \) and \( e_3(t) \), respectively. The evolution of the trajectories of all agents in the workspace is depicted in Fig. 8. The distance between the neighboring agents 1 – 2 and 2 – 3 is represented in Fig. 9. Finally, the control effort of each agent is shown in Fig. 10.

It can be observed that all agents reach their desired configurations by satisfying all the constraints imposed by Problem 1. The simulation was performed in MATLAB R2015a Environment utilizing the NMPC optimization toolbox provided in [6]. The simulation takes 82 sec on a desktop with 8 cores, 3.60 GHz CPU and 16GB of RAM.
Figure 2: The evolution of the trajectory of agent 1 in the workspace $D$ over the time interval $[0, 10]$ sec. The solid and the dashed lines represent the real and the nominal trajectory, respectively. The gray circles represent the tube.

Figure 3: The evolution of the real error signals $e_1(t)$ and the nominal error signals $\bar{e}_1(t)$ over the time interval $[0, 10]$ sec

**Remark 4.** It should be noted that in this paper we consider heterogeneous agents, i.e., functions $f_i, i \in V$ in (4) may be different for each agent. In the aforementioned simulation example, for convenience and simplified calculations, we considered homogeneous agents, i.e., the functions $f_i$ are the same for all agents.
Figure 4: The evolution of the trajectory of agent 2 in the workspace $D$ over the time interval $[0, 10]$ sec. The solid and the dashed lines represent the real and the nominal trajectory, respectively. The gray circles represent the tube.

Figure 5: The evolution of the real error signals $e_2(t)$ and the nominal error signals $\overline{e}_2(t)$ over the time interval $[0, 10]$ sec.

6 Conclusions and Future Research

This paper investigates the problem of decentralized tube-based MPC for uncertain nonlinear continuous-time multi-agent systems. Each agent has a limited sensing range within which can exchange information with neighboring agents. The task involves navigation to predefined configurations with connectivity preservation of the initially connected agents.
Figure 6: The evolution of the trajectory of agent 3 in the workspace $D$ over the time interval $[0, 10]$ sec. The solid and the dashed lines represent the real and the nominal trajectory, respectively. The gray circles represent the tube.

Figure 7: The evolution of the real error signals $e_3(t)$ and the nominal error signals $\bar{e}_3(t)$ over the time interval $[0, 10]$ sec.

Each agent solves a nominal DFHOC in order to calculate a potion of its control input. The other portion of the control input is calculated offline in order to guarantee that the real trajectory of the agent remains in a bounded hyper-tube for all times, due to disturbances. Simulation results verify the proposed approach. Future efforts will be devoted towards the directions of reducing the communication burden between the agents.
Figure 8: The workspace $\mathcal{D}$ along with the trajectories of all agents.

Figure 9: The distance between the neighboring agents $1-2$ and $2-3$. The distance remains below the threshold $d_1 = d_2 = d_3 = 5$ for all times, i.e., the connectivity of the neighboring agents is preserved for all times.

by introducing event-triggered communication controllers.
Figure 10: The control input signals $u_i(t)$, $i \in \mathcal{V}$ satisfying the constraints $u_i(t) \in \mathcal{U}_i$, $\forall i \in \mathcal{V}$, $t \in \mathbb{R}_{\geq 0}$.

### Appendices

#### A Proof of Lemma 2

Consider the candidate Lyapunov function $\varphi(z_i) = \frac{1}{2}\|z_i\|^2 > 0$ with $\varphi(0) = 0$. The time derivative of $\varphi$ along the trajectories of the system (14), is given by:

$$
\dot{\varphi}(z_i) = z_i^T \dot{z}_i
= z_i^T \left[ \Lambda_i(e_i, \bar{e}_i, u_i) + f_i(\bar{e}_i + x_{i,\text{des}}, u_i) - f_i(\bar{e}_i + x_{i,\text{des}}, \bar{u}_i) + w_i \right]
\leq \|z_i\| \|\Lambda_i(e_i, \bar{e}_i, u_i)\| + z_i^T w_i + z_i^T \left[ f_i(\bar{e}_i + x_{i,\text{des}}, u_i) - f_i(\bar{e}_i + x_{i,\text{des}}, \bar{u}_i) \right],
$$

which by using the upper bound of $\Lambda_i$ as in (15), becomes:

$$
\dot{\varphi}(z_i) \leq L_i \|z_i\|^2 + z_i^T w_i + z_i^T \left[ f_i(\bar{e}_i + x_{i,\text{des}}, u_i) - f_i(\bar{e}_i + x_{i,\text{des}}, \bar{u}_i) \right]. \tag{25}
$$

By invoking Lemma 1 for $M = I_n$ we have:

$$
z_i^T w_i \leq \frac{\|z_i\|^2}{4\rho_i} + \rho_i \|w_i\|^2 \leq \frac{\|z_i\|^2}{4\rho_i} + \rho_i \tilde{w}_i^2,
$$

for any constants $\rho_i > 0$. By using the aforementioned inequalities, (25) becomes:

$$
\dot{\varphi}(z_i) \leq \left( L_i + \frac{1}{4\rho_i} \right) \|z_i\|^2 + \rho_i \tilde{w}_i^2 + z_i^T \left[ f_i(\bar{e}_i + x_{i,\text{des}}, u_i) - f_i(\bar{e}_i + x_{i,\text{des}}, \bar{u}_i) \right]. \tag{26}
$$

According to Proposition 1 and due to the fact that the sets $\mathcal{U}_i$ are convex, i.e.,

$$
\text{Co}(u_i, \bar{u}_i) \subseteq \mathcal{U}_i, \forall u_i, \bar{u}_i \in \mathcal{U}_i, i \in \mathcal{V},
$$
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there exist constant vectors $\xi_{i,1}, \ldots, \xi_{i,n} \in \text{Co}(u_i, \overline{u}_i)$ such that:

$$f_i(\overline{v}_i + x_{i,\text{des}}, u_i) - f_i(\overline{v}_i + x_{i,\text{des}}, \overline{u}_i) = \left[ \sum_{k=1}^{n} \sum_{j=1}^{n} \ell_n(k) \ell_n(j)^T \frac{\partial f_i(\overline{v}_i + x_{i,\text{des}}, \xi_{i,k})}{\partial u_j} \right] (u_i - \overline{u}_i) = J_i(\overline{v}_i + x_{i,\text{des}}, \xi_{i,k})(u_i - \overline{u}_i).$$

Then, (26) becomes:

$$\dot{\varphi}(z_i) \leq \left( L_i + \frac{1}{4\rho_i} \right) \|z_i\|^2 + \rho_i \tilde{w}_i^2 + z_i^T J_i(\overline{v}_i + x_{i,\text{des}}, \xi_{i,k})(u_i - \overline{u}_i).$$  \hspace{1cm} (27)

By designing the control laws $u_i - \overline{u}_i$ as in (12), (16) we get:

$$\dot{\varphi}(z_i) \leq \left( L_i + \frac{1}{4\rho_i} \right) \|z_i\|^2 + \rho_i \tilde{w}_i^2 - k_i z_i^T J_i(\overline{v}_i + x_{i,\text{des}}, \xi_{i,k}) z_i.$$

Writing the matrices $J_i$ as $J_i = \frac{J_i + J_i^T}{2} + \frac{J_i - J_i^T}{2}$ and taking into account that $y^T \left( \frac{J_i - J_i^T}{2} \right) y = 0, \forall y \in \mathbb{R}^n$ we get:

$$\dot{\varphi}(z_i) \leq \left( L_i + \frac{1}{4\rho_i} \right) \|z_i\|^2 + \rho_i \tilde{w}_i^2 - k_i \tilde{z}_i^T \left[ J_i(\overline{v}_i + x_{i,\text{des}}, \xi_{i,k}) + J_i^T(\overline{v}_i + x_{i,\text{des}}, \xi_{i,k}) \right] \tilde{z}_i.$$

By using (8) from Assumption 3 and the fact that:

$$y^T P y \geq \lambda_{\min}(P) \|y\|^2, \forall y \in \mathbb{R}^n, P \in \mathbb{R}^{n \times n}, P > 0,$$

we obtain:

$$\dot{\varphi}(z_i) \leq \left( L_i + \frac{1}{4\rho_i} \right) \|z_i\|^2 + \rho_i \tilde{w}_i^2 - k_i \lambda_{\min} \left[ J_i(\overline{v}_i + x_{i,\text{des}}, \xi_{i,k}) + J_i^T(\overline{v}_i + x_{i,\text{des}}, \xi_{i,k}) \right] \|z_i\|^2 \leq \left( L_i + \frac{1}{4\rho_i} \right) \|z_i\|^2 + \rho_i \tilde{w}_i^2 - k_i \tilde{L} \|z_i\|^2 = -k_i \tilde{L}\left[ L_i + \frac{1}{4\rho_i} \right] \|z_i\|^2 + \rho_i \tilde{w}_i^2.$$

By designing the control gains $k_i$ as in (17), it yields:

$$\dot{\varphi}(z_i) = -k_i \tilde{L}\|z_i\|^2 + \rho_i \tilde{w}_i^2.$$

Thus, it is guaranteed that $\dot{\varphi}(z_i) < 0$ when: $\|z_i\| > \tilde{z}_i$, where $\tilde{z}_i$ is given in (18). By invoking Theorem 1 and due to the fact that $z_i(0) = 0, \forall i \in \mathcal{V}$ we have that:

$$\|z_i(t)\| \leq \tilde{z}_i, \forall t \in \mathbb{R}_{\geq 0}, i \in \mathcal{V},$$

which leads to the conclusion of the proof. \hfill \Box
B Feasibility Analysis of Theorem 2

Consider a sampling instant $t_k$ for which a solution $\bar{u}_i^t(\cdot; \bar{e}_i(t_k))$ to DFHOCP (20a)-(20d) of agent $i \in \mathcal{V}$ exists. Suppose now a time instant $t_{k+1}$ such that $t_{k+1} = t_k + \delta$, and consider that the optimal control signal calculated at $t_k$ is comprised of the following two portions:

$$\bar{u}_i^t(\cdot; \bar{e}_i(t_k)) = \begin{cases} \bar{u}_i^t(s; \bar{e}_i(t_k)), & s \in [t_k, t_{k+1}] \\ \bar{u}_i^t(s; \\ \bar{e}_i(t_k)), & s \in [t_{k+1}, t_k + T_p] \end{cases}, \quad (28)$$

Both portions are admissible since the calculated optimal control input is admissible, and hence they both conform to the input constraints. Furthermore, the predicted states $\bar{e}_i(s; \bar{u}_i^t(\cdot), \bar{e}_i(t_k))$ will satisfy the state constraints for every $s \in [t_k, t_k + T]$ and it also holds that:

$$\bar{e}_i(t_k + T; \bar{u}_i^t(\cdot), \bar{e}_i(t_k)) \in \mathcal{F}_i. \quad (29)$$

As discussed in Section 4.3, according to Assumption 2, there exists an admissible control input $u_i,\text{loc}(\bar{e}_i)$ that renders $\mathcal{F}_i$ invariant over $[t_k + T, t_{k+1} + T]$. Given the above facts, we can construct an admissible input $\bar{u}_i(\cdot)$ starting at time $t_{k+1}$ by sewing together the second portion of (28) and the input $u_i,\text{loc}(\bar{e}_i)$ as:

$$\bar{u}_i(s) = \begin{cases} \bar{u}_i(s; \bar{e}_i(t_k)), & s \in [t_{k+1}, t_k + T] \\ u_i,\text{loc}(\bar{e}_i(s)), & s \in (t_k + T, t_{k+1} + T) \end{cases},$$

Applied at time $t_{k+1}$, $\bar{u}_i(s)$ is an admissible control input with respect to the input constraints as a composition of admissible control inputs, for all $s \in [t_{k+1}, t_{k+1} + T]$. What remains to prove is the following statement.

**Statement:** $e_i(t_{k+1} + s; \bar{u}_i(\cdot), e_i(t_{k+1})) \in \mathcal{E}_i$, $\forall s \in [0, T]$.

Initially, at time $t_{k+1}$, $\bar{u}_i$ is an admissible control input according to Definition 8. The, according to 3) of Definition 8 we have that:

$$e_i(t_{k+1} + s; \bar{u}_i(\cdot), e_i(t_{k+1})) \in \mathcal{E}_i = \mathcal{E}_i \cup \mathcal{Z}_i, \forall s \in [0, T],$$

By invoking (13) and the fact that $\mathcal{Z}_i$ are RCI sets it is guaranteed that:

$$e_i(t_{k+1} + s; \bar{u}_i(\cdot), e_i(t_{k+1})) - e_i(t_{k+1} + s; \bar{u}_i(\cdot), \bar{e}_i(t_{k+1})) \in \mathcal{Z}_i, \forall s \in [0, T].$$

Adding the latter to the former yields:

$$e_i(t_{k+1} + s; \bar{u}_i(\cdot), e_i(t_{k+1})) \in (\mathcal{E}_i \cup \mathcal{Z}_i) \cup \mathcal{Z}_i, \forall s \in [0, T].$$

By using Property 11 we have that: $(\mathcal{E}_i \cup \mathcal{Z}_i) \cup \mathcal{Z}_i \subseteq \mathcal{E}_i$. Thus, it holds that $e_i(t_{k+1} + s; \bar{u}_i(\cdot), e_i(t_{k+1})) \in \mathcal{E}_i, \forall s \in [0, T]$, which concludes the proof of the statement.

By taking the aforementioned into consideration, the feasibility of a solution to the optimization problem at time $t_k$ implies feasibility at all times $t_{n+1}$, with $n > k$. Thus, since at time $t = 0$ a solution is assumed to be feasible, a solution to the optimal control problem is feasible for all $t \in \mathbb{R}_{\geq 0}$, and for all agents $i \in \mathcal{V}$. \qed
C Convergence Analysis of Theorem 2

Due to the fact the sets $\mathcal{Z}_i$ as given in (18), are RCI, i.e., $z_i(t) \in \mathcal{Z}_i$, for every $t \in \mathbb{R}_{\geq 0}$, there exist class $\mathcal{K}$ functions $\gamma_i$ (see [52, Sec. 4.9, p. 175]) such that:

$$\|z_i(t)\| \leq \gamma_i \left( \sup_{0 \leq \tau \leq t} \|w_i(\tau)\| \right), \forall t \in \mathbb{R}_{\geq 0}, i \in \mathcal{V}. \quad (30)$$

Since only the nominal system dynamics (6) are used for the online computation of the control actions $\tau_i(s) \in \mathcal{U}_i$, $s \in [t_k, t_k + T]$ through the DFHOCP (20a)-(20d), by invoking nominal NMPC stability results found on [2, 54, 55], it can be proven that the NMPC control law $\tau_i$ renders the closed loop trajectories of the nominal system (6) asymptotically ultimately bounded in the sets $\mathcal{F}_i$, for all $i \in \mathcal{V}$, as given in Definition 6. Then, from [52, Lemma 4.5, p. 150], there exist class $\mathcal{KL}$ functions $\beta_i$, such that:

$$\|e_i(t)\| \leq \beta_i(\|e_i(0)\|, t), \forall t \in \mathbb{R}_{\geq 0}, i \in \mathcal{V}. \quad (31)$$

According to (13) it holds that:

$$e_i(t) = \bar{e}_i(t) + z_i(t)$$

$$\Rightarrow \|e_i(t)\| = \|\bar{e}_i(t) + z_i(t)\| \leq \|\bar{e}_i(t)\| + \|z_i(t)\|, i \in \mathcal{V},$$

and $e_i(0) = \bar{e}_i(0)$. By combining the latter with (30) and (31), we conclude that for all agents $i \in \mathcal{V}$ and for all the conditions $e_i(0) \in \mathcal{E}_i$ it holds that:

$$\|e_i(t)\| \leq \beta_i(\|e_i(0)\|, t) + \gamma_i \left( \sup_{0 \leq \tau \leq t} \|w_i(\tau)\| \right), \forall t \in \mathbb{R}_{\geq 0}.$$

Thus, we have shown that the proposed control law (12) renders the closed-loop system (19) ISS with reference to the disturbances $w_i(t) \in \mathcal{W}_i$, for every initial condition $x_i(0) \in \mathcal{X}_i$ and $i \in \mathcal{V}$. \qed
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