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Abstract

In the control of vehicular platoons, the disturbances acting on one vehicle can propagate and affect other vehicles. If the
disturbances do not amplify along the vehicular string, then it is called string stable. However, it is usually difficult to achieve
string stability with a distributed control setting, especially when a constant spacing policy is considered. This note considers
the string unstable cases and studies disturbance propagation in a nonlinear vehicular platoon consisting of n+1 vehicles where
the (virtual) leading vehicle provides the reference for a constant spacing policy. Apart from the communications between
consecutive vehicles, we also assume that each vehicle can receive information from r neighbors ahead, that is, the vehicular
platoon has communication range r. Inspired by existing control protocols, a unified distributed nonlinear control law with a
variable r is proposed to facilitate the analysis. For the maximal overshoot of the inter-vehicular spacing errors, we explicitly
show that the effect of disturbances, including the external disturbances acting on each vehicle and the acceleration of the

leading vehicle, is scaled by O(
√⌈

n
r

⌉
) for a fixed n. This implies that disturbance propagation can be reduced by increasing

communication range. Numerical simulation is provided to illustrate the main results.
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1 Introduction

Vehicular platooning is an intelligent transportation ap-
plication which allows a string of vehicles to move in a
closely spaced manner. This can decrease the aerody-
namic drag and increase the traffic throughput [Varaiya,
1993]. Centralized control is impractical when the vehic-
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ular platoons are large in length considering the limited
wireless communication range and the delay in transmis-
sion. Therefore, distributed control protocols are consid-
ered (see e.g., Zheng et al. [2015], Herman et al. [2017],
Peters et al. [2014]). However, the distributed design
leads to the so called disturbance propagation in vehic-
ular platoons.

Many works consider a safety and performance criterion
related to disturbance propagation called string stability
(see the recent tutorial [Feng et al., 2019]). There are var-
ious definitions for string stability in existing works, but
they all assert similar properties that the effect of distur-
bances does not amplify along the vehicular string and is
independent of the platoon length. Depending on where
the disturbances under concern act on, string stability
w.r.t. the external input (e.g., acceleration) of the lead-
ing vehicle [Ploeg et al., 2013], and string stability w.r.t.
the external disturbances on each vehicles [Besselink and
Johansson, 2017, Monteil et al., 2019] can be defined.
Depending on which kind of signal norms is utilized
to characterize the effect of the disturbances, there are
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mainly two notions, i.e., L2 string stability [Ploeg et al.,
2013, Stüdli et al., 2018, Herman et al., 2016] and L∞
string stability [Swaroop and Hedrick, 1996, Besselink
and Johansson, 2017, Monteil et al., 2019]. Specifically,
L2 string stability can be specified using H∞ norms of
the transfer functions related to the dynamics of each
vehicles. The characterization ofL∞ string stability usu-
ally relies on Lyapunov methods [Swaroop and Hedrick,
1996, Besselink and Johansson, 2017]. Recently, Monteil
et al. [2019] showed that L∞ string stability can be ele-
gantly specified based on contraction theory [Aminzare
and Sontag, 2014]. This method is extended in [Silva
et al., 2021] where a disturbance rejection control design
is proposed.

It is known that string stability of vehicular platoons
with constant spacing policy can be achieved if the lead-
ing vehicle can broadcast its information to all the other
vehicles (see e.g., Monteil et al. [2019], Besselink and Jo-
hansson [2017]). However, it is not practical when the
platoon length is large and the broadcast delays should
be considered [Peters et al., 2014]. Another solution to
string stability is using time headway policies which rely
on absolute velocity information. For example, Knorn
and Middleton [2013] considered a vehicular platoon
where each vehicle can communicate with two preced-
ing neighbors and showed it is string stable provided a
sufficiently large time headway. As a drawback of time
headway policies, undesirable large steady-state inter-
vehicular distances can occur [Herman et al., 2017].

Despite the nice properties ensured by string stability,
there are many negation results suggest that it is usu-
ally difficult to achieve string stability especially when
the constant spacing policy is considered. For example,
Seiler et al. [2004], Barooah and Hespanha [2005] showed
that vehicular platoons with double integrator dynam-
ics using only relative spacing information and constant
spacing policies are alwaysL2 string unstable for any lin-
ear controller. Yadlapalli et al. [2006] showed that string
stability cannot be guaranteed for non-cyclic vehicular
platoons with constant spacing policies if the communi-
cation range is limited (see also [Yadlapalli et al., 2005]).
Specifically, they proved that string stability can be en-
sured if at least one vehicle in the platoon has a specified
large enough communication range related to the pla-
toon length. Peters et al. [2016] showed that cyclic vehic-
ular platoons with constant spacing policies using only
the information of the predecessor are not even stable
when the platoon length is large enough. Recently, Far-
nam and Sarlette [2019] provided an impossibility result
for string stability which covers a broad range of control
designs.

For the string unstable cases, analyzing the effect of dis-
turbance propagation is of both theoretical and practi-
cal interest. For linear vehicular platoons, this can be
analyzed by a transfer function matrix that relates the
vector of all external disturbances to the vector of all
spacing errors (see e.g., Seiler et al. [2004], Yadlapalli

et al. [2006]). Lyapunov methods for studying distur-
bance propagation have also been reported (see e.g., Li
et al. [2019], Herman et al. [2017]), and the results are
essentially on the convergence rate of the platoon to a
desired spacing configuration since disturbance propaga-
tion can be reduced by increasing the convergence rate.

Unlike the aforementioned works, the disturbance prop-
agation problem studied in this paper is formulated by
the relation between the disturbances and the maximal
overshoot of the inter-vehicular spacing errors. Note that
if this relation is independent of the platoon length, then
a L∞ string stability-like result is achieved. Similar to
[Yadlapalli et al., 2006, Li et al., 2019], we study ve-
hicular platoons with variable communication ranges,
that is, each vehicle can receive information from cer-
tain amount of neighbors ahead. Compared to the afore-
mentioned works which focus on linear control proto-
cols, our main contribution is related to a contraction
theory framework which allows to analyze nonlinear ve-
hicular platoons and can provide explicit bound for the
maximal overshoot of spacing errors subject to external
disturbances acting on each vehicle and the acceleration
of the leading vehicle. For a vehicular platoon consisting
of n+ 1 vehicles with communication range r, we show
that the effect of disturbances on the aforementioned

bound is scaled by O(
√⌈

n
r

⌉
) for a fixed n. The analy-

sis is conducted for a proposed unified nonlinear control
protocol which allows considering a variable r. We be-
lieve that the proposed framework can also be applied
to other platooning protocols, especially nonlinear ones,
since it essentially only requires that the platooning sys-
tems satisfy certain contractive properties. To demon-
strate this, a distributed heterogeneous control design is
given in Section 5, with which the proposed framework
shows that L∞ string stability can be achieved.

The remainder of this paper is organized as follows.
The next section reviews some basic notions and results
in contraction theory. Section 3 presents the configura-
tion and modeling of the studied vehicular platoons and
a unified control protocol for different communication
ranges. The main result is given in Section 4. Section 5
describes a byproduct of themain result, i.e., aL∞ string
stability result. Simulation analysis is provided in Sec-
tion 6.

2 Preliminaries

Let | · | : Rn → R≥0 denote a vector norm. The in-
duced matrix norm || · || : Rn×p → R≥0 is ||A|| :=
max|x|=1 |Ax|. The matrix measure µ : Rn×n → R, as-
sociated with | · |, is µ(A) := limε→0+

||In+εA||−1
ε . For

p ∈ {1, 2,∞}, let µp [|| · ||p] denote the matrix measure
[matrix norm] associated with the p-norm | · |p. For any
measurable vector function θ : R≥0 → Rn and a vector
norm | · |, define ||θ|| := ess. supt≥0 |θ(t)|, i.e., the signal
L∞ norm induced by the vector norm | · |. For example,
we use ||θ||∞ to denote the signal L∞ norm induced by
| · |∞. Note that although || · || is used for both the signal
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L∞ norm and the induced matrix norm, the ambiguity
is avoided due to the different representations of the ar-
guments, that is, we always use uppercase letters to rep-
resent matrices and lowercase letters to represent vector
functions. For a signal u(t) ∈ Rn defined on [0, T ) and
for some τ ∈ [0, T ), define the related truncation signals:

uτ (t) =

{
u(t), t ∈ [0, τ ],

0, t ∈ (τ, T ).

uτ (t) =

{
0, t ∈ [0, τ),

u(t), t ∈ [τ, T ).

Then, for 0 < τ1 < τ2 < T , a truncation on the time
period [τ1, τ2] of u(t) is denoted uτ1

τ2 .

Next we review some basic results on contractive systems
[Aminzare and Sontag, 2014]. Consider the nonlinear
time-varying system:

ẋ(t) = f(t, x(t)), (1)

where f : R≥0 ×Ω → Rn is C1 and Ω is a convex subset
of Rn. For t ≥ t0 ≥ 0 and x0 ∈ Ω, we assume that (1)
admits a unique solution x(t, t0, x0) for all t ≥ t0, and
that x(t, t0, x0) ∈ Ω for all t ≥ t0. From here on we
always take t0 = 0 and write x(t, x0) for x(t, 0, x0).

The system (1) is called contractive if there exist a vector
norm | · | : Rn → R≥0 and η > 0 such that for any a, b ∈
Ω,

|x(t, a)− x(t, b)| ≤ exp(−ηt)|a− b|, for all t ≥ 0. (2)

In other words, any two trajectories converge to each
other at an exponential rate. Hence, all the trajectories
eventually converge to a unique steady-state solution.

Let J(t, x) := ∂
∂xf(t, x) denote the Jacobian of the vec-

tor field f with respect to x. A sufficient condition [Russo
et al., 2010] guaranteeing (2) is that the matrix mea-
sure µ(·) : Rn×n → R, associated with | · |, satisfies

µ(J(t, x)) ≤ −η, for all t ≥ 0, x ∈ Ω. (3)

The next result given by Desoer and Haneda [1972]
shows that a contractive system with an additive input
is input-to-state stable (ISS) [Sontag, 1989, Def. 2.1].
Proposition 1. Consider the system (1) with an input
u(t) ∈ Rn, i.e.,

ẋ(t) = f(t, x(t)) + u(t), (4)

where u : R≥0 → Rn is piecewise continuous. Assume
that condition (3) holds with Ω = Rn, and f(t, 0) = 0 for
all t ≥ 0. Then,

|x(t, x0)| ≤ exp(−ηt)|x0|+
∫ t

0

exp(−η(t− s))|u(s)|ds,

(5)

for all t ≥ 0. That is, there exists a class KL function
β : R≥0×R≥0 → R≥0 and a class K function γ : R≥0 →
R≥0 such that

|x(t, x0)| ≤ β(|x0|, t) + γ(||ut||), for all t ≥ 0, (6)

where β(s, t) = exp(−ηt)s and γ(s) = s/η.
Remark 1. By computing the integral in (5), we have

|x(t, x0)| ≤ exp(−ηt)|x0|+
1− exp(−ηt)

η
||ut||,

for all t ≥ 0. Note that this offers a better bound on
|x(t, x0)| compared to (6), but the subsequent analysis will
exploit the latter for simplicity.

3 Problem formulation

Consider the longitudinal formation control problem of
a vehicular string consisting of (n + 1) vehicles. The
position and velocity of the ith vehicle is denoted pi(t)
and vi(t), i = 0, 1, . . . , n, respectively. The state of the
leading vehicle (p0(t), v0(t)) provides a reference for the
platoon. The dynamics of the ith vehicle, i = 1, . . . , n,
is described as a second order linear system:

ṗi = vi,

miv̇i = ui + θi,
(7)

wheremi is the mass of the ith vehicle, θi(t) denotes the
external disturbance, and ui(t) is the control input of
the ith vehicle. Note that the longitudinal dynamics of
vehicles is typically modeled as a nonlinear system, and
(7) can be obtained via feedback linearization (see e.g.
Stankovic et al. [2000]).

The control goal is to maintain certain designed inter-
vehicular distances for the platoon, i.e., the constant
spacing policy. To formalize this, define a new state x ∈
Rn whose ith entry is

xi := pi−1 − pi, i = 1, . . . , n,

i.e., the ith inter-vehicular distance. Let e ∈ Rn be a
vector with positive entries, and its ith entry ei, i =
1, . . . , n, denotes the desired ith inter-vehicular distance.

As shown in [Ploeg et al., 2013, Besselink and Johans-
son, 2017, Monteil et al., 2019], both the external distur-
bances acting on each vehicle and the acceleration of the
leading vehicle, i.e., θi’s and v̇0, affect the inter-vehicular
spacing errors xi − ei, i = 1, . . . , n. This work seeks to
analyze the effects of θi’s and v̇0 simultaneously. To fa-
cilitate this, we exploit a set of decentralized tracking
controllers such that the velocity of the ith vehicle can
track a desired value vdi(t) given by

vdi(t) := di(xi(t), xi+1(t)) + v0(t), i = 1, . . . , n− 1,

vdn(t) := dn(xn(t)) + v0(t). (8)
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The mappings di, i = 1, . . . , n, are C1 w.r.t the argu-
ments and satisfy di(ei, ei+1) = 0, i = 1, . . . , n− 1, and
dn(en) = 0. That is, the desired velocity of the platoon
is v0(t) when the desired configuration x = e is achieved.
Throughout the note (except Section 5) we consider a set
of di’s such that there exist positive constants η1 and c,

∂di
∂xi

> 0,
∂di

∂xi+1
< 0,

∂di
∂xi

+
∂di

∂xi+1
≥ η1, (9)

max

{∣∣∣∣∂di∂xi

∣∣∣∣ , ∣∣∣∣ ∂di
∂xi+1

∣∣∣∣} ≤ c, (10)

for all i = 1, . . . , n, and all x ∈ Rn. Note that ∂dn

∂xn+1
= 0.

Remark 2. The mappings di can be viewed as a forma-
tion protocol [Mesbahi and Egerstedt, 2010] for the pla-
toon with the first order dynamics ṗi = vi, i = 1, . . . , n.
For example, we can design di’s as the standard linear
formation protocol

di(xi, xi+1) = ℓpi (xi − ei)− ℓfi (xi+1 − ei+1), (11)

where ℓpi , ℓ
f
i > 0, i = 1, . . . , n. Note that Conditions (9)-

(10) hold in this case with ℓpi > ℓfi for all i.

We assume that consecutive vehicles can communicate
information including relative positions and velocities.
Additionally, each vehicle can receive information from r
neighboring vehicles ahead. In other words, the platoon
has communication range r ∈ {1, . . . , n}. For practical
applications, a large r can cause time-delays in commu-
nication. The current work considers a ideal case with-
out delays to simplify the analysis. We note however that
time-delays could be considered in the suggested frame-
work and are indeed a topic of future work.

Let di = 0 and vi = v0 for all i ≤ 0. We propose the
following control protocol with r ∈ {1, . . . , n}

1

mi
ui = −ki

vi −
r−1∑
j=0

di−j − vi−r

+
∂di
∂xi

(vi−1 − vi)

+
∂di

∂xi+1
(vi − vi+1), i = 1, . . . , n,

(12)

where ki > 0, i = 1, . . . , n, are the control gains. Note
that the third term on the right side of (12) vanishes
for i = n. We can see from (12) that Condition (9) is
actually related to exploiting asymmetric weights on the
feedback of vi−1 − vi and vi − vi+1, which is known to
have the ability to enhance robustness [Monteil et al.,
2019, Hao et al., 2012].
Remark 3. The control design (12) is inspired by some
existing platooning protocols. For example, Eq. (12) with
r = 1 has the same structure as the control protocol given
in [Herman et al., 2017, Eq. (2)], that is, each local con-
troller only exploits relative information w.r.t. the im-
mediate predecessor and follower. Eq. (12) with r = n

is similar to the control design in [Monteil et al., 2019,
Eq. (6)], with the distinction that the latter utilizes the
feedback term on the relative position w.r.t. the leading

vehicle, i.e, p0 − pi −
∑i

j=1 ej. In (12) with r = n, this

term is replaced by the weighted version
∑n−1

j=0 di−j (i.e.,∑i
j=1 dj). Note that both terms correspond to a direct

coupling from the leading to the ith vehicle.

The next section details the main results, which provide
an upper bound for the maximal overshoot of the inter-
vehicular spacing errors, i.e., maxi{||xi − ei||}.

4 Main results

We first show that the closed-loop system of (7) with the
control design (12) can be reformulated as a singularly
perturbed systems (see e.g. [Khalil, 2002, Ch. 11]).

Define a new state z ∈ Rn with its ith entry as

zi := vi − vdi,

where vdi is given in (8). Let kmin := mini{ki} and write
the control gains ki’s as ki = k̄ikmin, i = 1, . . . , n. That
is, k̄i can be viewed as a relative control gain w.r.t. kmin,
and satisfies k̄i ≥ 1 for all i ∈ {1, . . . , n}. Define a pa-
rameter ϵ := 1

kmin
and let zi = 0 for all i ≤ 0. Then the

closed-loop system of (7) with the control laws (12) is

ẋi = di−1 − di + zi−1 − zi,

ϵżi = −k̄i

zi − zi−r −
r∑

j=1

di−j

+ ϵ

(
θi
mi

− v̇0

)
,

(13)

with i = 1, . . . , n. For simplicity, we define the overall
disturbance signal w ∈ Rn with its ith entry as

wi :=
θi
mi

− v̇0, i = 1, . . . , n.

This definition is of practical interest since both θi and v̇0
affect the inter-vehicular spacing errors (see e.g., [Ploeg
et al., 2013, Besselink and Johansson, 2017, Monteil
et al., 2019]).

Note that the parameter ϵ can be made arbitrarily small
by exploiting a high gain design. This justifies that the
above system is indeed a singularly perturbed system
whose stability usually depends on the existence of a
small enough ϵ. By the standard procedure of singular
perturbation, i.e., time scale decomposition, system (13)
can be decomposed into the so-called reduced system and
boundary layer system. Specifically, let ϵ = 0, then the
z-system achieves the steady state h(x) ∈ Rn instantly

defined by hi − hi−r −
r∑

j=1

di−j = 0, i = 1, . . . , n, where

hi(x) denotes the ith entry of h(x). For i ≤ 0, we set
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hi = 0. A straightforward calculation yields

hi =

i−1∑
j=1

dj , i = 1, . . . , n. (14)

For example, if n = 3, then h1 = 0, h2 = d1, and h3 =
d1 + d2. Define the error state y := z − h(x), and a fast
time scale τ := t

ϵ . Then the system (13) in the (x, y)-
coordinate is

ẋ = f(x) +Gy, (15)

dy

dτ
= Ay − ϵ

∂h

∂x
(f(x) +Gy) + ϵw, (16)

where f :=
[
−d1 −d2 · · · −dn

]T
. Let Gij and Aij de-

note the ijth entry of the n × n matrices G and A, re-
spectively. Then,

Gij =


−1, i = j,

1, i = j + 1,

0, otherwise.

(17)

Aij =


−k̄i, i = j,

k̄i, i = j + r,

0, otherwise.

(18)

Before the main theorem, we first give the next two in-
strumental results studying the matrix measures of the
Jacobians of the two systems (15) and (16), i.e., contrac-
tivity of (15) and (16). The next result shows that the
systems (15) is contractive if y is treated as a parameter.
Lemma 1. Define J(x) = ∂

∂xf(x). Condition (9) en-
sures that µ∞(J(x)) ≤ −η1 for all x ∈ Rn.

The proof is based on that µ∞(J) = maxi{Jii +∑
j ̸=i |Jij |}.

The next result gives a sufficient condition such that
the system (16) is contractive when x is viewed as a
parameter. Here, we denote P ≤ Q for P,Q ∈ Rn×n

if Pij ≤ Qij for all i, j ∈ {1, . . . , n}. For a symmetric
matrix P ∈ Rn×n, we denote P ≻ [⪰]0 if P is positive
[semi]definite.
Proposition 2. Define J̄(x) := A − ϵ ∂

∂xh(x)G. Given
a ∈ Rn and decompose it as

a =


a1

...

am

 , ai ∈ Rr, i = 1, . . . ,m−1, am ∈ Rn−(m−1)r,

where m := ⌈n
r ⌉. Let D ∈ Rm×m be a positive definite

diagonal matrix. Define a vector norm | · |∗ : Rn → R≥0

by

|a|∗ :=

∣∣∣∣∣∣∣∣∣


|a1|∞

...

|am|∞


∣∣∣∣∣∣∣∣∣
D,2

, (19)

where | · |D,2 : Rm → R≥0 denotes a D-weighted 2-norm
defined by |b|D,2 := |Db|2 for b ∈ Rm. Let µ∗ denote the
matrix measure induced by | · |∗. Conditions (9) and (10)
with some c > 0 ensure that if

−k̄i+2ϵ̄c(r−1) < 0, i = 1, . . . , n, for some ϵ̄ > 0, (20)

then there exist η2 > 0 and a D such that

µ∗(J̄(x)) ≤ −η2, for all ϵ ∈ (0, ϵ̄], and all x ∈ Rn.
(21)

Proof. Consider a m × m partition of J̄(x) where the
ijth block is denoted J̄ ij(x) ∈ Rni×nj with ni = r for
i ∈ {1, . . . ,m − 1}, and nm = n − r(m − 1). Define
B(x) ∈ Rm×m, with its ijth entry denoted Bij(x), by

Bij(x) :=

{
µ∞(J̄ ij(x)), i = j,

||J̄ ij(x)||∞, i ̸= j.
(22)

Note that B(x) is Metzler. Let µD,2 denote the matrix
measure induced by | · |D,2. By virtue of | · |D,2 being
monotonic, Ström [1975] proved that (see also [Russo
et al., 2013, Thm. 2])

µ∗(J̄(x)) ≤ µD,2(B(x)), for all x ∈ Rn. (23)

Furthermore, Condition (10) ensures that B(x) is
bounded for any x ∈ Rn. That is, there exists a constant
Metzler matrix B̄ ∈ Rm×m such that B(x) ≤ B̄ for all
x ∈ Rn. By [Ofir et al., 2022a, Prop. 2] (see also a similar
result [Jafarpour et al., 2022, Thm. 3.3]), we have

µD,2(B(x)) ≤ µD,2(B̄), for all x ∈ Rn. (24)

A straightforward calculation shows that the matrix
F (x) := −ϵ ∂

∂xh(x)G is a lower triangular matrix satis-
fying

|Fij(x)| ≤ 2ϵc, for all i > j. (25)

Recall (18), then the matrices J̄(x) and B(x) are also
lower triangular. The diagonal entries of J̄(x) are

−k̄1, ϵ
∂d1
∂x2

− k̄2, . . . , ϵ
∂dn−1

∂xn
− k̄n.

Note that they are all negative for any ϵ > 0 due to
Condition (9). Therefore, Condition (20) ensures that
there exists c1 > 0 such that if ϵ ∈ (0, ϵ̄], then

µ∞(J̄ ii(x)) < −c1, for all i ∈ {1, . . . ,m}, x ∈ Rn.
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Since B(x) is lower triangular, its eigenvalues are the
diagonal entries, i.e., µ∞(J̄ ii(x)), i = 1, . . . ,m. There-
fore, B(x) is Hurwitz for all x, and thus there exists
a lower triangular and Hurwitz B̄. It is well known
that a Hurwitz and Metzler matrix is diagonally stable,
i.e., there exists a diagonal matrix D ≻ 0 and η2 > 0
such that D2B̄ + B̄TD2 ⪯ −2η2Im. This implies that
µD,2(B̄) = µ2(DB̄D−1) ≤ −η2. Then (21) follows
from (23) and (24). □

Note that the parameter η2, i.e., the contraction rate of
the system (16), depends on the communication range
r implicitly since the vector norm | · |∗ in (19) is related
to r. The next example suggests that a larger η2 can be
achieved by increasing r.
Example 1. Let k1 = · · · = kn, i.e., k̄1 = · · · = k̄n = 1.
Consider the extreme case ϵ = 0, then J̄(x) = A and the
matrix B(x) ∈ Rm×m in (22) is given by

Bij :=


−1, i = j,

1, i = j + 1,

0, otherwise.

The symmetric part of B, i.e., Bsym := (B + BT )/2,
is an m × m tridiagonal matrix with −1 on the main
diagonal, and 1/2 on the sub- and super-diagonals. Yueh
[2005] showed that the eigenvalues of such a matrix are

λi = −1 + cos
(

iπ
m+1

)
, i = 1, . . . ,m. Therefore,

µ2(B) = λmax(Bsym) = −1 + cos

(
π

m+ 1

)
< 0. (26)

That is, the matrix D in this case can be selected as
Im. Eq. (26) implies that µ2(B) is increasing w.r.t. m if
ϵ = 0. For a small enough ϵ > 0, this property still holds
since B(x) depends on ϵ continuously and µ2(B(x)) is
continuous w.r.t. the entries of B(x). Recall that m :=
⌈n
r ⌉. This shows that a larger communication range r can

lead to a smaller µ2(B), that is, a larger η2.
Remark 4. Note that Lemma 1 and Proposition 2 show
that the system (15)-(16) can be viewed as an intercon-
nection of two contracive systems, or two ISS systems
by Proposition 1. It is well known that the small gain
theorem can be applied in this case. However, it requires
that the term ∂h

∂xf(x) in (16) is bounded for all x ∈ Rn.
For the incremental version of small gain theorem [Russo
et al., 2013], it requires that ∂

∂x

(
∂h
∂xf(x)

)
is bounded for

all x ∈ Rn. Note that these two boundedness conditions
are not required in this current work.

Based on the above results, the main theorem below
shows that the platooning system (7) with the control
protocol (12) is semi-globally stable. The argument is
related to finding a small enough ϵ (i.e., a large enough
kmin). It is inspired by [Christofides andTeel, 1996, Thm.
1], which is a Lyapunov method based on implicit con-
structions. In our case, these implicit constructions can

be made explicit by contraction theory. To facilitate the
analysis, define

||G||∞,∗ := max
a ̸=0

|Ga|∞
|a|∗

, a ∈ Rn.

Theorem 3. Consider the (x, y)-system (15)-(16)
where the mappings di satisfy Conditions (9)-(10), and
the parameters k̄i satisfy Condition (20) for some ϵ̄ > 0.
For each pair of positive constants (δ, σ), there exists
ϵ∗ ∈ (0, ϵ̄], such that if

max{|x(0)− e|∞, |y(0)|∗, ||w||∗} ≤ δ

and ϵ ∈ (0, ϵ∗], then

|x(t)− e|∞ ≤ exp(−η1t)|x(0)− e|∞

+
ϵ||G||∞,∗||wt||∗

η1η2
+ σ, (27)

|y(t)|∗ ≤ exp

(
−η2t

ϵ

)
|y(0)|∗ +

ϵ||wt||∗
η2

+ σ, (28)

for all t ≥ 0. The parameters η1 and η2 are specified in
Condition (9) and Proposition 2, respectively.
Proof. For the given (δ, σ) and ϵ̄ > 0, let δx > 0 be a
constant such that

δx > δ +
ϵ̄||G||∞,∗δ

η1η2
+ σ. (29)

Note that δx > δ. By |x(0)− e|∞ ≤ δ and the fact that
x(t) is continuous, we can define [0, T ) with T > 0 to be
the maximal interval such that

|x(t)− e|∞ < δx, for all t ∈ [0, T ). (30)

To show by contradiction that T = ∞ for ϵ sufficiently
small, we first suppose T is finite. Pick ϵ ∈ (0, ϵ̄], using
Propositions 1 and 2 on t ∈ [0, T ) yields

|y(t)|∗ ≤ exp

(
−η2t

ϵ

)
|y(0)|∗+

||ut||∗
η2

, for all t ∈ [0, T ),

where u(t) := −ϵ∂h∂xf(x) + ϵw. Since x(t) is bounded on

t ∈ [0, T ) and the mappings h and f are C1 w.r.t. x,
there exists a class K function γ : R≥0 → R≥0 such that∣∣∣∣−ϵ

∂h

∂x
f(x)

∣∣∣∣
∗
≤ γ(ϵ), for all t ∈ [0, T ).

Hence, |y(t)|∗ ≤ exp
(
−η2t

ϵ

)
|y(0)|∗ + γ(ϵ)+ϵ||wt||∗

η2
, for all

t ∈ [0, T ). This implies that

∥yt∥∗ ≤ δ +
ϵδ + γ(ϵ)

η2
, for all t ∈ [0, T ). (31)
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That is, both x(t) and y(t) are bounded on t ∈ [0, T ).

Pick ρ ∈ [0, T ). Using Lemma 1 and Proposition 1, to-
gether with the fact f(e) = 0, yields

|x(t)− e|∞ ≤ exp(−η1t)|x(0)− e|∞

+ ||G||∞,∗

∫ ρ

0

exp(−η1(ρ− s))|y(s)|∗ ds

+ ||G||∞,∗

∫ t

ρ

exp(−η1(t− s))|y(s)|∗ ds

≤ exp(−η1t)|x(0)− e|∞ + ρ||G||∞,∗||yρ||∗

+
||G||∞,∗||yρt ||∗

η1
, for all t ∈ [0, T ).

(32)

Note that ||yρ||∗ ≤ ||yt||∗. Let ρ be small enough such
that

ρ||G||∞,∗

(
δ +

ϵ̄δ + γ(ϵ̄)

η2

)
≤ σ

2
.

Then, Eqs. (31) and (32) lead to

|x(t)− e|∞ ≤ exp(−η1t)|x(0)− e|∞ +
||G||∞,∗||yρt ||∗

η1

+
σ

2

≤ exp(−η1t)|x(0)− e|∞ +
σ

2

+
||G||∞,∗

η1

(
exp

(
−η2ρ

ϵ

)
|y(0)|∗ +

γ(ϵ) + ϵ||wt||∗
η2

)
,

for all t ∈ [0, T ). Note that the terms exp
(
−η2ρ

ϵ

)
and

γ(ϵ) converge to zero as ϵ goes to zero. Therefore, there
exists a small enough ϵ1 > 0, such that if ϵ ≤ min{ϵ1, ϵ̄},
then

|x(t)−e|∞ ≤ exp(−η1t)|x(0)−e|∞+
ϵ||G||∞,∗||wt||∗

η1η2
+σ,

for all t ∈ [0, T ). From the definition of δx, we have that
|x(t)− e|∞ < δx for all t ∈ [0, T ) and

lim sup
t→T

|x(t)− e|∞ ≤ δx − (1− exp(−η1T ))δ.

By the continuity of x(t) and the assumption that T is
finite, there exists ∆T > 0 such that |x(t) − e|∞ < δx
for all t ∈ [0, T + ∆T ), and this contradicts that T is
the maximal value such that (30) holds. Hence, we have
T = ∞, and (27) holds for all t ≥ 0. Finally, pick ϵ2 such
that γ(ϵ2)/η2 ≤ σ and let ϵ∗ = min{ϵ1, ϵ2, ϵ̄}, then (27)
and (28) hold for all t ≥ 0. □

Inspired by Remark 1 and using a similar argument as
the proof of Theorem 3, a counterpart of (27) can be
obtained as

|x(t)− e|∞ ≤ exp(−η1t)|x(0)− e|∞
+ b(t)ϵ||G||∞,∗||wt||∗ + σ, for all t ≥ 0.

where b(t) := (1−exp(−η1t))(1−exp(−η2t))
η1η2

. Note that this

offers a more accurate bound on |x(t) − e|∞ compared
to (27) especially for a short time period.
Remark 5. The above proof shows that the only hard
requirement on ϵ is ϵ ≤ ϵ̄, where ϵ̄ is specified in Propo-
sition 2. This requirement ensures that the y-system is
contractive, that is, it is related to a stability condition.
This equivalently provides a lower bound for the control
gains ki since ϵ := 1

kmin
. Apart from this, a smaller ϵ

leads to smaller inter-vehicular spacing errors. That is,
the control performance can be improved but at the cost
of larger control effort.

Similar to the formulation of L∞ string stability (see
Def. 1 in Section 5), we seek to derive a relation be-
tween maxi{||xi(t)− ei||} and ||w||∞ in the next result.
It directly follows from Theorem 3 and the definition
of | · |∗ in (19), and it shows that the effect of ||w||∞
on maxi{||xi(t)− ei||} is scaled by O(

√⌈
n
r

⌉
) for a fixed

n. That is, the effect of disturbance propagation can be
reduced by increasing the communication range r.
Corollary 1. Consider the (x, y)-system (15)-(16)
where the mappings di satisfy Conditions (9)-(10), and
the parameters k̄i satisfy Condition (20) for some ϵ̄ > 0.
For any essentially bounded w(t) and any bounded set
Ω ⊂ R2n, there exists ϵ∗ > 0, such that for any ϵ ∈ (0, ϵ∗]
and any initial condition in Ω, we have

||xi − ei|| ≤ |x(0)− e|∞+ϵc

√⌈n
r

⌉
||w||∞ + σ,

i = 1, . . . , n, (33)

for some c, σ > 0.
Proof. By Theorem 3, a small enough ϵ ensures that

||xi − ei|| ≤ |x(0)− e|∞ +
ϵ||G||∞,∗||w||∗

η1η2
+ σ,

for all i = 1, . . . , n. That is, the effect of the disturbance
w(t) on every xi is related to the norm |·|∗ defined in (19).
Let qi > 0, i = 1, . . . ,m, be the ith diagonal entry of
D, and define q̄ := maxi{qi}. Then for a ∈ Rn with the
decomposition as in Proposition 2,

|a|∗ =

(
m∑
i=1

(
qi|ai|∞

)2) 1
2

≤
√⌈n

r

⌉
q̄|a|∞.

This implies that ||w||∗ ≤
√⌈

n
r

⌉
q̄||w||∞. Therefore,

Eq. (33) holds with c :=
q̄||G||∞,∗

η1η2
. □

As shown in Example 1 and Corollary 1, the parameter
c in (33) also depends on n and r implicitly. The exact
relation between c and n (or r) is not the focus of our
current work. However, for a fixed n, we can always find
a maximal value of c such that (33) holds for all r ∈
{1, . . . , n}.
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Note from (33) that a L∞ string stability-like result is
achieved if r = n. Inspired by this, the next section
proposes a control design ensuring L∞ string stability
of the platooning system (7). Specifically, it is related to
an analogue of Theorem 3 but with σ = 0.

5 A L∞ string stability result

To show that the proposed framework has the poten-
tial to analyze other platooning protocols, this section
demonstrates a L∞ string stability result by using the
following control law

1

mi
ui = −ki(vi − di − v0) +

∂di
∂xi

(vi−1 − vi)

+
∂di

∂xi+1
(vi − vi+1), i = 1, . . . , n.

(34)

Comparing (34) to (12) with r = n, the term
∑n−1

j=1 di−j

(i.e.,
∑i−1

j=1 dj) is dropped here. As a result, each local
controller only depends on the information of the im-
mediate predecessor and follower and the velocity of the
leading vehicle v0(t). Compared to the control design
given by Monteil et al. [2019], the relative position w.r.t.
the leading vehicle, i.e., p0(t) − pi(t), i = 1, . . . , n, are
not required.

The subsequent analysis show that the control law (34)
ensures L∞ string stability of the platoon, which is for-
mally defined below.
Definition 1. Consider the platooning system (7) and
define the lumped error state

ξ :=
[
(x− e)T v1 − v0 · · · vn − v0

]T
. (35)

The system (7) is called L∞ string stable if there exist
class K functions αi, i = 1, 2, such that for any initial
condition ξ(0) ∈ R2n, and any essentially bounded v̇0(t)
and θ(t),

∥xi − ei∥ ≤ α1(|ξ(0)|∞) + α2(∥w∥∞), (36)

for all i ∈ {1, . . . , n}, and all n ∈ N+.
Remark 6. If θi(t) ≡ 0 for all i, then Definition 1 re-
covers the L∞ string stability given in [Ploeg et al., 2013,
Def. 1]. Note that Condition (36) is independent of the
length of the platoon.

Similar to the derivation of (15)-(16), the closed-loop
system of (7) with the control laws (34) is obtained as

ẋ = f1(x) +Gz, (37)

dz

dτ
= −diag(k̄i)z + ϵw, (38)

where

f1(x) :=


−d1(x1, x2)

d1(x1, x2)− d2(x2, x3)
...

dn−1(xn−1, xn)− dn(xn)

 .

Theorem 4. Consider the platooning system (7) with
the distributed controllers in (34), i.e., the system (37)-
(38). Pick mappings di such that Condition (10) holds,
and there exists η > 0 such that

∂di
∂xi

> 0,
∂di

∂xi+1
< 0, i = 1, . . . , n

∂d1
∂x1

+
∂d1
∂x2

≥ η, (39)

∂di
∂xi

+
∂di

∂xi+1
≤ ∂di+1

∂xi+1
+

∂di+1

∂xi+2
− η, i = 1, . . . , n− 1,

for all x ∈ Rn and all i ∈ {1, . . . , n}, then the platooning
system (7) is L∞ string stable.
Proof. Define J1(x) :=

∂
∂xf1(x). Condition (39) ensures

that µ∞(J1(x)) ≤ −η for all x ∈ Rn. Additionally,
the Jacobian of the z-system (38) is −diag(k̄i), and
µ∞(−diag(k̄i)) = −1.

Note that the z-system (38) is independent of x. That
is, the (x, z)-system (37)-(38) is a series connection of
two contractive systems. Recall that such a system is
also contractive (see e.g., Ofir et al. [2022b]). Specifically,
this implies that x(t) and z(t) are uniformly bounded if
w(t) ∈ L∞. Using Proposition 1 leads to

|x(t)− e|∞ ≤ exp(−η1t)|x(0)|∞ +
||G||∞

η
||zt||∞,

|z(t)|∞ ≤ exp

(
− t

ϵ

)
|z(0)|∞ + ϵ||wt||∞, for all t ≥ 0.

This implies that ||z||∞ ≤ |z(0)|∞ + ϵ||w||∞. Hence,

||x− e||∞ ≤ |x(0)− e|∞ +
||G||∞

η
(|z(0)|∞ + ϵ||w||∞).

(40)

Note that ||xi − ei|| ≤ ||x − e||∞ for all i. Recall that
zi := vi − di − v0, and di(e) = 0. By Condition (10),

the term |x(0) − e|∞ + ||G||∞|z(0)|∞
η can be viewed as a

weighted vector norm for ξ(0). That is, there exists a
constant c′ such that

|x(0)− e|∞ +
||G||∞|z(0)|∞

η
≤ c′|ξ(0)|∞. (41)

Combining (40) and (41) proves that Condition (36) in
Definition 1 holds and this completes the proof. □
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Remark 7. Note that Condition (39) is less easier to
satisfy than Condition (9). This is due to that the former
is related to a heterogeneous control design, that is, let-
ting each vehicle have different control settings. For ex-
ample, let di’s be the linear form in (11). Condition (39)

translates to: ℓp1 > ℓf1 , ℓpi − ℓfi < ℓpi+1 − ℓfi+1, and it is

satisfied if we fix ℓpi [ℓfi ] as the same constant for all i,

and ℓfi [ℓpi ] as a decreasing [increasing] sequence w.r.t. i.
Intuitively speaking, this means that the vehicles at the
tail [head] part should have a stronger “connection” with
the predecessor [follower]. Note that this may be unprac-
tical for large vehicular platoons since the control param-
eters can become extremely large/small. A similar design
is reported by Khatir and Davidson [2004] who consid-
ered a unidirectional platooning protocol and showed that
string stability is ensured if the control gains of local PID
controllers increase w.r.t. i.

6 Numerical validation

The results in Section 4 are illustrated via simulations
for a platooning system consisting of 11 vehicles using
the control protocol (12) with

di(xi, xi+1) = ℓigi(xi, xi+1) + bi(xi − ei), i = 1, . . . , 10,

where gi(xi, xi+1) = tanh(ℓpi (xi−ei)− ℓfi (xi+1−ei+1)).

We consider three cases with communication range r =
1, 3, and 10. We use the same settings of control pa-
rameters for the three cases for a comparison study.

The control gains ℓi, ℓ
p
i , ℓfi , and bi are selected such

that Conditions (9)-(10) are satisfied. Specifically, we

pick ℓi = 0.5, ℓpi = 0.18, ℓfi = 0.18, bi = 0.1, for all
i = 1, . . . , 10. The control gains ki’s in (12) are chosen
based on Proposition 2, and we set k1 = · · · = k10 = 5.

The simulation results with r = 1, 3, and 10 are illus-
trated in Fig. 1, where we set e1 = · · · = e10 = 10m.
To show a convergence result, we pick the disturbances
ωi(t) as vanishing signals. The time-varying velocity of
the leading vehicle is given as

v0(t) =



15, t ∈ [0, 5),

5 + 2t, t ∈ [5, 15),

35, t ∈ [15, 25),

85− 2t, t ∈ [25, 35),

15, t ∈ [35, 45),

82.5− 1.5t, t ∈ [45, 55),

0, t ∈ [55, 65),

−97.5 + 1.5t, t ∈ [65, 75),

15, t ∈ [75,∞).

The external disturbances are

θi
mi

= ci exp(−0.02t) sin(t)(or cos(t)), i = 1, . . . , 10,

Fig. 1. Position deviations, i.e., xi(t)−ei, i = 1, . . . , 10, of the
platooning systems with communication range r = 1, 3, 10.
(Blue line: x1(t)− e1, red line: x10(t)− e10.)

where ci ∈ [−3, 3]. Fig. 1 shows that the bounds for
maxi{||xi − ei||} are reduced by increasing the commu-
nication range r. It is also observed that the effect of v̇0
attenuates faster along the string with a larger r.

7 Conclusions

This paper presents a contraction theory framework for
analyzing disturbance propagation in nonlinear vehicu-
lar platoons with different communication ranges. The
disturbances under concern include both the external
disturbances acting on each vehicle and the acceleration
of the leading vehicle. For a proposed unified nonlin-
ear control protocol considering variable communication
range r in a vehicular platoon with fixed length n + 1,
we show that the effect of disturbances on the maximal

overshoot of spacing errors is scaled by O(
√⌈

n
r

⌉
). Con-

sidering that the platoon length can change duringmerg-
ing/splitting real world scenarios, our result may sug-
gest that communicating the information of the platoon
length is useful in practical applications, since this allows
updating the communication range adaptively to satisfy
certain constraints on spacing errors. We also propose a
heterogeneous control law which only relies on commu-
nications between consecutive vehicles and broadcasting
the velocity of the leading vehicle such that L∞ string
stability is achieved.
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