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Abstract— Temporal logics provide a formalism for express-
ing complex system specifications. A large body of literature has
addressed the verification and the control synthesis problem for
deterministic systems under such specifications. For stochas-
tic systems or systems operating in unknown environments,
however, only the probability of satisfying a specification has
been considered so far, neglecting the risk of not satisfying the
specification. Towards addressing this shortcoming, we consider,
for the first time, risk metrics, such as (but not limited to) the
Conditional Value-at-Risk, and propose risk signal temporal
logic. Specifically, we compose risk metrics with stochastic
predicates to consider the risk of violating certain spatial
specifications. As a particular instance of such stochasticity, we
consider control systems in unknown environments and present
a determinization of the risk signal temporal logic specification
to transform the stochastic control problem into a deterministic
one. For unicycle-like dynamics, we then extend our previous
work on deterministic time-varying control barrier functions.

I. INTRODUCTION

Temporal logic-based control studies the problem of con-
trolling a dynamical system such that a complex specifi-
cation, expressed as a temporal logic formula, is satisfied.
Linear temporal logic (LTL) allows to impose qualitative
temporal properties and has been used in [1]-[3]. More
recently, signal temporal logic (STL) has been considered
[4]. STL allows to impose quantitative temporal properties,
hence being more expressive than LTL. One can additionally
associate quantitative semantics with an STL specification
which give a real-valued answer to the question whether
or not a specification is satisfied, indicating the robustness
(severity) of the satisfaction (violation) [5], [6]. Control
approaches under STL specifications result in mixed integer
linear programs [7] or in nonconvex optimization programs
[8], [9]. Reinforcement learning-based approaches for par-
tially unknown systems have appeared in [10], [11]. An
efficient automata-based framework is proposed in [12] to
decompose the STL specification into STL subspecifications
that can be sequentially implemented by low-level feedback
control laws, such as those in [13], [14] which are based on
time-varying control barrier functions. Unlike other works,
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[12] directly provides satisfaction guarantees in continuous
time. The underlying assumption in [2], [3], [7]-[14] is,
however, that the environment is known. For LTL, [15] and
[16] assume that the environment is modeled as a semantic
map using learning-enabled perception [17] that assign a
mean and a variance to each object in the environment. Target
beliefs in surveillance games and markov decisions process-
based approaches are respectively presented in [18] and
[19]. Probabilistic computational tree logic and distribution
temporal logic [20] account for state distributions and can
take chance constraints into account, but do only consider
qualitative temporal properties and do not consider risk
metrics as proposed in this work. For STL, literature is sparse
and the works in [21] and [22] consider chance constraints.

Our first contribution is to define risk signal temporal
logic (RiSTL) by incorporating risk metrics [23], such as
(but not limited to) the Conditional Value-at-Risk [24],
into a temporal logic framework. In particular, we define
risk predicates that encode the risk of not satisfying a
stochastic STL predicate. On top of these risk predicates,
we use the traditional Boolean and temporal operators as
in STL. We also propose quantitative semantics for such
specifications. The second contribution is to show that, under
certain conditions, an RiSTL specification can be translated
into an STL specification. We show that these conditions
can efficiently be checked for linear predicates, while we
argue that, for more general forms, they can be checked
numerically. This translation is sound since satisfaction of the
STL specification implies satisfaction of the RiSTL specifi-
cation. As a particular instance of stochasticity, we consider
control systems in unknown environments so that, using this
transformation, the stochastic control problem is mapped into
a deterministic one. Any existing control method for systems
under STL specifications can then be used. We extend, as a
third contribution, our previous work on time-varying control
barrier functions [13], [14] to solve the control problem for
unicycle-like dynamics. We emphasize that this is the first
work considering unknown environments for continous-time
systems under STL alike specifications.

II. PRELIMINARIES AND PROBLEM FORMULATION

True and false are T and L with B := {T, L}; N (1, %)
denotes a multivariate normal distribution with mean vector
[ and variance matrix Y. Proofs are given in the appendix.

A. Risk Signal Temporal Logic (RiSTL)

Let ¢ : R>g — R"™ and X € R". Signal temporal
logic (STL) [4] is based on signals x(t) and predicates



pSTt R x R® — B. Let h : R® x R® — R be a
continuously differentiable function, also called predicate
function. A predicate pS™ (xz(t), X) is satisfied at time ¢
if and only if x(¢) is such that h(z(t), X) > 0 when X
is a deterministic vector. In this paper, however, X is non-
deterministic and a random variable. Consider the probability
space (2, Sq, Pqo) where ) is the sample space, Sq is the
Borel o-algebra of €2, and Py, : Sq — [0, 1] is a probability
measure. Then X is a measurable function X : Q — R”™.
Letting S denote the Borel o-algebra of R, the probability
space (R~ 8™, Px) can be associated with X where, for
S e st : 8" — [0,1] with Px(S) := Po(X*(9))
and X~ ( ) = {w € Q|X(w) € B}. Similarly, for a
given x(t), one can associate the probability space (R, S, P)
with h(x(t), X ). We now propose an extension to STL that
takes chance and risk constraints into account and which
we call risk signal temporal logic (RiSTL). For a given
probability § € (0,1), the truth value of a chance predicate
Ch . R"™ x R" — B at time ¢ is obtained as

T if P(h(x(t),X)>0)>9¢
1 otherwise

u (1), X) = { (1)
where P(h(x(t),X) > 0) denotes the probability that
h(x(t),X) > 0, which is the probability of satisfying
pST(x(t), X). We further consider risk predicates based
on risk metrics as advocated in [23], [24] and motivated
by the fact that chance predicates do not take the left tail
of the distribution of h(x(t), X) into account. Risk metrics
allow to exclude behavior which is deemed more risky than
other behavior (see Example 1 for further motivation). Let
H denote the set of all random variables derived from
(Q, Sq, Po). Formally, a risk metric is a mapping R : H —
R. We are interested in R(—h(z(t), X)) to argue about the
risk of not satlsfymg 3™ ((t), X). The truth value of a
risk predicate uR : R™ x R™ — B at time ¢ is obtained as

T if R(—h(z(t), X)) <~v
1 otherwise

Pl ((t), X) = { @)
for v € R. Note that R(-) can take different forms with
desireable properties such as monotonicity, translational in-
variance, positive homogeneity, subadditivity, law invariance,
or commotone additivity [23]. The syntax of RiSTL is

¢ =T pM R =g | gAY | ¢ Uiy ¢’ 3)

where ¢’ and ¢" are RiSTL formulas and where U,y
is the until operator with ¢ < b < oo. Also define
'V @" = =(=¢" A=¢") (disjunction), Fig p1¢ := T U p) ¢
(eventually), and G, )@ := —Fq) ¢ (always).

Remark 1: RiSTL allows to impose specifications like
“the risk of avoiding an obstacle is always less than ~”.
It is, however, not possible to impose “the risk of always
avoiding an obstacle is less than +”. While the latter may be
more general, we argue that the choice of chance and risk
constraints as in (1) and (2) is more tractable considering that
the system in (4) operates in continuous time and allows to
map the stochastic into a deterministic control problem.

Let (z, X ,t) = ¢ denote the satisfaction relation, i.e., if
satisfies ¢ at ¢ for a particular X. We recursively define the
RiSTL semantics as (x, X,t) = pu iff P(h(x(t), X) >
0) > & (.X,0) = N iff R(-hz(t), X)) < .
(2, X,1) | 6 iff ~((2,X,1) |- 0), (2, X,1) - ¢/ A"
iff (z,X,t) = ¢ A (x,X,t) E ¢, and (2, X,t) |
¢ Ulyy @ iff 3" € [t +a,t + 8] st (z, X, ") = ¢ A
vt e [t,t"],(x, X,t') = ¢'. For a particular X, ¢ is
satisfiable if 3 : R>o — R™ such that (x, X,0) = ¢.
Quantitative semantics for RiSTL are denoted by p?(x, X, t)
and recursively defined as

P (e, X, 1) == P(h(z(t), X) 2 0) =0,
P, X 1) = = R(=h(x(t), X)),
pﬁd)(waXat) = _p¢($7X7t),
p? " (@, X 1) = min(p? (x, X, 1), p° (x, X, 1)),
p? Ve (z X t):= max min(p? (x, X,t"),
" €[t+a,t+b]
in p? (z, X,
o in, p (z, X, 1)),
Glabl® (g X t) := i *(x, X, 1
p (z,X,1) pein P (z, X, 1),
Flapl® (g, X t) := *(x, X, t).
p (z, X, t) pepnax P (z, X, 1)

It holds that (z, X, t) = ¢ if p?(x, X, t) > 0 which follows
due to [6, Prop. 16]. For R(-), we use, in this paper, the
expected value (EV), the Value-at-Risk (VaR), and the Con-
ditional Value-at-Risk (CVaR). The EV of —h(x(t), X) is
E[—h(x(t), X )] which provides a risk neutral risk measure.
More risk averse measures are the VaR and the CVaR as in
[24]. The VaR of —h(x(t), X) for 8 € (0,1) is defined as

h(z(t), X)) =
min(d € R|P(—

VaRg(—
Wa(t), X) < d) > B).

Note in particular that the probability that —h(x(t), X) >
VaRg(—h(x(t), X)) is 1 — (. If the cummulative distribu-
tion function of h(x(t), X) is smooth, as in this case, the
CVaR of —h(x(t), X) for probability 3 is given by

CVaRs(=h(z(t), X)) := E[-h(z(t), X))|
— h(z(t), X)) > VaRg(—h(z(t), X))].

Risk predicates are fundamentally different from chance
predicates and may be advantageous, as illustrated next.

Example 1: Let © = |2, xy]T € R? and
X ~ N(i,%) with X = [x5, x5, xL]" =
[Xoi1. Xoiy Xoos Xozy Xmiw Xm,] €RS
(see Fig. 1). The uncertainty of X and X oo differs in
the left and right part of Fig. 1 and is larger in the right
part (see dotted circles). The specification is to always avoid
the obstacles indicated by X o; and X o9, while eventually
reaching the region indicated by X g;. Let UN € {Ch,Ri}

and ¢"N := Gg 61(dh N 053) A Flo.6105 Where

UN

01~—M1 Vg™ Vﬂs Vo



A —x() P =0
4 4
3 3
2 2
1 1
0 0

Fig. 1: Let X have mean fi :=
and variance ¥ := 0.75 - diag(1,
S = 0.75 - diag(2,2,2,2,1,1) in

[0.75 2 —0.75 2 0 4]"
1,1,1,1,1) in the left and
the right figure.

UN UN,,  UN,, UN,,  UN
02 "= M5V Hg Vpr Vg

Y= A A
encode avoidance of X 01 and X 02 and reachability of
X g1, respectively. For p9N, pSN, uIN and u{N, define
hl(ﬁ,X) : XOl,a:_e Ly, hg(iE X) = _XOl,m_5+xx’
hg(iL‘, X) = XOLy —€— Ty, h4(w, X) = _XOI,y — €+ @y
for € := 0.5. Define the remaining h;(z, X) for pYN with
i € {5,...,12} similarly. Now each pN fori € {1,...,12}
is either interpreted as a chance predicate (UN = Ch)
with §; := 0.5 or as a risk predicate (UN = Ri) with
R() := CVaRg,(-), v = 1.5, and 3; := 0.8. Fig. 1
shows the trajectories 1 (¢) (blue) and x3(t) (red). In the
left part, both p?" and p¢ indicate that x5(t) satisfies
qSUN more (note that p?” (x4, X,0) > p?" (@1, X,0) and
p?" (x2,X,0) > p?" (z1,X,0)). The intuition here is that

x1(t) (blue) does not reach the center of X 1 as opposed to
wg(t) (red) so that x4 (t) is favoured in both cases since this
trajectory satisfies the reachability specification ¢%) better
when the uncertainty in X o1 and X o9 1s low. In the right
part, however, this uncertainty grows; p¢ still suggests that
@2 (t) is the favorable trajectory, while now p?"', being more
risk sensitive, suggest that x(¢) is more favorable. The
reason for this behavior is that the relative importance of
the avoidance specifications ¢g and ¢ increases and is
more taken into account by the risk predicates.

B. Nonholonomic Systems under RiSTL Specifications

Let z(t) := [=(t)" G(t)]T € R? where x(t) and 6(t)
are the position and orientation of a unicycle modeled as in

2(t) = f(z(1) + 9(2(1))u + ¢(2(1), 1),

[uy UQ]T € R2. The functions

z2(0) eR® (4

with control input v :=

s = [ ey = [0 0t -= i)

are locally Lipschitz continuous in z and piecewise contin-
uous in ¢; f(z) is a known function with bounded fp(z)
while ¢(z,t) is unknown but bounded, i.e., ||c(z,t)] < C
for known C' > 0. Consider the RiSTL fragment

P o= T R Ay
¢ = Gapt | Flan | V' Uy 0" | ¢' A"

where 1)’ and v are Boolean formulas of the form (5a),
whereas ¢’ and ¢" are of the form (5b). For specifications ¢
of the form (5), it holds that (z, X ,t) = ¢ if p®(z, X,t) >
0, not requiring a strict inequality. The full RiSTL language
as in (3) can be dealt with when combining the proposed
control laws with timed automata theory [12]. Assume that
the satisfaction of ¢ in (5) depends on  and X, but not
on . Assume also that ¢ consists of M chance and risk
predicates 4 (z, X) and pRi(z, X) for m € {1,..., M}
with associated predicate functions h,,(x, X).

Assumption 1: Bach h,,(x, X) is concave in x.
Let each uf'(x, X) be associated with 4, and each
pRi(z, X) be associated with R,,(-), Bm, and 7,,. We
assume that the mean fi, the covariance matrix f), and the
probability density function px (X) of X is known.

Problem 1: Let ¢ be an RiSTL formula as in (5). Design
a control law u(z,t) for the system in (4) s.t. p®(x, X, t) >
r >0, ie., (x, X,t) = ¢, where r is maximized.

(5a)
(5b)

III. PROPOSED PROBLEM SOLUTION

Not that, for a fixed @, each h,,,(x, X') has a mean fiy,, ()
and a variance Xy, (). Let pp,,, (h, ) denote the probability
density function of h,,(x, X) for a fixed x.

A. Determinization of RiSTL Specifications

Note that P(h,(x, X) > 0) and R(—h,(z, X)) depend
on x. For given 6,,,, B, € (0,1) and 7, € R, define the sets

X5 (0m) = {x € BIP(hy (2, X) 2 0) > 0}
X (Ym) = {@ € B|E[~hp(z, X)] < 7}
X (B Ym) = {@ € B|VaRg,, (~hm(z, X)) < m}
xSnYaR(ﬂvam) = {x € B|CVaRgs,, (—hn(z, X)) < ym}

where B is an arbitrarily big compact and convex set, as
further explained in Section II-B; XS"(4,,) defines all =
in B for which the probability that hy,(x, X) > 0 is
greater or equal than §,,, while XEY(v,,), XVR(B,,,vm),
and XCVaR(3, ~,.) define all  in B for which the EV,
VaR, and CVaR of —h,,(x, X) is less or equal than ~,,,
respectively. For a design parameter ¢, € R, define

X (em) = {2 € Blhm (2, ft) — e > 0}

where the mean fi of X is used. The set X,,,(c,,) is compact
and convex since h,,(x, ft) is concave in x. If X$1(6,,) D
Xm(cm), then € X,,(c,,) implies & € XSP(6,,,) (similarly
for XEY (7). XYR(B,,vm), and XCYR(B,,,v,,)). In this
case, an RiSTL formula can be determinized into an STL
formula using h,,(xz, ) — ¢, instead of P(h,,(x, X) >
0) — 0y, and vy, — R(—hy (2, X)), mapping the stochastic
control problem into a deterministic one (see Section III-B).



—hm(0,X) ~N(0,1) " VaRos(—hm(0,X)) = 0.842
X ~N(0,1) v
B > 0.X) ~ N t ~ Pl(~13,X) > 0) = 0.9

(2 < 0,X) ~N(—z,1)

Fig. 2: Illustrating Example 2 and the calculation of c,,.

Example 2: Consider X ~ N(0,1) and the predicate
tm (2, X) with predicate function h,,(xz, X) = X — «.
It holds that X,,,(¢;,) := (—00, —cy,] since ft = 0. Note that
I (2, X) ~ N(—x,1) as in Fig. 2 where smaller = lead
to larger P(h,,(x, X) > 0) (indicated by the red area under
the red curve). Consequently, X$"(5,,) = (—o0, x'] where:
Dz’ =0if 6, = 0.5,2) &’ < 0if 8,, > 0.5, and 3) 2’ > 0
if d,, < 0.5. The idea is then, for a given d,,, to find ¢,
such that X,,(c,,) € X$(6,,,), e.g., for 6, := 0.9 it holds
that ©' = —1.3 (see Fig. 2) so that ¢,, > 1.3. Similarly,
let B, := 0.8 so that XY*R(0.8,4,,) = (—oo,x'] where: 1)
' =0if v, = 0.842, 2) &’ < 0 if v, < 0.842, and 3)
' > 0 if 7, > 0.842. For ~,, = 0.842, it holds that ' = 0
so that ¢,,, > 0 achieves X, (cm) € XY R (B, Yim)-

Checking these set inclusions is, in general, nonconvex.
When h,, (2, X) is linear in «, we can obtain the next result.

Lemma 1: Assume h,,(z,X) = vTz + h'(X) for v €
R”™ and for A’ : R® — R, then

x5, cm) iff P(hp(x*, X) > 0) > 6,
X (vm Cm) iff E[=hp (2", X)] < v
R (B Ym Cm) iff VaRs, (—hm(z*, X)) < Y
™ (B m em) iff CVaRgs, (—hm(z*, X)) < Y

where x*

m

)2 X
)2 X
)2 X
)2 X

—~ Y~~~

m

argmin v’x (a convex program).
TEXm (Cm)
Note in particular that, for h,,(x,X) as in Lemma I,

VaRg, (—hpy(x*, X)) and CVaRg,, (—hpy(x*, X)) can be
efficiently computed [24, Thm. 1].

The RiSTL formula ¢ is now translated into an STL
formula ¢ by replacing chance and risk predicate in ¢ by

ST (2(t), o) = {T if B (2(t), f2) — € = 0

1 otherwise.

The semantics of the STL formula ¢ are, besides the evalua-
tion of predicates in (6), the same as for the RiSTL formula
¢ [4]. We also define quantitative semantics p?(x, f1,t) by
letting p“i:l‘(a:, i, t) := hy, (x(t), t)—c,, and then following
the recursive definition of RiSTL as introduced in Section II-
A [5]. The following assumption is necessary for X,,(c,)
to be non empty and hence for ¢ to be satisfiable.!

Assumption 2: For each m € {1,..., M}, there exists
x € R™ so that h,,(x, ) — ¢, > 0. Furthermore, for
each ¢/ A 4" in @ (recall (5a)), there exists € € R" so
that p*' " (x, f1,0) > 0.

(6)

"More formally, necessity holds when the “>” are replaced with “>”.

Note that Assumption 2 can efficiently be checked since
hom (2, 1) is concave in x. It can always be satisfied by a
sufficiently small ¢, and hence poses an upper bound on
cm- The next assumption is sufficient to ensure soundness in
the sense that (z, X,0) = ¢ implies (z, X,0) |= ¢.

Assumption 3: For each m € {1,...,M}, XF'(5,,) 2
Xm(Cm)s xl:‘r)/('YM) 2 Xm(em), foR(ﬂmv%n) 2 Xm(cm),
or XSVR(B,,, ¥m) 2 Xim(cm) depending on the predicate.

Increasing ¢, shrinks the set X,,(c,,) so that Assump-
tion 3 (verifiable by Lemma 1) poses a lower bound on c,,.

Theorem 1: Let Assumption 3 hold. If = : R>o — R" is
such that (, X,0) |= ¢, it follows that (z, X,0) = ¢.

Finding a set of c¢,,, that satisfies Assumptions 2 and 3 may
induce conservatism since the level sets of X,,(c,,) may
not be aligned with the level sets of XS"(4,,), XEV(v,,),
XVR(By, ym), and XSVAR(B,, ~,,). The next result shows
when such conservatism can be avoided and alleviates find-
ing a set of c,, that satisfy Assumptions 2 and 3.

Lemma 2: Assume that h,,(z, X) = vTx + h/(X) for
v € R" and for A’ : R® — R. Then there exists a design
parameter c,, so that X,,(c,,) = X(56,), Xm(em) =
X5 (Ym)s X (em) = X8 (31n), or Xin(cm) = X5 (0n).-

B. Control Barrier Functions for Unicycle Dynamics

Theorem 1 allows to map the stochastic control problem
into a deterministic one. The proposed control method is
based on time-varying control barrier functions where a
function b(x, f1,t) encodes the STL formula ¢ [13]. Given
that Assumptions 2 and 3 hold, we impose conditions on the
function b(x, f1,t) as in [13, Steps A, B, and C] that account
for the STL semantics of ¢; [14] presents a formally correct
procedure to construct such b(x, fi,t). Define €(f1,t) =
{x € R%*|b(x,1,t) > 0} and note that (x, 1,0) = ¢ if
x(t) € €(f,t) for all ¢ > 0 according to [13]; €(f,1) is
ensured to be bounded so that we let ® be an open and
bounded set with © containing €(fx, t) for all ¢ > 0. It is also
ensured that (0) € €(f,0). In [13] and [14], the function
b(x, f1,t) is concave in the first argument and piecewise
continuous in the third argument with discontinuities at times
{s0:=0,51,...,54} for some finite ¢.

Theorem 2: Let the design parameters c,, be so that As-
sumptions 2 and 3 hold and let b(z, f1,t) be constructed for
@ as in [14]. If, for o > 0 and for all (2,t) € D X (s;, Sj4+1),
there exists a continuous control law w(z,¢) such that

P (1(2) 1 g(zpu(z.) + 78"(””6’;1’”
ob(x u, )

> —ab(x, 1, t +H HC’

then p?(z, X,0) > r for some r > 0, i.e., (a:,X,O) E o.
For unicycle-like dynamics in (4), the constraint in (7)

may not be feasible in case that

db(x, i, 1) db(a, 1, 1) Db(x, 1, 1)

S\ =\ g) 4 —~ )

9z 9B = gy s+ —5
is equal to the zero vector. We use a near-identity diffeomor-
phism as in [25] by the coordinate transformation

p:=z+IR(0)ey

sin(#)



where [ > 0 is a design parameter and where R(6) :=

cos(f) —sin(6) o T L
[Sm( 0)  cos(f) and e; := [1 0] . Note that * =
fe(z) + R(0)erus + cz(z,t) so that we can derive that

p = fm(z) + gp(z)u + Cm(zvt)

|cos(f) —sin(0)!
where gp(z) := sin(0)  cos(0)] has full rank [25, Lem.
1]. Consider next the modified predicate

_ . T if hyp(x(t), 8) — ¢ — Xm >0
ST (x(t), ) = ((t). &) ®)
1 otherwise

for xm > 0. The STL formula ¢ is now transformed into the
STL formula @ by replacing each predicate p>1“(z(t), ft) in

@ by STt (x(t), f1). We then choose a sufficiently small y,,
for eachm € {1,..., M} so that Assumption 2 holds for the
modified predicate function h,, (p, ft) — ¢ — Xm and @ and
then construct b(p, fi,t) for ¢ as in [14]. We remark that we
do not induce any conservatism and that choosing such Yy, is
always possible. Note that each h,, (x, i) is locally Lipschitz
continuous with Lipschitz constant L;* on the domain ® so
that |k, (z, t) — hp(p, )] < L7*l. We then select [ such
that [ < x,, / L7* for each m € {1,..., M}. Consequently,
hon (P, ) — € — Xm > 0 implies h,, (x, 1) — ¢, > 0.

Theorem 3: Let the design parameters c,, be so that
Assumptions 2 and 3 hold, set x,, and [ as instructed above,
and let b(p, f1,t) be constructed for ¢ as in [14]. If « is as
in [14, Lemma 4], then the control law u(z,t) given as

u(z,t) := argmin u” u (9a)
ucR2
ob(p, fu,t ob(p, fu,t
(p, 1 )(fm(z)Jrgp(z)u)+ (p, i1, 1)
op ot 9b)
> —ob(p. i t) + H&HC

ensures p®(z, X,0) > r for some r > 0, i.e., (z, X,0) |= ¢.
In order to maximize r, one can find the set of ¢, that
results in the largest r. This may, however, result in a tedious
search. Another idea, possibly not obtaining the best r but
maximizing r to some extent, is to obtain a set of ¢,, so that
Assumptions 2 and 3 hold and, instead of (9), solve

(u(z,t),e(2,t)) == argmin  u'u—e (10a)
(u,e)ERZXR>q
ob(p, 1,1t ob(p, 1, t
M(fw(z) + gp(2)u) + 9b(p, 1, 1)
Op ot
(10b)
ab( p,u,

> —ab(p, i1,1) +H HC+

Note that (10) is feasible for each (z,t) € ® x R and,
similarly to the proof of Theorem 3, it can be shown that
u(z,t) is continuous. Let & := inf(; o xr., €(2,t) and

¢ (1, 1) = {p e R*[b(p, 1, 1) > & / o}

Lemma 3: The control law u(z,t) in (10) renders the set
¢, (fs,t) forward invariant and attractive.

Based on Lemma 3, we next find a lower bound on r.
Therefore, we need the following result.

Xo;
1% =15\,
ijm)

4

Xps X r1

STL | ; I STL
Ha Hi
®oTL
6 02 /1 3|
‘ ST )
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Fig. 3: The RiSTL task (b contains the black chance and
risk predicates p5f, B & L uB . The determinized STL

predicates 5™, ..., ST, contained in ¢, are shown in red.

Corollary 1: The control law wu(z,t) in (10) results in
p? (@, 1,0) > & / o if p(0) € &(p, 0).

Let us next define
X (cm) = {x € Blhp(z, 1) —cm > & / a}

for which X (¢p,) C X, (¢, with strict inclusion if €, > 0.
Let r := min(ry,...,ra) With r,, = sup,.cpr s.t. CS
where CS € {XSM(r + 6,,) 2 X0, (cm), XEY (s — 7) 2
xl;n( ) x\'r;?R(BMa’Ym - 7‘) 2 x;n(cm) x?ryaR(ﬁrrL777n -
r) D X! (¢m)} depending on the type of the predicate.
The next result follows by Corollary 1 and the definitions
of X7, (cm), r, and the quantitative semantics of ¢.

Theorem 4: The control law u(z,t) in (10) results in
p? (@, 1,0) > r

IV. SIMULATIONS

Consider the dynamics in (4) with f(z) := 0
and c(z) = 0.5 - [—sat(z,) —sat(z,) O]T with
r = |z, J;y]T € R? and where sat(zr) = =z if
|z] < 1 and sat(z) = 1 otherwise so that C' = 0.5.
Furthemore, let X = [X5, X5» Xh Xho] =

[XOl,y XOZ,m XOZ,y XRl,:c XRl,y XR2,m XRZ,y}T
where X ~ N(ip,%)  with [ =
105 8 8 9 2 9"  and % =
diag(0.1,0.1,0.1,0.1,0.1,0.05, 0.05). Let

¢ = F[075}( 11){1 1;%2) A G[O,Q](¢lg1 A ¢182)

where ¢, = pf" and ¢¥l, := 5" denote the probability of
reaching regions indicated by X p; and X gy and (blgl =

Riand o8, = pfi v B v R v B encode the risk of
colhdlng W1th obstacles indicated by X o; and X 2.2 We
use 41 := 9 := 0.85 and ~,, := 0 and (,, := 0.9 for each
m € {3,...,7} while using CVaR. We obtain XS'(5,,) D
X (cm) form € {1,2} if ¢, := 0.08 and X$YR(B,,, Ym) 2
X (cm) form € {3,...,7} if ¢, := 0.85, see Fig. 3. Note
that the system is never allowed to go around the obstacle
X o2 from above which is deemed too risky. The RiSTL task
¢ and hence the STL tasks ¢ and ¢ can not be encoded using
the fragment in (5). We instead use the framework in [12] to

decompose @ into subtasks @; 1= Gop, s A Fio,) Mo,

N F[0,4]

2In particular, for €1 := 0.75 and €3 := 0.5 we define hy (x, X) := 1 —
||:I:—XR1||, hz(:l}, X) = €1 —H:l:—XRQH, h3(:1:, X) = _afy'f'XOl,ya
ha(z, X) 1= —xy + X02,2 — €2, hs(x, X) = wz — X02,2 — €2,
he(x, X) := Ty — XO2,y — €2, and h7(z, X) := —Zy + XO2,y - €2.
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Fig. 4: Simulation results.

for i € {1,...,6} with b; < b;;1 where each @; can be
encoded in (5). Sequentially satisfying each ¢; guarantees
satisfaction of ¢, and consequently satisfaction of ¢. For an
initial condition =(0) = 5™ A a5t A —pSTE A =S A
=S =: ST the algorithm in [12] provides the sequence
indicated by the blue waypoints in Fig. 3. For instance, the
first trajectory is constrained by pply = pGL", Honeh 1 =
T A BTN ST A g A

and by := 1.5. The
simulation results are shown in Fig. 4. For + = 1, we obtain
€, = 2.65 and it is visible that the system always tries to
maximize r and hence the distance to the obstacles (see for
instance the trajectory from 5.5 to 6.5 sec).

V. CONCLUSION

We presented risk signal temporal logic (RiSTL) by com-
posing risk metrics with stochastic predicates to quantify
the risk by which a predicate is not satisfied. We then
considered unicycle-like dynamics in uncertain environments
and showed that the stochastic control problem can be
transformed into a deterministic one, which we solved by
using time-varying control barrier functions.

APPENDIX

Proof of Lemma I: Note that —h,,(x, X) has mean
fiin, () = —vTx — E[)/(X)] and variance X_; ,
which is a function of A’'(X) that does not depend on .
Let F_j  (h,x) be the cumulative distribution function of

m

—hm(z, X) with F_,_(h,x) = P(—vTx—h(X) <h) =

P(—h'(X) < h+vTz) = F_j/(h+vTx) where F_;,/ (h+
vT'x) is the cumulative distribution function of —h/(X).
Hence, p_p, (h,x) = p_p(h + vTx), ie, p_p, (h,x) is
of the same type for each x only shifted by v”'x.

Ch) Note that X"(5,,) O X,.(cn) if and only if

m

min  P(hy,(x, X) > 0) > §,, by definition. Now
c€Xm(cm)
argmin P(hp,(z, X) > 0) = argmin P(—h,(z, X) <0)
TEXm (Cm) TEXm(cm)
= argmin P(—h(X) <vTx)= argmin F_j (v7x)
TEX, (Cm) TEX (Cm)
@ argmin v’z = x*
mexm,(cm)
T

where (a) holds since F_j/(v' @) is nondecreasing. Hence,
min ~ P(hy,(x, X) > 0) = P(h,,(x*, X) > 0).

mE}:m(Cm)

EV) Note that XEV(v,,) 2 X,.(cn) if and only if

max E[—h,,(x, X)] < 7, by definition. Now
wean(c'm)
argmax E[—h,,(x, X)] = argmax / hp_p,, (h,x)dh
TEXm (cm) TEXm (cm) J —00
= argmax / hp_p (b +vTz)dh © argmin v’z = x*
TEX, (cm) J—o0 TEX (Cm)

where (b) holds since =* maximizes p_/ (h+vT z) for each
h € (=00, 00), which maximizes the integral. Consequently,
max E[—hy(x, X)] = E[—h,(x*, X)].

TEX,, (Cm)
VaR) Note that XYR(3,,,%m) 2 Xm(cy,) if and only if

max VaRg,, (—hm(x, X)) < v, by definition. Now
zEX (cm)
argmax VaRg, (—hm(z, X))
E€Xm (Cm)
= argmax min(d € R|P(—hy,(x, X) <d) > 5)
c€Xm (cm)
= argmax min(d € R|F_, (d+v"z) > B,)
TEXm(cm)
= argmax hjj — v x = argmin v’z = x*
TEX,, (Cm) TEX (Cm)
where h{ := min(d € R|F_;/(d) > pS,). Hence,

)
max VaRg, (—hm(xz, X)) =VaRg, (—hn(z*, X)).
zEX (cm)

CVaR) Note that XSVR(B,. . v,) 2 Xn(em) if
and only if max CVaRg, (—hny(z, X) <
mexm(cm)
Ym. Noting p_p, (h,z) = p_w(h + vlz), it
holds  that argmax CVaRg, (—hpy(z, X) =
zEX 1 (cm)
argmax VaRg  (—hpy(xz, X)) = z*. Con-
TEXm (Cm)
sequently, max CVaRg, (—hm(x, X)) =

CVaRg, (—hm(z*, X)).

Proof of Theorem 1: Due to Assumption 3, © € X,,,(¢;)
implies « € X}%(0), © € X5 (), € € X (By, Ym ), OF
x € XSVR(B,,, vm). Since the semantics of STL and RiSTL
only differ on the predicate level and ¢ does not contain
negations, (x, X,0) = ¢ implies (x, X,0) = ¢.

Proof of Lemma 2: The proof follows by noting that all
x that satisfy v'@ = v for some v € R result in the same
P(hp(z,X) > 0), E[—hp(x, X)], VaRg(—hm(x, X)),
and CVaRg(—hm,(x, X)), respectively. In other words,
the level sets of P(hn,(z,X) > 0), E[—hn(z, X)],
VaRg(—hm(x, X)), and CVaRg(—h,(x, X)) form again
hyperplanes with normal vector v. Noting that the level sets
of X,,,(¢cy,) also result in a hyperplane with normal vector v
that can be shifted by c,, completes the proof.

Proof of Theorem 2: Recall that z(t) := [@(t)” 9(t)]T.
Since wu(z,t) is continuous, there exist solutions z
0, Tmax) — D to (4) with Tpe > 0. Now, (7) im-
plies 22@20 (£(2) 4 g(z)u(z,t) + c(z, 1)) + LT >
—ab(x, f1,t) so that, for all ¢ € (0, min(7max,s1))s
b(x(t), f1,t) > —ab(x(t), f1,t). Due to [26, Lem. 4.4], the
Comparison Lemma [26, Ch. 3.4], and since b(x(0), fz,0) >
0, it follows that b(x(t), i1, t) > 0, i.e., (t) € €(f,t), for all



t € [0, min(Tmax, $1))- If Tmax > $1, it holds z(t) € €(f,t)
for all ¢t € [s1, min(7max, S2)). By [14], for each s; with
je€{l,...,q}, it holds that lim__, - €(f1,7) C €(f,s;) so
that x(s1) € €(f, s1). This argumenjt can be repeated unless
Tmax < s; for some j; however, b(x(t), ft,t) > 0 implies
that «(t) € B for the compact set B C R™ and for all
t € [0, Tmax); 0(t) will evolve in a compact set since fy(z)
and cy(z,t) are bounded so that 7,,x = oo [26, Thm. 3.3].
By [13], x(t) € €(f,t) for all t > 0 so that (x, ,0) = ¢,
ie., p¥(x, 1,0) > 7’ for some r’ > 0. Hence, (x, ix,0) = &,
ie., p?(x, 1,0) > r for some r > 0, by Theorem 1.

Proof of Theorem 3: 1f (z,t) € R3 x (sj,s;41) with
%f@gp(z) # 0, (9) is feasible and u(z,t) is locally
Lipschitz continuous at (z,¢) [27, Thm. 8]. Note that

76[’(5;7’1’”9,,(2) = 0 if and only if L(g]‘f’t) = 0 since gp(2z)

has full rank. If (z,t) € R® x (s, 5;1) with 22228 — o,
(9b) is satisfied since % > —ab(p, 1, t) + x for
some y > 0 due the choice of o so that u(z,t) := 0.2
Due to continuity of an) and ab(p, f1,t), there exists a
neighborhood U around (p,t) so that, for each (p’,t') € U,
W > —ab(p, @1,t')) and consequently u(p’,t') =
0. Hence, u(z,t) is continuous on R? x (s;,s;11) so that,
similarly to the proof of Theorem 2, p®(p,f1,0) > 0
which implies p?(p, ft,0) > min(xi,...,xnm) by (6) and
(8) and the syntax of ¢ (and consequently ¢) in (5) that
exclude disjunctions and negations. By the choice of [, this
implies (x, 1,0) = ¢ so that again (z,X,0) E ¢, ie.,
p®(x, X,0) > r for some r > 0, as in proof of Theorem 3.

Proof of Lemma 3: First note that, for each solution
p : R>o — R™ that arises under u(z,t), B(p(t),ﬂ,t) >
—ab(p(t), ft,t) + € due to (10b). For ¢ > 0 and « > 0, the
initial value problem 0(t) = —av(t) + € with v(0) > ¢ / «
has the solution v(t) = exp(—at)(v(0) — €& / @) + & / o >
¢ / a. By the Comparison Lemma [26, Ch. 3.4], it follows
that b(p(t), ft,t) > v(t) > € / a so that p(t) € € (fx,t) for
all ¢ > 0 if p(0) € &(f,0). If v(0) € R, v(t) = €/ « as
t — oo so that attractivity of €(fs,t) follows under u(z,t)
by again using the Comparison Lemma.

Proof of Corollary 1: Due to Lemma 3 and since
p(0) € €(@,0), it holds that b(p(t), r,t) > € / o for
all t > 0. By the construction of b(p, f1,¢) and [13] it
follows that p?(p, f1,0) > € / a so that p?(p, f1,0) >
min(x1,. .., xm)+ €&/ a. Since, for each m € {1,..., M},
o (Dy 1) — € — Xm > €/ implies hy, (&, ft) — ¢ > &/ @
by the choice of [, it follows that p¥(x, f,0) > € / a.

REFERENCES

[1] H. Kress-Gazit, G. E. Fainekos, and G. J. Pappas, ‘“Temporal-logic-
based reactive mission and motion planning,” IEEE Trans. Robot.,
vol. 25, no. 6, pp. 1370-1381, 2009.

[2] M. Kloetzer and C. Belta, “A fully automated framework for control
of linear systems from temporal logic specifications,” IEEE Trans.
Autom. Control, vol. 53, no. 1, pp. 287-297, 2008.

3See [14, Lemma 4] for details on the choice of «. The intution is that
b(p, f1,t) is concave in p so that ab(gi,ﬁ,t) = 0 only happens at the global
optimum p* where b(p*, f&,t) > 0. Then choosing « large enough ensures
that W > —ab(p*, f1,t) + x for some x > 0.

[3]

[4]

[5]

[6]

[7]

[8]

[9]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

(27

Y. Kantaros and M. M. Zavlanos, “Sampling-based optimal control
synthesis for multirobot systems under global temporal tasks,” IEEE
Trans. Autom. Control, vol. 64, no. 5, pp. 1916-1931, 2018.

O. Maler and D. Nickovic, “Monitoring temporal properties of con-
tinuous signals,” in Proc. Int. Conf. FORMATS FTRTFT, Grenoble,
France, September 2004, pp. 152-166.

A. Donzé and O. Maler, “Robust satisfaction of temporal logic over
real-valued signals,” in Proc. Int. Conf. FORMATS, Klosterneuburg,
Austria, September 2010, pp. 92-106.

G. E. Fainekos and G. J. Pappas, “Robustness of temporal logic
specifications for continuous-time signals,” Theoret. Comp. Science,
vol. 410, no. 42, pp. 42624291, 2009.

V. Raman et al., “Model predictive control with signal temporal
logic specifications,” in Proc. Conf. Decis. Control, Los Angeles, CA,
December 2014, pp. 81-87.

Y. Pant et al., “Fly-by-logic: control of multi-drone fleets with tempo-
ral logic objectives,” in Proc. Int. Conf. Cyber-Physical Syst., Porto,
Portugal, April 2018, pp. 186-197.

N. Mehdipour, C. Vasile, and C. Belta, “Arithmetic-geometric mean
robustness for control from signal temporal logic specifications,” in
Proc. Am. Control Conf., Philadelphia, PA, July 2019, pp. 1690-1695.
P. Varnai and D. V. Dimarogonas, “Prescribed performance control
guided policy improvement for satisfying signal temporal logic tasks,”
in Proc. Am. Control Conf. 1EEE, 2019, pp. 286-291.

D. Aksaray, A. Jones, Z. Kong, M. Schwager, and C. Belta, “Q-
learning for robust satisfaction of signal temporal logic specifications,”
in Proc. Conf. Decis. Control, Las Vegas, NV, December 2016, pp.
6565-6570.

L. Lindemann and D. V. Dimarogonas, “Efficient automata-based
planning and control under spatio-temporal logic specifications,” in
Proc. Am. Control Conf., Denver, CO, July 2020, pp. 4707-4714.

, “Control barrier functions for signal temporal logic tasks,” IEEE
Control Syst. Lett., vol. 3, no. 1, pp. 96-101, 2019.

, “Decentralized control barrier functions for coupled multi-agent
systems under signal temporal logic tasks,” in Proc. Europ. Control
Conf., Naples, Italy, June 2019, pp. 89-94.

Y. Kantaros and G. Pappas, “Optimal temporal logic planning for
multi-robot systems in uncertain semantic maps,” in Proc. Conf. Intel.
Robots Syst., Macau, Hong Kong, November 2019, pp. 4127-4132.
J. Fu, N. Atanasov, U. Topcu, and G. J. Pappas, “Optimal temporal
logic planning in probabilistic semantic maps,” in Proc. Int. Conf.
Robot. Autom., Stockholm,Sweden, May 2016, pp. 3690-3697.

S. L. Bowman, N. Atanasov, K. Daniilidis, and G. J. Pappas, “Proba-
bilistic data association for semantic slam,” in Proc. Int. Conf. Robot.
Autom., Singapore, May 2017, pp. 1722-1729.

S. Bharadwaj, R. Dimitrova, and U. Topcu, “Synthesis of surveillance
strategies via belief abstraction,” in Proc. Conf. Decis. Control, Miami,
FL, Dec. 2018, pp. 4159-4166.

M. Guo and M. M. Zavlanos, “Probabilistic motion planning under
temporal tasks and soft constraints,” IEEE Trans. Autom. Control,
vol. 63, no. 12, pp. 4051-4066, 2018.

C.-I. Vasile, K. Leahy, E. Cristofalo, A. Jones, M. Schwager, and
C. Belta, “Control in belief space with temporal logic specifications,”
in Proc. Conf. Decis. Control, Las Vegas, NV, Dec. 2016, pp. 7419-
7424.

S. S. Farahani, R. Majumdar, V. S. Prabhu, and S. Soudjani, “Shrinking
horizon model predictive control with signal temporal logic constraints
under stochastic disturbances,” IEEE Trans. Autom. Control, 2018.
D. Sadigh and A. Kapoor, “Safe control under uncertainty with
probabilistic signal temporal logic,” in Proc. of Robotics: Science and
Systems, AnnArbor, Michigan, June 2016.

A. Majumdar and M. Pavone, “How should a robot assess risk?
towards an axiomatic theory of risk in robotics,” in Robotics Research.
Springer, 2020, pp. 75-84.

R. T. Rockafellar, S. Uryasev et al., “Optimization of conditional
value-at-risk,” Journal of risk, vol. 2, pp. 21-42, 2000.

R. Olfati-Saber, “Near-identity diffeomorphisms and exponential e-
tracking and 6-stabilization of first-order nonholonomic SE (2) vehi-
cles,” in Proc. Amer. Control Conf., Anchorage, AK, May 2002, pp.
4690 — 4695.

H. K. Khalil, Nonlinear Systems, 2nd ed.
Prentice-Hall, 1996.

X. Xu, P. Tabuada, J. W. Grizzle, and A. D. Ames, “Robustness of
control barrier functions for safety critical control,” in Proc. Conf.
Analys. Design Hybrid Syst., vol. 48, no. 27, 2015, pp. 54-61.

Englewood Cliffs, NJ:



