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Abstract—This paper analyzes distributed proportional-integral controllers. We prove that integral action can be successfully applied to consensus algorithms, where attenuation of static disturbances is achieved. These control algorithms are applied to decentralized frequency control of electrical power systems. We show that the proposed algorithm can attenuate step disturbances of power loads. We provide simulations of the proposed control algorithm on the IEEE 30 bus test system that demonstrate its efficiency.

I. INTRODUCTION

Distributed control is in many large-scale systems the only feasible control strategy. To attenuate disturbances, proportional-integral (PI) controllers are often employed in such plants. However, it is still an open problem when distributed controllers can stabilize a plant in general [1].

One important and increasingly interesting class of systems that require integral action to attenuate disturbances are electric power systems. Due to disturbances in form of load and generation changes, a proportional frequency controller is not able to reach the desired reference frequency asymptotically. To eliminate static errors, integrators are employed. Due to the inherent difficulties with distributed PI control, automatic frequency control of power systems is typically carried out at two levels. In the inner control loop the frequency is controlled with a proportional controller against a dynamic reference frequency. At the outer loop, the reference frequency is controlled with a PI controller to eliminate static errors [2]. While this control architecture often works satisfactorily today, future power system developments might render it unsuitable. For instance, large-scale penetration of renewable power generation increases generation fluctuations, creating a need for fast and local disturbance attenuation. Decentralized control of power systems might also provide efficient anti-islanding control and self-healing features, even when communication is unavailable [3], [4].

In this paper we propose a fully decentralized frequency control algorithm for electrical power systems. We model the power system by the swing equation, used in transient stability [5] and fault detection [6]. We apply and further develop the theory of distributed consensus to prove the stability of the proposed algorithms. These results could be of interest not only for power systems, but also for other distributed or decentralized dynamical systems with first- or second-order dynamics. We give a short review of the consensus problem to position our theoretical results with respect to the literature. The coordination of autonomous agents based solely on local interactions and decentralized control algorithms [7], has applications in multi-vehicle control [8], formation-control [9], flocking [10], rendezvous [11] and distributed estimation [12], [13]. Consensus with integral action has been studied in [14] for agents with single integrator dynamics. It was shown that the proposed consensus protocol can attenuate constant and some time-varying disturbances to a certain degree. The main theoretical contributions of this paper is the extension of consensus for agents with single integrator dynamics under integral action, and consensus for agents with damped double integrator dynamics under integral action. We study consensus algorithms both with and without absolute position measurements.

The rest of this paper is organized as follows. In section II we introduce the mathematical notation. In section III we analyze consensus protocols with PI controllers for agents with single integrator dynamics. In section IV we propose two consensus protocols for agents with double integrator dynamics, one without and one with absolute position measurements. We also provide an example to support our theoretical results. In section V, based on the developed theory, we propose a decentralized control algorithm for frequency control of electrical power systems, and compare the performance to traditional control algorithms. The paper ends by some concluding remarks in section VI.

II. PRELIMINARIES

Let $\mathcal{G}$ be a graph. Denote by $\mathcal{V} = \{1, \ldots, n\}$ the vertex set of $\mathcal{G}$, and by $\mathcal{E} = \{1, \ldots, m\}$ the edge set of $\mathcal{G}$. Let $\mathcal{N}_i$ be the set of neighboring nodes to $i$. Denote by $\mathcal{B} = \mathcal{B}(\mathcal{G})$ the vertex-edge adjacency matrix of $\mathcal{G}$, and let $\mathcal{L}$ be the Laplacian matrix of $\mathcal{G}$. In this paper we will only consider static, undirected and connected graphs. For the application of frequency control of power systems, this is a reasonable assumption as long as there are no power line failures. For undirected graphs it holds that $\mathcal{L} = \mathcal{B}^T\mathcal{B}$. Let $\mathbb{C}^-$ denote the open left half complex plane, and $\overline{\mathbb{C}^-}$ its closure. We will denote the position of agent $i$ as $x_i$, and its velocity as $v_i$, and collect them into column vectors $x = (x_1, \ldots, x_n)^T$, $v = (v_1, \ldots, v_n)^T$. We denote by $c_{n\times m}$ a vector or matrix.
of dimension $n \times m$ whose elements are all $c$. $I_n$ denotes the identity matrix of dimension $n$.

III. CONSENSUS BY DISTRIBUTED INTEGRAL ACTION FOR SINGLE INTEGRATOR DYNAMICS WITH DAMPING

Consider agents with dynamics:

$$\dot{z}_i = x_i$$

$$\dot{x}_i = -\sum_{j \in \mathcal{N}_i} \left( \alpha(z_i - z_j) + \beta(x_i - x_j) \right) - \delta(x_i - x_i(0)) + d_i$$  \hspace{1cm} (1)  

where $\alpha \in \mathbb{R}^+$, $\beta \in \mathbb{R}^+$, $\delta \in \mathbb{R}^+$ are fixed parameters, and $d_i \in \mathbb{R}$ is an unknown disturbance.

**Theorem 1.** Under the dynamics (1)–(1) the agents converge to a common value $x^*$ for any constant disturbance $d_i$. If $d_i = 0 \forall i \in \mathcal{V}$, the agents converge to $x^* = \frac{1}{n} \sum_{i \in \mathcal{V}} x_i(0)$ for arbitrary $v_i(0)$, and for $z_i(0) = 0$ for all $i \in \mathcal{V}$. If absolute position measurements are not present, i.e. $\delta = 0$, we still have $\lim_{t \to \infty} |x_i(t) - x_j(t)| = 0 \forall i, j \in \mathcal{V}$ for any set of disturbances $d_i$ and any $\alpha, \beta \in \mathbb{R}^+$. However the absolute states are in general unbounded, i.e. $\lim_{t \to \infty} |x_i(t)| = \infty \forall i, j \in \mathcal{V}$.

**Proof:** First consider the case where $\delta = 0$ and $d_i = 0 \forall i \in \mathcal{V}$. By introducing $z = [z_1, \ldots, z_n]^T$ we may rewrite (1)–(2) as:

$$\begin{bmatrix} \dot{z} \\ \dot{x} \end{bmatrix} = \begin{bmatrix} 0_{n \times n} & I_n \\ -\alpha \mathcal{L} & -\beta \mathcal{L} \end{bmatrix} \begin{bmatrix} z \\ x \end{bmatrix}, \quad \triangleq_A$$

By elementary column operations we note that the characteristic equation of $A$ is given by $0 = \det \left( (\beta s + \alpha) \mathcal{L} + s^2 I_n \right)$. By comparing the characteristic polynomial with the characteristic equation of $\mathcal{L}$: $0 = \det (\mathcal{L} - \kappa I_n)$, with solutions $\kappa = \lambda_i \geq 0$, we obtain the equation $0 = s^2 + \lambda_i \beta s + \lambda_i \alpha$. This equation has two solutions $s = 0$ if $\lambda_i = 0$, and solutions $s \in \mathbb{C}$ if $\lambda_i > 0$. Since the above equation has exactly two solutions for every $\lambda_i$, it follows that the algebraic multiplicity of the eigenvalue 0 must be two. It is well-known that for connected graphs $\mathcal{G}$, $\lambda_1$ is the only zero-eigenvalue of the Laplacian $\mathcal{L}$. By straightforward calculations we obtain that $e_1^T = \left[ 1_{1 \times n} \ 0_{1 \times n} \right]^T$ is an eigenvector and $e_2^T = \left[ 0_{1 \times n} \ 1_{1 \times n} \right]^T$ is a generalized eigenvector of $A$ corresponding to the eigenvalue 0. It can also be verified that $v_1 = \frac{1}{n} \left[ 1_{1 \times n} \ 0_{1 \times n} \right]$ and $v_2 = \frac{1}{n} \left[ 0_{1 \times n} \ 1_{1 \times n} \right]$ are a generalized left eigenvector and an eigenvector of $A$, respectively, corresponding to the eigenvalue 0, and that $v_1 e_1^T = 1$, $v_2 e_1^T = 1$ and $v_2 e_1^T = 0$, $v_1 e_2^T = 0$. If we let $P$ be an orthonormal matrix consisting of the normalized eigenvectors of $A$, we can chose the first columns of $P$ to be $e_1^T$ and $e_2^T$, and the first rows of $P^{-1}$ to be $v_1$ and $v_2$, respectively. Since all other eigenvalues of $A$ have strictly negative real part we obtain

$$\lim_{t \to \infty} e^{At} = \lim_{t \to \infty} P e^{\mathcal{J}t} P^{-1}$$

$$= P \lim_{t \to \infty} \begin{bmatrix} 1 & t \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 0_{(2n-2) \times 2n-2} & 0_{(2n-2) \times 2n-2} \\ 0_{2n-2 \times (2n-2)} & 1 \end{bmatrix} \begin{bmatrix} (2n-2) \times (2n-2) \\ 0_{(2n-2) \times 2n-2} \\ \vdots \end{bmatrix} P^{-1}$$

$$= \lim_{t \to \infty} P \begin{bmatrix} 1 & t \\ 0 & 1 \end{bmatrix} \begin{bmatrix} 0_{(2n-2) \times 2n-2} & 0_{(2n-2) \times 2n-2} \\ 0_{2n-2 \times (2n-2)} & 1 \end{bmatrix} \begin{bmatrix} (2n-2) \times (2n-2) \\ 0_{(2n-2) \times 2n-2} \\ \vdots \end{bmatrix} P^{-1}$$

$$= \lim_{t \to \infty} \begin{bmatrix} 1_{n \times n} & t_{1 \times n} \\ 0_{n \times n} & 1_{n \times n} \end{bmatrix} \begin{bmatrix} 0_{(n-1) \times (n-1)} \ 0_{(n-1) \times (n-1)} \\ B^T \end{bmatrix} \begin{bmatrix} z \\ y \end{bmatrix} \triangleq \alpha \in \mathcal{C}$$

Given an initial position $x(0) = x_0$, we obtain

$$\lim_{t \to \infty} x_i(t) = \frac{1}{n} \sum_{i \in \mathcal{V}} x_i(t) \forall i \in \mathcal{V}, \text{ i.e., the agents converge to the average of their initial positions.}$$

We now consider the case where $\delta = 0$ and $d_i \neq 0 \forall i \in \mathcal{V}$. Define the output of the system

$$\begin{bmatrix} y_x \\ y_z \end{bmatrix} = \begin{bmatrix} B^T \\ 0_{(n-1) \times n} \end{bmatrix} \begin{bmatrix} z \\ x \end{bmatrix}$$

and consider the linear coordinate change $x = \hat{S} u$, $u = \hat{S}^T x$, $z = \hat{S} w$, $w = \hat{S}^T z$, where $\hat{S} = \left[ \frac{1}{n} 1_{n \times 1} \right]$ and $\hat{S}$ is a matrix such that $\hat{S}$ is an orthonormal matrix. In the new coordinates, the system dynamics (3) become:

$$\begin{bmatrix} \dot{w} \\ \dot{u} \end{bmatrix} = \begin{bmatrix} 0 & 0_{1 \times (n-1)} \\ 0_{(n-1) \times 1} & -\alpha \hat{S}^T \hat{L} \hat{S} \end{bmatrix} \begin{bmatrix} w \\ u \end{bmatrix} + \begin{bmatrix} \frac{1}{n} 1_{1 \times (n)} \\ S^T d \end{bmatrix} d.$$
By [15], the characteristic polynomial in \( \kappa \) of \( A'' \) is given by

\[
\det(\kappa^2 I(n-1) + (\beta \kappa + \alpha) STLS).
\]

By comparing this polynomial with the characteristic polynomial \( \det(sI + B^T LBS) \), which by lemma 10 in [14] has solutions \(-s_i < 0\), we know that the eigenvalues of \( A'' \) must satisfy \( \kappa^2 + s_i \beta \kappa + s_i \alpha = 0 \), with solutions \( \kappa \in \mathbb{C}^- \). Thus \( A'' \) is Hurwitz.

Now consider the case where \( \delta \neq 0 \) and \( d_i = 0 \ \forall i \in V \). The dynamics can be written as:

\[
\begin{pmatrix}
\dot{y}_z \\
\dot{y}_x
\end{pmatrix} =
\begin{bmatrix}
0_{n \times n} & I_n \\
-\alpha L & -\beta L - \delta I
\end{bmatrix}
\begin{pmatrix}
y_z \\
y_x
\end{pmatrix}.
\]

By elementary column operations, the characteristic polynomial of \( A \) may be written as

\[
0 \det((\beta \kappa + \alpha)L + (s^2 + \delta s)I_n).
\]

By similar arguments used in the previous parts of the proof, \( A \) has a simple eigenvalue 0, with the corresponding eigenvector \( e_1 = [1_{1 \times n} \ 0_{1 \times n}]^T \) and the left eigenvector \( v_1 = \frac{1}{n} [1_{1 \times n} \ 0_{1 \times n}] \), whereas all other eigenvalues have negative real part. We see that \( v_1 e_1 = 1 \), and hence it follows that

\[
\lim_{t \to \infty} v_1 e_1 = 1,
\]

\[
\lim_{t \to \infty} x(0) = x_0.
\]

IV. CONSENSUS BY DISTRIBUTED INTEGRAL ACTION FOR DOUBLE INTEGRATOR DYNAMICS WITH DAMPING

In this section we generalize the results of Section III to double integrator dynamics. Consider agents with dynamics:

\[
\begin{align*}
\dot{z}_i &= x_i \\
\dot{x}_i &= v_i \\
\dot{v}_i &= -\sum_{j \in N_i} (\alpha (z_i - z_j) + \beta (x_i - x_j)) - \gamma v_i - \delta (x_i - x_i^0) + d_i
\end{align*}
\]

where \( x_i^0 = x_i(0), \alpha \in \mathbb{R}^+, \beta \in \mathbb{R}^+, \gamma \in \mathbb{R}^+, \delta \in \mathbb{R}^+ \) and \( d_i \in \mathbb{R} \) is an unknown scalar disturbance. The above protocol does not require communication of the integral state between the agents, as it suffices for each agent to measure its neighbors states and integrate the relative differences.

**Theorem 2.** Under the dynamics (4)–(6), the agents converge to a common value \( x^* \) for any constant disturbance \( d_i \), provided that \( \alpha < \beta \gamma \). If \( d_i = 0 \ \forall i \in V \), the agents converge to \( x^* = \frac{1}{n} \sum_{i \in V} x_i(0) \) for arbitrary \( v_i(0) \). If absolute position measurements are not present, i.e., \( \delta = 0 \), we still have \( \lim_{t \to \infty} |x_i(t) - x_j(t)| = 0 \ \forall i, j \in V \) for any set of disturbances \( d_i \). However the absolute states are in general unbounded, i.e., \( \lim_{t \to \infty} |x_i(t)| = \infty \ \forall i, j \in V \). Also, the system is stable if and only if \( \alpha < \beta \gamma \).

**Proof:** The proof follows the same principle ideas as the proof of Theorem 1. However, as we consider second-order dynamics, the problem is inherently different to first-order dynamics. First consider the case where \( \delta = 0 \). We first let \( d_i = 0 \ \forall i \in V \). Let also \( d_i = 0 \ \forall i \in V \). By introducing the state vector \( z = [z_1, \ldots, z_n]^T \) we may rewrite (4)–(6) in vector form as:

\[
\begin{pmatrix}
\dot{z} \\
\dot{x} \\
\dot{v}
\end{pmatrix} =
\begin{bmatrix}
0_{n \times n} & I_n & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} & I_n \\
-\alpha L & -\beta L - \gamma I_n
\end{bmatrix}
\begin{pmatrix}
z \\
x \\
v
\end{pmatrix}.
\]

By elementary column operations it is easily shown that the characteristic polynomial of \( A \) can be written as

\[
0 = \det((\alpha + \beta s)L + s^2 (s + \gamma) I),
\]

where \( I \) is the identity matrix of appropriate dimensions. Comparing the above equation with the characteristic polynomial of \( L \), we get that \( 0 = s^3 + \gamma s^2 + \lambda_1 \beta s + \lambda_2 \alpha \), where \( \lambda_1 \) is an eigenvalue of \( L \). If \( \lambda_1 > 0 \), the above equation has all its solutions \( s \in \mathbb{C}^- \) if and only if \( \alpha < \beta \gamma \) and \( \alpha, \beta, \gamma > 0 \) by the Routh-Hurwitz stability criterion. Since \( G \) by assumption is connected, \( \lambda_1 = 0 \) and \( \lambda_1 > 0 \ \forall i \in V \). For \( \lambda_1 = 0 \), the above equation has the solutions \( s = 0, s = -\gamma \). By straightforward calculations it can be shown that \( e_1 = [1_{1 \times n} \ 0_{1 \times n} \ 0_{1 \times n}]^T \) and \( e_2 = [0_{1 \times n} \ 1_{1 \times n} \ 0_{1 \times n}]^T \) are an eigenvector and a generalized eigenvector, respectively, corresponding to the eigenvalue 0. Furthermore \( v_1 = \frac{1}{\gamma} \left[ z_2^2 1_{1 \times n} \ 0_{1 \times n} \ 1_{1 \times n} \right] \) and \( v_2 = \frac{1}{\gamma} \left[ 0_{1 \times n} \gamma 1_{1 \times n} \ 1_{1 \times n} \right] \) are a generalized left eigenvector and a left eigenvector of \( A \) corresponding to he eigenvalue 0. Furthermore \( v_1 e_1^0 = 1, v_2 e_1^0 = 1 \) and \( v_2 e_1^0 = 0, v_1 e_2^0 = 0 \). Hence the first columns of \( P \) can be chosen as \( e_1^0 \) and \( e_2^0 \).
and the first rows of $P^{-1}$ can be chosen to be $v_1$ and $v_2$. Since all other eigenvalues of $A$ have strictly negative real part we obtain 
\[
\lim_{t \to \infty} e^{At} = \lim_{t \to \infty} Pe^{Jt} P^{-1} = \lim_{t \to \infty} \frac{1}{n} \begin{bmatrix}
1_{n \times n} & t1_{n \times n} & \frac{1}{\gamma} 1_{n \times n} \\
0_{n \times n} & 1_{n \times n} & \frac{1}{2} 1_{n \times n} \\
0_{n \times n} & 0_{n \times n} & 0_{n \times n}
\end{bmatrix}.
\]

Given any initial position $x(0) = x_0$, $v(0) = v_0$, we obtain 
\[
\lim_{t \to \infty} x_i(t) = \frac{1}{2} \sum_{j \in V} x_{ij} + \frac{1}{n} \sum_{j \in V} v_{ij} \quad \forall \ i \in V.
\]

Now let us turn our attention to the case where where the new coordinates are also characterized by the matrix $S$ be full-rank, and hence 
\[
\begin{bmatrix}
\hat{z} \\
\hat{x} \\
\hat{v}
\end{bmatrix} = \begin{bmatrix}
0_{n \times n} & I_n & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} & I_n \\
-\alpha \hat{L} & -\beta \hat{L} - \delta I & -\gamma I
\end{bmatrix} \begin{bmatrix}
z \\
x \\
v
\end{bmatrix}.
\]

By performing elementary column operations the characteristic polynomial of $A$ can be written as $\det(sI) \det((s + \gamma I) I) \det((\alpha + \beta s)L + (s^3 + \gamma s^2 + \delta s) I)$. The first two factors give the solutions $s = 0$ and $s = -\gamma$, respectively. By comparing the third factor with the characteristic polynomial of $\mathcal{L}$, it can be seen that the other eigenvalues $s$ of $A$ satisfy $0 = s^3 + \gamma s^2 + (\delta + \lambda_i \beta) s + \lambda_i \alpha$, where $\lambda_i \in \text{spec}(\mathcal{L})$. Since $\mathcal{G}$ by assumption is connected, $\mathcal{L}$ has a single simple eigenvalue $\lambda_1 = 0$, which gives the characteristic equation $0 = s(s^2 + \gamma s + \delta)$, with one solution $s = 0$, and two solutions $s \in \mathbb{C}^-$. As all other eigenvalues are strictly positive, the solutions $s$ corresponding to strictly positive $\lambda_i$ satisfy $s \in \mathbb{C}^- \iff \lambda_i \alpha + \delta < \lambda_i \beta \gamma$. This is satisfied whenever $\alpha < \beta \gamma$. It can be verified that $e_1 = [1_{n \times n} \ 0_{n \times n} \ 0_{n \times n}]^T$ and $v_1 = \frac{1}{n} \sum_{i=1}^n \gamma_1_{n \times n} 1_{1 \times n}^T$ are a right and left eigenvector of $A$, corresponding to the eigenvalue 0. Furthermore $v_1 e_1 = 1$. Since all other eigenvalues have strictly negative real part, we have 
\[
\lim_{t \to \infty} e^{At} = \lim_{t \to \infty} Pe^{Jt} P^{-1} = \frac{1}{n} \begin{bmatrix}
\delta 1_{n \times n} & \gamma 1_{n \times n} & 1_{n \times n} \\
0_{n \times n} & 0_{n \times n} & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} & 0_{n \times n}
\end{bmatrix}.
\]

We note that the states $z_1', x_1'$ and $v_1'$ are unobservable and uncontrollable. We thus omit these states to obtain a minimal realization by defining the new coordinates $z'' = [z_2', \ldots, z_n']^T$, $x'' = [x_2', \ldots, x_n']^T$ and $v'' = [v_2', \ldots, v_n']^T$ we obtain the system dynamics 
\[
\begin{bmatrix}
\dot{z}'' \\
\dot{x}'' \\
\dot{v}''
\end{bmatrix} = \begin{bmatrix}
0_{(n-1) \times n} & I_{(n-1) \times n} & 0_{(n-1) \times n} \\
0_{(n-1) \times n} & 0_{(n-1) \times n} & I_{(n-1) \times n} \\
-\alpha S'' \mathcal{L} S'' & -\beta S'' \mathcal{L} S'' & -\gamma S'' \mathcal{L} S''
\end{bmatrix} \begin{bmatrix}
z'' \\
x'' \\
v''
\end{bmatrix} + \begin{bmatrix}
0_{n \times n} \\
0_{n \times n} \\
-\alpha S'' \mathcal{L} S''
\end{bmatrix} \begin{bmatrix}
z'' \dot{d} \\
x'' \dot{d} \\
v'' \dot{d}
\end{bmatrix}.
\]

We now shift the state space by defining 
\[
\begin{bmatrix}
z^{(3)} \\
x^{(3)} \\
v^{(3)}
\end{bmatrix} = \begin{bmatrix}
z'' \\
x'' \\
v''
\end{bmatrix} - \begin{bmatrix}
\frac{1}{\alpha} (S'' \mathcal{L} S')^{-1} S'' \mathcal{L} d \\
0_{(n-1) \times 1} \\
0_{(n-1) \times 1}
\end{bmatrix}.
\]

It is easily verified that the origin is the only equilibrium of the system dynamics, and that the dynamics in the new coordinates are also characterized by the matrix $A''$. By a similar argument used when showing that $A$ is negative semi-definite, we may show that $A''$ is negative semi-definite. But since $S'' \mathcal{L} S'$ is full-rank, $A''$ must also be full-rank, and hence $A''$ is Hurwitz. This implies that 
\[
\lim_{t \to \infty} x_i(t) = 0 \quad \forall i \in V
\]

and that its (generalized) eigenvector will be distinct from $e_1^1$ and $e_1^2$. Thus consensus is not reached.

We now turn our attention to the case where $\delta \neq 0$ and $d_i = 0 \ \forall i \in V$. The dynamics (4)-(6) can then be written in vector form as 
\[
\begin{bmatrix}
\dot{z} \\
\dot{x} \\
\dot{v}
\end{bmatrix} = \begin{bmatrix}
0_{n \times n} & I_n & 0_{n \times n} \\
0_{n \times n} & 0_{n \times n} & I_n \\
-\alpha \hat{L} & -\beta \hat{L} - \delta I & -\gamma I
\end{bmatrix} \begin{bmatrix}
z \\
x \\
v
\end{bmatrix}.
\]

Example 1. In this example we will consider the task of reaching position-consensus for a multi-robot system. We consider a distributed PI controller for mobile robots with velocity-dependent damping of the form of (4)-(6). Let the parameters be given by $\beta = 5$, $\gamma = 3$ and $\delta = 0$. The setup we will consider consists of a string of 5 mobile robots, whose communication topology is a string graph. We consider the system with a constant disturbance $d = [1, 0, 0, 0, 0]$, for $\alpha = 0$, $\alpha = 1$, and $\alpha = 15$. The initial conditions are given by $x(0) = [5, -6, 8, 4, 5]^T$, $v(0) = [0, 0, 0, 0, 0]^T$. 
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By Theorem 2 stability is guaranteed if and only if $\alpha < \beta \gamma$. In Figure 1 the state trajectories are shown for different choices of $\alpha$. We observe that asymptotic consensus amongst the mobile robots is only reached when $\alpha = 1$. When $\alpha = 0$, consensus is not reached due to the static disturbance. When $\alpha = 1$, the disturbance is attenuated, and asymptotic consensus is reached. However, as we increase $\alpha$ to $20 = \beta \gamma$, the system becomes unstable, in accordance with Theorem 2. This is illustrated in the lower right plot of Figure 1.

V. FREQUENCY CONTROL OF POWER SYSTEMS

In this section we show that a similar protocol to the one proposed in section IV, can be employed for automatic frequency control in power systems. Let us consider a power system modeled by a graph $G = (\mathcal{V}, \mathcal{E})$. Each node, here referred to as a bus, is assumed to obey the linearized swing equation [2]

$$m_i \dot{\delta}_i + d_i \ddot{\delta}_i = - \sum_{j \in N_i} k_{ij} (\delta_i - \delta_j) + p_i^m + u_i$$

(7)

where $\delta_i$ is the phase angle of bus $i$, $m_i$ and $d_i$ are the inertia and damping coefficient respectively, $p_i^m$ is the power load at bus $i$ and $u_i$ is the mechanical input, $k_{ij} = |V_i||V_j|b_{ij}$, where $V_i$ is the voltage of bus $i$, and $b_{ij}$ is the suscep-tance of the edge $(i, j)$, here referred to as line. By defining the state vectors $\delta = [\delta_1, \ldots, \delta_n]$ and $\omega = [\omega_1, \ldots, \omega_n]$, we may rewrite (7) in state-space form as

$$\begin{bmatrix} \dot{\delta} \\ \dot{\omega} \end{bmatrix} = \begin{bmatrix} 0_{n \times n} & I_n \\ - M \mathcal{L}_k & - M D \end{bmatrix} \begin{bmatrix} \delta \\ \omega \end{bmatrix} + \begin{bmatrix} 0_{n \times 1} \\ M p^m \end{bmatrix} + \begin{bmatrix} 0_{n \times 1} \\ M u \end{bmatrix}$$

(8)

where $M = \text{diag}(\frac{1}{m_1}, \ldots, \frac{1}{m_n})$, $D = \text{diag}(d_1, \ldots, d_n)$, $\mathcal{L}_k$ is the weighted Laplacian with edge weights $k_{ij}$, $p^m = [p_1^m, \ldots, p_n^m]^T$, $u = [u_1, \ldots, u_n]^T$.

A. Centralized PI control

Traditionally, automatic frequency control of power systems is carried out at two levels [2]. In the inner control loop the frequency is controlled with a proportional controller against a reference frequency. At the outer loop, the reference frequency is controlled with a PI controller to eliminate static errors. We model the inner controller of bus $i$ as

$$u_i = \alpha (\dot{\omega} - \omega_i)$$

(9)

and the outer PI controller is assumed to be given by

$$\dot{\omega} = \omega^\text{ref} - \frac{1}{n} \sum_{i \in \mathcal{V}} \omega_i$$

(10)

$$\dot{\omega} = \omega^\text{ref} - \frac{1}{n} \sum_{i \in \mathcal{V}} \omega_i + \beta \ddot{\omega}$$

(11)

where we have assumed that the average frequency of the buses is measured by the central controller. In reality the frequency is often measured at a specific bus. This will typically lead to longer delays, since disturbances need to propagate through the system before control action can be taken. The centralized controller architecture is illustrated in figure 2.

![Figure 2](image)

Figure 2. The figure illustrates the centralized control architecture.

**Theorem 3.** The power system described by (8) where $u_i$ is given by (9)–(11), is stable for $\alpha > 0$, $\beta > 0$, $\gamma > 0$ satisfying $\beta \gamma < \alpha$. Furthermore $\lim_{t \to \infty} \omega_i(t) = \omega^\text{ref}$. 
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Proof: As we are only interested in studying \( \omega \), we may rewrite (8) with \( u \) given by (9)–(11), as
\[
\begin{bmatrix}
\dot{\omega}_1 \\
\vdots \\
\dot{\omega}_n
\end{bmatrix} =
\begin{bmatrix}
0 & -\frac{\beta}{n} 1_{1 \times n} & -\frac{\gamma}{n} 1_{1 \times n} \\
0 & 0_n & I_n \\
\alpha 1_{n \times 1} & -\frac{\gamma}{n} 1_n & -\frac{\gamma}{n} I_n
\end{bmatrix}
\begin{bmatrix}
\omega_1 \\
\vdots \\
\omega_n
\end{bmatrix}
+ \begin{bmatrix}
\gamma \omega_{ref} \\
-\omega_{ref1} \\
p^m
\end{bmatrix}
\]
\[
\triangleq A
\]
We now consider the the matrix \( A' \) defined as
\[
A' \triangleq
\begin{bmatrix}
0 & -\frac{\beta}{n} 1_{1 \times n} & -\frac{\gamma}{n} 1_{1 \times n} \\
0_n & 0_n & I_n \\
\alpha 1_{n \times 1} & -\frac{\gamma}{n} 1_n & -\frac{\gamma}{n} I_n
\end{bmatrix}
\]
By performing elementary column operations on \( A' \), we may write the characteristic polynomial of \( A' \) as
\[
(s^3 + s^2 \alpha + s \alpha + \alpha \beta) \cdot \det(M \xi + (s + \alpha)) = 0.
\]
The first factor has solutions \( s \in \mathbb{C}^- \) if \( \beta \gamma < \alpha \). Comparing the second factor with the characteristic polynomial of \( M \xi \), we have that \( s \) must satisfy \( s^2 + s \alpha + t_i = 0 \), where \( t_i \geq 0 \) is an eigenvalue of \( M \xi \). This equation has all solutions \( s \in \mathbb{C}^- \). Thus \( A \) must be Hurwitz. Finally, stationarity implies that the equilibrium solution must satisfy \( \omega = \omega_{ref} 1_{n \times 1} \).

B. Decentralized PI control

In this section we analyze a completely decentralized PI controller, where each bus controls its own frequency based only on local information. Thus, no frequency measurements need to be sent to a central controller, and there is no need to send control signals. This architecture might be favorable due to security concerns when sending unencrypted frequency measurements and control signals over large areas. Another benefit could be better performance when the tripping of one or several power lines causes the network to be split up into two or more sub-networks, so called islanding. The controller of node \( i \) is assumed to be given by
\[
\begin{align*}
\dot{z}_i &= (\omega_{ref} - \omega_i) \\
u_i &= \alpha(\omega_{ref} - \omega_i) + \beta z_i
\end{align*}
\]
The controller architecture is illustrated in Figure 3. This decentralized control architecture is not practically feasible with only frequency measurements available at the generation buses. Even the slightest frequency measurement error will be integrated and prevent the frequencies from reaching consensus [2]. With recent advances in phasor measurement unit (PMU) technology however, phase measurements are likely to be available to all generator buses [16]. By employing optimal PMU placement, the number of PMUs needed for complete observability can be drastically reduced [17]. By integrating (13) we obtain \( z_i = \omega_{ref} t - \delta_i \). This implies that in order to accurately estimate the integral state \( z_i \), each generator bus needs access only to accurate time and phase measurements, both provided by PMUs. The decentralized controller architecture is illustrated in figure 3.

Theorem 4. The power system described by (8) where \( u_i \) is given by (13)–(14), is stable for any choice of \( \alpha > 0, \beta > 0 \). Furthermore \( \lim_{t \to \infty} \omega_i(t) = \omega_{ref} \).

Proof: As we are only interested in studying \( \omega \), we may rewrite (8) with \( u_i \) is given by (13)–(14), as
\[
\begin{bmatrix}
\dot{\omega}_1 \\
\vdots \\
\dot{\omega}_n
\end{bmatrix} =
\begin{bmatrix}
0 & -\beta 1_{1 \times n} & -\frac{\gamma}{n} 1_{1 \times n} \\
0 & 0_n & I_n \\
\alpha 1_{n \times 1} & -\frac{\gamma}{n} 1_n & -\frac{\gamma}{n} I_n
\end{bmatrix}
\begin{bmatrix}
\omega_1 \\
\vdots \\
\omega_n
\end{bmatrix}
+ \begin{bmatrix}
\gamma \omega_{ref} \\
-\omega_{ref1} \\
p^m
\end{bmatrix}
\]
\[
\triangleq A
\]
where the \( i \)th element of \( \beta \) is \( \beta_i \). Let \( m = \min_i 1/m_i \) and \( d = \min_i d_i \). We can now write: \( MD = MD \omega_{ref} + p^m \). By [16] \( M \xi + \text{diag}(\beta) \) is positive definite, and hence the above equation has all its solutions in \( \mathbb{C}^- \). It follows that also \( A \) is Hurwitz. Now consider the coordinate shift
\[
\begin{bmatrix}
z' \\
\omega'
\end{bmatrix} = \begin{bmatrix} z_0 \\
\omega_0
\end{bmatrix}
\]
where \( z_0 = (\beta I_n + MD) -1(MD \omega_{ref} + p^m) \). \( \omega_0 = \omega_{ref} 1_{n \times 1} \).
In the translated coordinates, \( 0_{2n \times 1} \) is the only equilibrium of the system. Hence \( \lim_{t \to \infty} \omega_i(t) = \omega_{ref} \forall i \in V \).

C. Simulations

The centralized and decentralized frequency control algorithms were tested on the IEEE 30 bus test system [19]. The line admittances were extracted from [19] and the voltages were assumed to be 132 kV for all buses. \( M \) and \( D \) were set to reasonable numerical values. The power system is initially in an operational equilibrium, until the power load is increased by a step of 200 kW in the buses 2, 3 and 7. This will immediately result in decreased frequencies at the extra load buses. The frequency controllers at the buses will then control the frequencies towards the desired frequency of \( \omega_{ref} = 50 \text{ Hz} \). In the centralized controller the parameters were set to \( \alpha = 0.8, \beta = 0, \gamma = 0.04 \), while...
VI. Discussion and Conclusions

In this paper we have studied consensus protocols with integral action for agents with double and single integrator dynamics. We have proved that the proposed consensus protocols reach asymptotic consensus even in the presence of constant disturbances. If we allow for absolute position measurements, the proposed consensus protocol converges asymptotically to a common state. In the absence of disturbances, the proposed consensus protocols asymptotically solve the initial average consensus problem. Furthermore we have demonstrated that a similar consensus protocol can be employed for decentralized frequency control of power systems, with reasonable performance and possible benefits over centralized frequency control.
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