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Modeling and computational analyses are fundamental activities both within science and engineering. Analysis activities
can take various forms, such as simulation of executable models, formal veri�cation of model properties, or inference of
hidden model variables. Traditionally, tools for modeling and analysis have similar work�ows: (i) a user designs a textual
or graphical model or the model is inferred from data, (ii) a tool performs computational analyses on the model, and (iii) a
visualization tool displays the resulting data. This paper identi�es three inherent problems with the traditional approach: the
recomputation problem, the variable inspection problem, and the model expressiveness problem. As a solution, we propose a
conceptual framework called Interactive Programmatic Modeling (IPM). We formalize the interface of the framework and
illustrate how it can be used in two di�erent domains: equation-based modeling and probabilistic programming.
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1 INTRODUCTION
A model describes an abstraction of another entity—such as a system or a process—by removing details. The
abstraction makes it possible to analyze the model using computational methods, such as simulation (to get a
timed trace from the model), formal veri�cation (to formally verify some logical properties of the model), and
inference (by inferring hidden variables within the model). Both scientists and engineers make use of models, but
for di�erent reasons [41]. Engineers design models to reason about properties, and to facilitate the construction
of systems, using the model as a blueprint. By contrast, scientists typically construct models to understand the
underlying system, such as a biological or physical system.
Regardless of whether models are created and analyzed for scienti�c or engineering purposes, it is vital to

have good tool support for the analysis task. Fig. 1(a) and Fig. 1(b) show two traditional tool work�ows for
performing modeling and analysis. Fig. 1(a) depicts the work�ow where a graphical or textual model is analyzed
and visualized. In this case, the model itself contains explicit probes and scopes that indicate what data should
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Fig. 1. Figures (a) and (b) depict the data flow of traditional approaches to modeling, computation, and visualization. The
gray boxes denote the model (artifact), either as textual or graphical models. The dots (black or white) illustrate probes or
selection boxes that determine which model variables to visualize. The blue arrow boxes capture arbitrary computation (e.g.
simulation, verification, or inference). Finally, the black rounded boxes illustrate the components that perform the actual
visualization. Figure (c) illustrates a simplified version of the interactive programmatic modeling approach advocated in this
paper. We describe the details of this conceptual framework in Section 2.

be visualized (the �lled dots in the �gure). For instance, well-known graphical modeling environments, such as
Ptolemy II [20, 52] and Simulink [44] make use of such an approach.

By contrast, Fig. 1(b) illustrates a �ow where the model itself does not contain any probes. Instead, an output
browser—usually in the form of a tree mirroring the original graphical model hierarchy—selects which variables
that are visualized. Several tools based on the Modelica language [46], for instance OpenModelica [23] and
Dymola [19], make use of such output browsers.

We have identi�ed three general problems with the two traditional approaches in Fig. 1(a) and (b).
• The recomputation problem: In case (a), if a parameter is changed or a di�erent set of variables are
selected for observation (for instance, by adding new probes in the model), typically all data need to be
recomputed1. In case (b) only some parameter changes need recomputations. However, computing and
then displaying only a selection of the output data can be both computationally demanding and require
large amount of storage.

• The variable inspection problem: In case (a), the model includes the variables selected for inspection.
This makes it intuitive when selecting the variables (same abstraction as the model), but results in the
problem that variables are hard-coded into the model. In case of (b), variable selection is not hard-coded
into the model, but a tree-based browser selector has a di�erent abstraction than the original model, making
it harder to select the right variable.

• The model expressiveness problem: Graphical modeling is common in various engineering disciplines,
whereas visual programming [1] (using graphical notation) has not gained the same attention. Although
simple graphical models are typically quite intuitive and easy to work with, they become less intuitive
when expressing a more complex program or model.

To mitigate these problems, we propose a new conceptual framework called interactive programmatic modeling.
Fig. 1(c) depicts a high-level view of the framework. A programmatic model is a textual model, which has
programming components (such as loops, if-conditions, higher-order functions, sequences etc.) that make it
possible to create very expressive models. A programmatic model can contain default values for parameters,
but does not include probes. The selection is instead performed in a visual representation that is automatically
generated using automatic layout [56], based on the programmatic model. If a user changes a parameter value in
the visual model, only the necessary parts of the output data are recomputed.
1Note that for commercial closed source environments, it is di�cult to know to what extent caching mechanisms are implemented internally.
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We contend that the proposed approach addresses these problems in the following way: (i) recomputation
is done only when needed (lazily), (ii) variables for inspection are selected in the graphical visualization view,
without hard-coding variables for selection in the original model, and (iii) the modeling language is kept expressive
by using textual modeling, but still gives high-level intuition by using automatic layout and model visualization.

The proposed approach has several new elements, but the ideas are also based on various previous approaches.
The three closest related works are (i) the approach of pragmatics in the KIELER project [24], (ii) the concept
of live programming in the programming language community [38, 58], and (iii) earlier ideas of illustrative
programming [22]. A more detailed comparison can be found in the related work section (Section 6). To be more
speci�c, the key contributions presented in this paper are as follows:

• We de�ne a conceptual framework called interactive programmatic programming (IPM). The framework
supports both static systems and time-series systems. We describe and formalize the interface of the new
framework (Section 2).

• We illustrate and discuss how the framework can be instantiated and used in the domain of equation-based
modeling of physical systems. Speci�cally, we exemplify how the approach can be used for continuous-time
models, formalized using di�erential-algebraic equations. Also, we give an overview of how such a system
can be implemented and further extended (Section 3). Moreover, we discuss the domain of probabilistic
programming. We encode static Bayesian networks and discuss how state-space models can interact with
the IPM environment (Section 4).

Finally, we discuss potential threats of validity and how the overall approach relates to the problems stated in the
introduction (Section 5).

2 THE IPM FRAMEWORK
This section describes the conceptual framework of interactive programmatic modeling (IPM). First, we de�ne
the meaning of a programmatic model, and how it relates to analysis techniques and systems. This is followed
by an informal overview of the conceptual framework, where we describe how di�erent components in the
framework are connected. Finally, we formalize the interfaces of the computation components, and discuss how
the framework mitigates the problems with the traditional approach to modeling and analysis, as described in
the introduction.

2.1 Programmatic Models
The term programmatic model has recently been used in the context of probabilistic programming [48]. In this
paper, we generalize its meaning by extending Marvin Minsky’s de�nition from 1965 on the relationship between
models, systems, and experiments [16]. We de�ne a programmatic model as follows:

De�nition 2.1 (Programmatic Model). A programmatic model (M) is a computer program where its behavior
describes an abstraction of a system (S), such that an analysis technique (A) can be performed on M to answer
questions about S.

We can observe a few key points in this de�nition:
• A programmatic model is a computer program. There must exist well-de�ned syntax and semantics for
the language that the programmatic model is written in. In our context, the program’s concrete syntax is
assumed to be textual. A programmatic model may then include any kind of abstractions that we usually
�nd in programming languages, such as records, loops, recursion, higher-order functions, objects and more.
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• The programmatic model is an abstraction of a system. This means that the model does not, intentionally,
contain all the details of the modeled system. Speci�cally, by analyzing the model, we can answer questions
about the system. In this paper, we use the term analysis for any kind of experiment (e.g. using simulation),
formal veri�cation, or inference that can be performed on a model.

In the rest of the paper, we will see how programmatic models can be used in di�erent context, and for di�erent
modeling tasks.

2.2 Framework Overview
Consider Fig. 2 that gives an overview of the proposed framework. The framework is divided into three parts: (i)
model and data, (ii) computations, and (iii) views and control.

The input to the framework is a programmatic model, together with related input data (gray rectangular boxes
depicting artifacts). The computation part of the framework consists of four separate computational components
(the blue arrow boxes). The model compiler translates a programmatic model into a new artifact, called the
execution engine. This translation (compilation) enables more e�cient analysis, since the analysis task, such
as numerical simulation, is then performed using compiled code. If the analysis is not compiled, but instead
interpreted, the model compiler step is not needed. Note also how the execution engine is embedded as an artifact
(gray box) inside a processing component. The reason is that the generated artifact (the execution engine) is
executable and performs the analysis by running the execution engine. When the execution engine runs, it takes
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Fig. 2. An overview of the IPM framework. The figure is divided into three parts: (i) models and data, (ii) computations,
and (iii) views and control. The gray rectangular boxes depict data artifacts, the blue arrow boxes represent computational
components, and the black rounded boxes depict visualization components. The dashed feedback loop at the top of the
figure depicts an optional external environment that computes input data.
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as input the input data, which can either be a static data set or a dynamic stream of data. The generated data is
�nally visualized and displayed to the user (see the black data visualization component).

At the top of the �gure, there is a feedback loop representing an environment. This feedback loop is optional
(dashed lines) in the framework, meaning that either the input data is statically precomputed (without the feedback
loop) or produced by the environment in each time step as a result of the output from the execution engine.
Examples of scenarios where environment feedback loops are relevant are for instance hardware-in-the-loop
(HIL) simulations or co-simulation. We will discuss such examples in Section 3.3.

The programmatic models are computer programs, written using a concrete textual syntax. Although certain
models are quite easy to model in text, a graphical visualization can be very valuable to better understand the
structure of the model. For instance, if a state machine or an electrical circuit is modeled using text, a graphical
visualization can make it easier to see how electrical components or states in the state machine are connected. To
enable such an automatic visualization, a graphical representation can be generated using automatic layout [56]
algorithms (see the automatic layout component). The generated graphical model is in itself an artifact generated
by the automatic layout component.
From the model visualization and control component, there are two outgoing arrows. If a user changes the

parameters of the graphical model, the change can in some circumstances result in a structural change of the
model, something that may need to be updated and re�ected in the original programmatic model. This means
that the automatic refactorization component executes and updates the programmatic model. Moreover, if certain
variables are selected for visualization, or non-structural parameters are changed, the execution engine needs to
recompute and generate new output data for visualization.
We can also see that the component for data visualization can output data to the model visualization and

control component. This may happen in an environment where the analysis data, such as simulation data, can
be visualized inside the model itself. This is for instance done in LabVIEW [37], where you can step through a
simulation and see visually how the model changes.
The observant reader may see that this last connecting loop between the model visualization and control

component, the execution engine component, and the data visualization component is an instantiation of the
Model-View-Control (MVC) design pattern [53]. In this case, the graphical visualization is the controller (selection
of variables and con�guration of parameters), the execution engine the model (using the somewhat confusing
terminology of a model in the MVC pattern), and the data visualization the view. We will not discuss the MVC
pattern further in this paper, but it naturally �ts the conceptual framework presented in this paper.

2.3 Interface Formalization
In this section, we formalize the interfaces for computational components in Fig. 2. Although this section gradually
introduces the di�erent notations and functions, for convenience, a summary of the formalization is given in
Fig. 3.
The heart of the framework is the execution engine that performs the actual analysis of the programmatic

model. A requirement of the overall framework is to be able to handle both static systems (without the notion of
time) and dynamic transition systems (where the state evolve over time). Let us start with the formalization of
the execution engine.
Let " be the set of programmatic models and ( be the set of states, where (< ✓ ( is the set of states for

a speci�c model< 2 " . Before the computation starts, the computation engine needs to initialize the model
instance, that is, to compute the initial state B0 2 ( . Let* be the set of input identi�ers and . be the set of output
identi�ers. Note that we do not use the term input or output variables here because an identi�er cannot be
assigned a value, only uniquely identify a speci�c input or output. Moreover, let V be the set of potential values
that can be associated with an input or output identi�er. Hence, a tuple (D, E) 2 * ⇥ V represents an input pair,
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Fig. 3. A formalization of the IPM framework interfaces.

associating a speci�c identi�er D 2 * with a speci�c input value E 2 V. To simplify the formalization, we de�ne
the following

*
def= P(* ⇥ V) (1)

.
def= P(. ⇥ V) (2)

where P(�) is the powerset notation. For instance, suppose the set of input identi�ers is * = {D1,D2}. For a
speci�c input point, we associate value 7 with D1, and 11 with D2. In such a case, {(D1, 7), (D2, 11)} 2 * is one
speci�c input set.
Next, let % be the set of all input parameter identi�ers. In contrast to input data, a parameter value can only

be changed before the computational analysis starts. For brevity, we use the word parameter as a synonym for
parameter identi�er. We divide the set of parameters into three subsets: %2 for computation parameters, %> for
output parameters, and %B for structural parameters. The set of all parameters is % = %2 [ %> [ %B . All sets are
distinct, that is, %2 \ %> = %2 \ %B = %> \ %B = ;. The meanings of the di�erent types of parameters are central to
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the framework, and we introduce each of them in turn in this section. We use the same notation with an overline
as in de�nitions (1) and (2) for associating a set of parameters with parameter values.
The abstract behavior of a computation engine is formalized using three mathematical functions. The �rst

function

init<: U ⇥ %2 ! ( (3)

initializes the engine. That is, given input data D 2 U and a set of computation parameter values ?2 2 %2 , the
function returns an initial state B0 2 ( . The subscript< of function init< means that the function is specialized
speci�cally for model< 2 " . That is, the functions of the execution engine are specialized for a speci�c model.
Note also that the parameters belong to a computation parameter set ?2 . The meaning of ?2 can be interpreted as
the parameters that may a�ect the initialization.
We use symbol U to show two alternative de�nitions for how input data is handled (see Figure 3). That is,

either U = * which means that the framework uses static input data, or that the framework uses a feedback loop
with an environment for computing input data (see the top part of Figure 2). We will come back later in this
section with details about the environment alternative, but for now, assume that U = * .
We de�ne the rest of the computation functions as a transition system that is based on the idea of a Mealy

machine. More precisely, a Mealy machine is a deterministic �nite automaton (DFA) together with an output
function. In each time step, the state is updated using the following function (called the state update and transition
function):

trans<: ( ⇥ U ⇥ %2 ! ( . (4)

Each state transition takes the previous state as input and returns a new updated state. Besides the previous
state, the function also takes the input D 2 U for this particular transition, and the computation parameter values
? 2 %2 . For any state in the transition system, including the computed initial state, the system can compute the
set of output values ~ 2 . using the output function

output<: ( ⇥ U ⇥ %> ⇥ P(. ) ! . . (5)

Note that the signature P(. ) for the last parameter. When the output function is called, an argument ~ 2 P(. )
for this parameter states the set of output identi�ers that should be computed as output. This means that the
framework can select which outputs that are computed, depending on a user con�guration.

The reason for separating the parameters into the two sets %2 and %> relates to the recomputation problem. For
instance, if a user changes an output parameter, the sequence of states do not have to be recomputed, only the
output function needs to be executed for each step. Note that such an optimization requires that all states or state
checkpoints need to be saved. Hence, computation time has a direct tradeo� to storage space.
Consider Fig. 2 again. Note how the model compiler takes a programmatic model as input and generates the

execution engine component (the arrow points directly to the gray box). That is, the model compiler compiles the
programmatic model and generates the execution engine, which consists of the three functions init< , trans< ,
and output< . Hence, the model compiler itself consists of a function

compile:" ⇥ %B ! (U ⇥ %2 ! () ⇥ (( ⇥ U ⇥ %2 ! () ⇥ (( ⇥ U ⇥ %> ⇥ P(. ) ! . ) (6)

that takes as input a programmatic model< 2 " and a set of structural parameters ? 2 %B , and outputs the three
functions init< , trans< , and output< . Note how the signatures for each of these functions correspond to the
three Cartesian products that are the output of the compile function. We can make two observations concerning
the compile function.

Firstly, note how the compile function takes a programmatic model< 2 " as input, but the model is not part
of the output. The reason is that the model is implicitly part of the generated functions. This is why the subscript
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< is given for the output functions. That is, functions init< , trans< and output< are generated when function
compile is invoked with a model< 2 " .

Secondly, the function takes a set of structural parameters ? 2 %B as input. In contrast to the other parameters,
the structural parameters a�ect the structure of the generated model. For instance, in a mechanical model, a
structural parameter can be the number of discretizations that are made over a mechanical component. Such
discretization typically a�ects the number of generated di�erential equations. As a consequence, di�erent
compiled versions of the state transition function need to be generated.
If we consider Fig. 2 again, there are two more computational components: automatic layout and automatic

refactorization, each corresponding to the functions layout and refactor, respectively. The automatic layout
function

layout: %B ⇥" ! ⌧ (7)

generates a graphical visualization 6 2 ⌧ from a set of structural parameters ? 2 %B and a programmatic model
< 2 " . Note that only structural parameters a�ect the basic graphical visualization. By contrast, only the
computation parameters %2 and the output parameters %> a�ect the computation of the output data (see the
functions in the execution engine). As a consequence, if parameters are updated in the graphical user interface
in the model visualization and control component, di�erent actions are taken depending on which parameters
that are changed. For instance, if a structural parameter ? 2 %B is changed, the automatic layout needs to be
recomputed and the model compiler needs to be activated to generate a new execution engine. Hence, in the
interactive environment, only the required components are activated, in a demand-driven (lazy) fashion.
We should also note that the graphical model itself may be parameterized on the output data (see the arrow

between the data visualization component and the model visualization component in Figure 2). For instance,
suppose that the visualization is a 3D visualization of a mechanical system. In such a case, the output data for the
initial state of the system are needed to visualize the initial state of the 3D model. A simulation sequence can in
the same way be used to visualize a 3D movement. We will, however, not elaborate further on how graphical
models are parameterized or visualized.

The last function is the automatic refactorization function

refactor: % ⇥⌧ ⇥" ! " (8)

that takes a set of parameter con�gurations ? 2 % , a graphical model 6 2 ⌧ , and a programmatic model< 2 " as
input, and generates a new programmatic model<0 2 " as output. Such a refactorization function is optional
in the framework. The purpose of the refactorization is to propagate changes or con�guration settings in the
graphical model back to the textual programmatic model. In the simplest case, this can be default settings for
the di�erent parameters, where the default parameters are encoded into the model. In a more complex scenario,
graphical changes of the graphical model might be propagated back to the programmatic model. If changes can
be done in both the textual and in the graphical model, and changes are propagated in both directions, it is
typically referred to as round-trip engineering. We do not advocate such an approach in this work, but limited
refactorization can be useful, especially con�guration of default parameters.
Finally, as explained earlier, an alternative of using explicit static inputs using de�nition U = * , we can

compute the input using an external environment, using the following de�nition:

U = ⇢ ⇥ (⇢ ! * ) ⇥ (. ⇥ ⇢ ! ⇢) (9)

In this case (40, 5> , 5C ) 2 U is a triple, where 40 is an initial environment state, 5> an environment output function,
and 5C an environment transition function. As part of the implementation of the init< function, the input data
D 2 * is generated by calling 5> (40). Then, in the implementation of trans< , the environment state is updated
using 5C (~, 4), where ~ 2 . is output data sent as input to the environment, and 4 is the previous environment
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state. Finally, within the implementation of output< , the input data is computed in each time step using 5> (4)
for some environment state 4 . Note the feedback loop, where output data from the computation engine become
input to the environment, and where the output data from the environment become input data to the compute
engine. To break the circular dependency between these components, there needs to be a delay between the
components. We will elaborate further on this with a concrete example in Section 3.3.

3 PROGRAMMATIC MODELING IN THE DOMAIN OF EQUATION-BASED PHYSICAL MODELING
In this section, we illustrate how the proposed conceptual framework can be applied to the domain of equation-
based physical modeling. Speci�cally, we discuss how the approach can be implemented in the context of
continuous-time modeling languages supporting di�erential-algebraic equations. This section ends with a brief
discussion on aspects of extending the approach to target mixed continuous/discrete equation-based modeling,
structurally dynamic systems, and using the Functional Mock-up Interface (FMI) standard [47].

3.1 Equation-Based Programmatic Modeling
Equation-based object-oriented modeling [7] is a modeling paradigm especially targeted for modeling of com-
plex physical systems. There are many research languages in this domain [13, 27, 64], as well as professional
commercial tools, such as Dymola [19] and Simscape [43]. One of the prominent languages within this category
is Modelica [46], which can be used for equation-based modeling. The key property of these languages is that
they are acausal, meaning that the �ow of information between di�erent components is bidirectional. This is
the major di�erence to standard block-based modeling environments, such as Simulink [44], where blocks have
inputs and outputs, and where the ports cannot be bidirectional.

Modelica has both a graphical view and a textual view, where the challenge for the toolchain is to keep these
two views in sync. The Modelica tools do not make use of automatic layout algorithms. Instead, the modeler is
responsible for the layout of the graphical model. The coordinates and the layout are then saved as annotations
in the textual source code.

In this section, we illustrate the IPM framework by using an embedded domain-speci�c language encoded in
the meta-programming language Modelyze [13]. As an application example, we use a simple control system of a
mechatronic system. The example was previously given in our earlier paper [13] and technical report [12], but
not in the context of the new conceptual framework.
Consider the following programmatic model, written in Modelyze.
def ControlSys () = {

def s1, s2, s3, s4:Signal;
def r1, r2, r3, r4:Rotational;
ConstantSource (1, s1);
Feedback(s1, s4, s2);
PID(3, 0.7, 0.1, 10, s2 , s3);
DCMotor(s3 , r1);
IdealGear(4, r1, r2);
serialize(5, r2, r3, ShaftElement );
Inertia (0.3, r3, r4);
SpeedSensor(r4, s4);

}

The model is arguably quite compact, and it contains a number of instantiations of subcomponents. Each of the
subcomponents (such as PID, DCMotor, IdealGear etc.) are wired together using connection nodes, de�ned using
the def keyword. For instance, the Feedback component is connected to the PID controller via node s2. Likewise,
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the DCMotor and the IdealGear are connected using node r1. Note that the di�erent nodes have di�erent types:
s1 is a Signal (one direction), whereas r1 is an acausal connection in the 1-dimensional mechanical rotational
domain.
Although it is possible to follow the connections in the textual programmatic model, it would certainly be

valuable to graphically visualize the topology of the model. Fig. 4 depicts a graphical visualization of the textual
model. The top part shows how the di�erent components are connected together, and the lower part visualizes
the internal topology of some of the subcomponents.
The equation-based model shown in this section consists of a hierarchy of components, which during a so

called elaboration phase [11] translates the whole model down to a system of di�erential-algebraic equations
(DAEs). The general form of a DAE can be written as

� (C, §G, G,~,D) = 0 (10)

where C is the independent variable (typically representing time), G is a vector of dependent variables that appear
di�erentiated, ~ is a vector of dependent variables without any derivatives (called algebraic variables), and D is a
vector of input variables. By using index-reduction techniques [45, 50], a DAE may be translated into an index-1
semi-explicit form

§G = 5 (C, G,~,D), (11)
0 = 6(C, G,~,D). (12)

DAE problems can either be solved directly by a numerical DAE solver, such as the SUNDIALS solver IDA [34],
or explicitly using a combination of an ODE solver (to solve (11) in each time step) and an algebraic solver (to
solve (12)).
If we consider the ControlSys model again, we can see that there are di�erent kinds of parameters in the

model. For instance, the value 1 of the ConstantSource component states the reference signal. This parameter is
a computation parameter and a�ects both the initialization of the DAE and the approximation in each time step.
Note, however, that the model does not have to be recompiled if this computation parameter is changed.

The graphical representation is good for understanding the topology, but it is not straight forward to encode
more complex models graphically, such as the use of higher-order function. In this example of a programmatic
model, there is a function call to a function named serialize, which takes a higher-order model [10] and
composes = number of instances of that model in series (in this case 5 shaft elements). In this case, the number of
instances in series can be de�ned as a structural parameter ? 2 %B . If this parameter changes, the framework
needs to recompile the model because it changes the structure of the di�erential-algebraic equation system. Note
that this kind of programmatic model can make use of arbitrary higher-order function and combinator function,
to make modeling very expressive.

Finally, a central problem for this kind of models is what we called the variable inspection problem. Modelyze
handles this by making it possible for the user to add explicit probes in the programmatic model. This is, however,
not a good solution because the user might want to inspect other variables in the future. Modelica instead uses a
tree-based browser selector, where the user can select the states to inspect. However, this solution is not always
intuitive because the tree-based view di�ers from the original view, and a large set of output data needs to be
generated, even if the corresponding parameters are not selected and displayed. For instance, assume that the
user wants to know the potential between the left hand side of the resistor and the right hand side of the inductor,
inside the DCMotor. In the original text probe approach, the model needs to be edited, and a new measurement
component needs to be added. In the Modelica approach, the data can be displayed if the output variable exists
in the tree selector. If not, then the model also needs to be modi�ed. In the proposed approach, only the output<
function needs to be updated, if this selection is done in the graphical model. This means that the simulation
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Fig. 4. A graphical visualization of the control-system model [12]. The figure is only a graphical illustration and has not been
constructed using automatic layout.

(transition of state values) do not need to be recomputed, only the output function for this newly added output
variable.

3.2 Implementation Aspects
In this subsection, we discuss various implementation aspects of implementing an IPM framework for a continuous-
time equation-based modeling language. The code described in this section is given as high-level pseudo code,
giving perspectives of how the suggested approach can be implemented using the formalization described in
Section 2. The approach is based on the author’s experience of being the main developer and designer of the
Modelyze2 framework [13], and being involved in the design of the Modelica3 language. However, implementing
a complete IPM system for an equation-based object-oriented (EOO) language is a major undertaking, and outside
the scope of this article. As a consequence, this section illustrates the key aspects and insights of adjusting an
EOO language to �t the conceptual IPM framework.
Figure 5 lists the pseudo code for �ve functions of an execution engine. The lower part of the �gure lists

functions init, trans, output, and compile, which are all implementations of the formal signatures described
in Section 2. Three of these functions are marked as generated and shown in dashed boxes. The purpose of this
special treatment is to highlight that these conceptual functions are compiled/generated by the compile function.

2http://www.modelyze.org
3http://www.modelica.org
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1: function compile(model, pvs){
2:   (us, ys, pc, po) = extractIdents(model);
3:   eqsys = elaborateHierarchy(model, pvs);
4:   eqsys2 = elaborateDerivatives(eqsys);
5:   eqsys3 = indexReduction(eqsys2);
6:   init = codegenInit(eqsys3, us, pc);
7:   trans = codegenTrans(eqsys3, us, pc);
8:   output = codegenOutput(eqsys3, us, ys, po);
9:   return (init, trans, output);
10:}

1: generated ≈ init(inputVals, pvc){
2:   (fixedVals, guessVals) = extractVals(pvc, _eqsys);
3:   eqsys = applyEqSys(_eqsys, inputVals, pvc);
4:   (sv,svd) = initialValueSolver(eqsys, inputVals, 
5:                          pvc, fixedVals, guessVals);
6:   solverState = initDAESolver(sv, svd);
7:   return solverState;
8: }

1: generated ≈ trans(solverState, inputVals, pvc){
2:   residual = applyResidual(_residual, inputVals,pvc);
3:   jacobian = applyJacobian(_jacobian, inputVals,pvc);
4:   solverState2 = stepDAESolver(solverState, STEPSIZE,
5:                                residual, jacobian);
6:   return solverState2;
7: }

1: generated ≈ output(state, inputVals, pvo, outIdents){
2:   sv = getStateVarVals(state);
3:   paramVals = computeOutputVals(sv, pvo, inputVals   
4:                                 outIdents); 
5:   return paramVals;
6: }

1:  function compute(model, inputData, pvc, pvo, pvs, outIdents, maxTime){
2:    if(model || pvs)
3:        (_init, _trans, _output) = compile(model, pvs);
4:
5:    if(model || inputData || pvc || pvs)
6:      _state[0] = _init(inputData[0], pvc);
7: 
8:    i = 0;
9:    while(i * STEPSIZE <= maxTime){
10:     if(i * STEPSIZE > _oldMaxTime || model || inputData || pvc || pvo || pvs || outIdents)
11:       _outputData[i] = _output(_state[i], inputData[i], pvo, outIdents);
12: 
13:     if(i * STEPSIZE >= _oldMaxTime || model || inputData || pvc || pvs)
14:       _state[i+1] = _trans(_state[i], inputData[i], pvc);
15:     i++;
16:   }
17:   _oldMaxTime = maxTime;
18:   return _outputData;
19: }

Fig. 5. The figure shows pseudo code for the five main functions that may be involved in the implementation of a computation
engine for an equation-based modeling language. Function compute demonstrates the central part of the execution engine
and is invoked every time a change occurs in the model, in the input, or in some parameters. The compute function invokes
the compile function, which is defined in the lower le� part of the figure. The compile function is responsible for compiling
and generating code for the three functions: init, trans, and output. Note that these functions are shown in dashed boxes
and with the keyword generated because they are not implemented directly, but rather generated (staged) by the compile
function. The implementations for these three functions approximately demonstrate what is supposed to be generated by
the compile function.

The actual implementation of init, trans and output should be seen as an illustration for how they might be
generated.
Function compute—listed at the top of the �gure—shows how these functions are invoked in a lazy fashion,

such that recomputations are avoided. In the rest of this section, we discuss each of these functions in turn.
Recall the signature of function compile from Section 2:

compile:" ⇥ %B ! (U ⇥ %2 ! () ⇥ (( ⇥ U ⇥ %2 ! () ⇥ (( ⇥ U ⇥ %> ⇥ P(. ) ! . ) (13)

The compile function takes a model and a parameter value set of structural parameter with name pvs as input,
and returns a triple (init, trans, output) as output. Note that the compile function shows how a model
is compiled by returning the compiled functions as elements of the triple. In a real system, this is of course
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practically more complicated. It can be done by generating C code of the equation system and runtime system,
as done in e.g., OpenModelica or Dymola. Alternatively, it can be just-in-time (JIT) compiled, as done in the
research compiler Hydra [29]. If the equation system is interpreted, as done in e.g., Sol [64] or Modelyze [13], the
procedure described in this compile function still needs to be executed to some extent, but the overhead of the
compilation is eliminated and the runtime simulation is instead more expensive. There are also techniques, such
as partial evaluation, which is for instance used in the Modelyze runtime system, but this is outside the scope of
this description.

On the �rst line of function compile, identi�ers are extracted and categorized. This is followed by elaborating
the hierarchy (line 2). Although this is shown here in just one line of code, this is the major part of an EOO compiler.
The elaboration includes—among many things—inheritance, model redeclarations, and equation �attening in
object-oriented languages such as Modelica, and higher-order function evaluation and connection semantics
elaboration [11] in functional modeling languages. The end result of the elaboration phase (sometimes called the
�attening phase) is a system of di�erential-algebraic equations, here denoted eqsys. This system of equations is
further elaborated and transformed in several steps. Here we show two major phases, although EOO compilers
may have additional phases. In the elaborateDerivatives function (line 4), higher-order derivatives (e.g. G 00)
are removed, and translated into �rst-order derivatives by expanding the equation system. Di�erential-algebraic
equation systems of higher index [39] cannot be solved directly by a numerical solver. Instead, an index reduction
procedure (line 5) needs to reduce it to index 1, such that it can be solved by a DAE solver, or a combination of an
ODE solver and a non-linear algebraic solvers. This is another major part of an EOO compiler and is discussed
extensively in the literature [45, 50, 51]. Lines 6-10 illustrates how each of the three functions are compiled into
the three functions init, trans, and output.

The code generated function init has two parameters: inputVals, which represents a set of identi�er value
pairs, and pvc, the parameter value set of computation parameters. The main task for an init function in an
EOO context is to initialize the DAE system. In contrast to the standard initial value problem for ODEs, a DAE
needs to ful�ll all algebraic constraints (and hidden constraints [50]). Hence, a model compiler typically makes a
di�erence between �xed initialization values that must hold, and guess values which do not have to hold, and
can be used as start values when searching for an initial value solution. These values are �rst extracted (line 2),
and then used during the initial value solver (lines 4-5). Note how we use the underscore notation (e.g. _eqsys)
to denote that a variable is global. In the case of the generated function, some of the global variables are also
marked in italic font, which means that they are generated by the compiler. For instance, in this case, _eqsys has
been generated by the compile function and is assumed to be available in the generate init function. The initial
value solver in itself can be implemented in di�erent ways, for instance by using a standard numerical solver
suite such as SUNDIALS [34] or by solving an over-determined equation system. In the example, the initial value
solver returns two vectors: sv, the state variable vector, and svd, the state variables in di�erentiated form. On
line 6, we initialize the numerical solver engine. It is common to use implicit DAE solvers, such as IDA from the
SUNDIALS suite, but ordinary explicit solver methods, such Runge-Kutta can also be used. Regardless of the
procedure, the solver needs to keep a state, and this what the init function returns.

The generated trans function computes the transition of one step. For a numerical implicit solver such as IDA,
the step size is given as a �oating-point number (line 4). Such a step size only indicates how much further the
DAE solver should proceed: the numerical solver typically performs variable sized steps internally. Lines 2 and 3
compute the residual (the vector of expressions x in a DAE x = 0) and the jacobian of the equation system for
speci�c input and parameter values. Note how the function assumes the existence of a pre-compiled version of
the residual and the jacobian (denoted using an underscore, e.g., _residual). For simplicity, we assume that the
input values are �xed in each time step, although various interpolation methods can also be used. Finally, the
trans function returns the current solver state.
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The generated function output produces the output data that can later be visualized. To be able to compute
output data based on input values and output parameters (lines 3-4), the state value vector sv needs to be extracted
from the DAE solver state (line 2). Typically, the state variables are stored as an array, and is the main state of the
DAE solver. The function returns the chosen output parameter values.

The compute function (top of the �gure) is not an explicit part of the formalization in Section 2. It is an example
of the principles of how the di�erent functions can be used together. In this scenario, we assume that the compute
function is part of the compute engine and is invoked (triggered as an event) if any relevant data changes. For
instance, if the model is changed (someone edited the text code), the model parameter carries information that
the model has been changed. If, instead, for instance some structural parameter values are updated in the GUI,
parameter pvs is changed. Note also how we use the parameters both as a value and as a boolean for checking
if it has been changed. For instance, on line 2, the if statement checks if either the model or the structural
parameters pvs has been changed. If either of them has been updated, the compile function is invoked, and the
three functions _init, _trans, and _output are recompiled. Note how these three compiled/generated functions
are written with an underscore. This means, as mentioned earlier, that they are global. That is, if the compute
function is invoked a second time where the model has not been changed, these functions are already available,
and do not have to be recomputed. Note also that we assume that the model is marked as updated the �rst time
the compute function is called. A concrete implementation would of course implement this in a di�erent way
depending on the source language. The purpose of this approach is to give a compact way of illustrating the key
ideas of the execution engine.

At a high level, the compute function makes sure to only recompute parts of the simulation, if it is needed. For
instance, if model, input data, computational parameters (pvc), or structural parameters (pvs) have been changed,
the whole simulation needs to be recomputed, and the system initialized again (lines 5-6). Note how the states
are stored in an array of states _state. Such storage can be optimized (e.g., only save the complete solver state
for the last values in the time series), but for simplicity, we show a straightforward solution where all states are
stored in the array.

The rest of the computations take place in a while loop (lines 9-16). Typically, equation-based simulations are
performed up to a certain time value (here using parameter maxTime). The time is often represented as a �oating-
point number, although an integer value with a speci�c resolution is preferred for mixed continuous/discrete
simulations [18]. In this example, we use an integer to represent the steps that are taken for generating the output
trace (using a �oating-point number value STEPSIZE for the conversion). Note, however, that the DAE solver in
the trans function still can take smaller steps internally, as is standard in variable step-size solver.

Inside the while loop, the if statements check if either the _output function or the _trans function or both
functions should be called. Note also how a variable _oldMaxTime is used to make sure that old states in the
time series are not recomputed, unless certain parameters or the model has been updated. We assume that
_oldMaxTime is initialized to a negative value from the beginning.

In the end, the computation engine outputs the output data, which may have been completely or partially
recomputed. A careful reader can see that there is a clear pattern of what needs to be recomputed. If compile
is triggered, all other functions need to be reinvoked. If, on the other hand, init is called, trans and output
need to be computed for all time points up to maxTime. Note also that if the maxTime is extend, only trans and
output are called for the extended time. Also, if a parameter triggers only output to be called, it will regenerate
all data points without calling any of the other functions.

Out of the formalized interface functions in Section 2, there are two functions that have not yet been discussed:
layout and refactor. These functions are highly dependent on the underlying language’s syntax and semantics,
and we will therefore not describe any concrete implementations. Instead, we will discuss some general principles.

First, the layout function layout(?B ,<) generates a graphical representation in some graphical environment.
The structural parameters ?B may a�ect this layout, because it can change the structure of the graphical model.
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For instance, if higher-order functions or loops (as in Modelica) are used, several repeated elements should
potentially be visualized. An important aspect (and challenge) is to make this readable even if there is a large
number of elements. Computation and output parameters are intentionally not part of the function signature.
Instead, if the computed data goes via the visualization component. That is,⌧ can be seen as being parameterized
by the output time-series data.
Second, the refactor function refactor(?,6,<) is the reverse of the layout component. In our approach, we

do not advocate a refactor component to the same extent as automatic layout. However, if it is implement for an
EOO language, it can, for instance, be used for changing default parameter values of certain components (e.g.
changing the voltage value of a voltage source).

3.3 Further Extensions to Equation-Based Modeling
There are many variants of equation-based languages for physical modeling that have di�erent properties
and challenges. In the previous section, we describe a rather simple EOO language which only contained
continuous-time modeling. However, most EOO languages also support hybrid modeling, that is, models that
combine continuous-time and discrete-time signals. To de�ne robust semantics for such languages with acausal
connections is an active research area, in particular since discrete changes can change the DAE index of the
model. For instance, see the paper by Furic [25] that describes several problems that exist in the standardized
Modelica language.
For basic hybrid acausal models where the number of equations stay the same, the IPM framework should

be rather straightforward to extrapolate from what is described in the previous section. The main di�erences
concern the event loop in the compute function that needs to alternate between a continuous-time mode and a
discrete mode, where the transition takes place on state or time events (where the former is implemented using
zero-crossing detection on state variables). This means that the output data is not a (discretized) continuous
signal, but rather a piece-wise continuous signal, which can be represented using e.g., a superdense time [42].

However, there are also research languages supporting structurally dynamic systems. This means that discrete
events can trigger mode changes of the equation system, that is, the underlying system of equations changes
during simulation time. Examples of language that support some form of structurally dynamic acausal systems
are Mosilab [49], Sol [64], the M-MC DSL in Modelyze [13], MCL [35], and Hydra [28]. The challenge for the
IPM approach with this kind of languages is that there is not one static compile phase in the beginning of the
process, since the system of equations changes over time. Within the IPM framework, a structurally dynamic
system could be handled in one of the following ways, depending on the language’s underlying semantics:

• Fixed number of modes. Resent research results [3, 14] show that it is possible to handle the index reduction
problem for models with a �xed number of modes. This means that the IPM framework can be used in a
similar way as described earlier, where all modes are compiled statically in the beginning of the process.

• Dynamic number of modes. In such approach, the equation system changes dynamically and it is not possible
to statically determine a set of possible modes. With such a scenario, the elaboration and index reduction
take place during simulation time. The evaluation can be done using interpretation (as in Sol and Modelyze)
or using JIT compilation (as in Hydra). A tool can also potentially cache previous modes, thus avoiding
recompilation/elaborations if the same mode is visited repeatedly. In this case, the underlying mechanism
for JIT compilation is done in the transition function, and the avoidance of recomputations need to be done
within this function (e.g., using caching of modes).

A structurally dynamic system also gives new interesting challenges when it comes to graphical visualization.
For a �xed number of modes, the di�erent modes can be visualized as a state machine (where the states are
modes, as done in e.g., modal models in Ptolemy II [20]). However, for dynamic number of modes, the current
IPM framework is limited to approximate a static representation of the system. Further investigations are needed
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to see what this would mean in a visualization context. It should, however, be noted that basically all of the above
mentioned structurally dynamic languages are research languages, and that the theory for such system is still
under development in the community.

Another extension aspect is to extend equation-based language simulations with an external environment, as
depicted at the top of Figure 2. In the formalization, the input is de�ned as:

U = ⇢ ⇥ (⇢ ! * ) ⇥ (. ⇥ ⇢ ! ⇢) (14)

As described before, the input (40, 5> , 5C ) 2 U is a triple, where 40 is the initial environment, 5> the environment’s
output function, and 5C the environment’s transition function. An example scenario where this can be useful is,
for instance, hardware-in-the-loop simulations, where the environment is describing a real hardware platform
of a controller (where the IPM simulation is seen as the plant for the controller). Another general scenario is
co-simulation [30] where another simulation tool is coupled with the IPM environment via the environment. A
standard for co-simulation is FMI (Functional Mock-up Interface) [47]. Coupling an FMU (Functional Mock-up
Unit) with the IPM framework can be done as follows (using FMI functions, as de�ned in [9]):
(1) Within the compute function, initialize the FMU and create the initial environment state 40.
(2) In the init function, compute the input values using 5> (40), where function 5> calls FMI get on relevant

variables of the FMU. Save this as IPM input data D in the IPM state.
(3) Within the while loop inside the compute function, use D as the input data, if it exists for this time step.

Otherwise, compute a new D using D = 5> (4).
(4) Call output using D as the input data and save the result in ~.
(5) Call function trans using D.
(6) Use the output ~ from step (4) and call 5C (~, 4). This will both use FMI set functions, and then call FMI

doStep, which advances the state of the FMU. The result is a new environment state 4 0 which is stored in
the IPM state as 4 .

(7) Go to step (3), as part of the while loop.
We can make a few observations from the above procedure. First, we note that we only interact with one FMU
and not a set of FMUs. However, a master algorithm (a director of FMUs) can compose and encapsulate a set
of FMUs and create one single FMU. Second, the latest version of the FMI standard (FMI 2.0.1 [47] page 106)
explicitly states that it is not allowed to call FMI get directly after calling set without calling doStep in between.
This requirement is ful�lled in step (6) above because the FMI set is followed by a doStep. This step in between
set and get also breaks the circular loop between the IPM components and the FMU components.

4 PROBABILISTIC PROGRAMMATIC MODELING
In this section, we discuss other domains that can be suitable for the IPM approach. In particular, we discuss
the domain of probabilistic programming and how such programmatic models can bene�t from the proposed
approach.

4.1 Probabilistic Programming with Finite Number of Variables
Probabilistic programming is an emerging paradigm, where computer programs are used for de�ning probabilistic
models. There exists a large number of probabilistic programming languages (PPLs) [4, 48, 63], where most of
them are research e�orts. In this section, we exemplify programmatic modeling in PPLs by using the probabilistic
programming language WebPPL [31], which is embedded into JavaScript.

In this example, we create a Bayesian model, by following the example developed by George et al. [26], which
is commonly given as an example in PPL online documentation [21] and in introductory texts [59]. The example
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IV. AUTOMATIC DIFFERENTIATION

V. RELATED WORK AND REFERENCES

There is plenty of literature on Bayesian theory and machine
learning. In this section, some references are mentioned.

A comprehensive overview of Bayesian reasoning and ma-
chine learning is given by Barber [1]. A gentle introduction
to Bayesian analysis is given be Stone [3]. Both books are
excellent introductions to Bayesian reasoning and inference.
The book on machine learning by Bishop [2] is another general
and good book, focusing on Bayesian theory and practice.
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p(x|y) y

� � Exponential(1) (15)
� � Gamma(0.1, 1) (16)
�i � Gamma(�, �) (17)
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Fig. 6. A probabilistic model in the form of a Bayesian network using plate notation.

models 10 power plant pumps. Besides the model, the measured input data that is given for each pump contains
the number of failures and time of operations. The model has two hidden hyperparameters, as well as one hidden
variable for each pump, which states its failure rate. The model and its input data can be described in WebPPL as
follows:

var t = [94.3, 15.7, 62.9, 126., 5.24, 31.4, 1.05, 1.05, 2.1, 10.5]
var y = [5, 1, 5, 14, 3, 19, 1, 1, 4, 22]
var N = t.length

var plate = function(alpha , beta , i){
if(i < N){

var theta = sample(Gamma ({shape: alpha , scale: beta }))
var delta = theta * t[i]
observe(Poisson ({mu:delta}), y[i])
plate(alpha ,beta ,i+1)

}
}

var pump = function (){
var alpha = sample(Exponential ({a:1.0}))
var beta = sample(Gamma ({ shape :0.1, scale :1.0}))
plate(alpha , beta , 0)
return alpha

}

We can note that although this is a probabilistic model, it is encoded as a normal program, with functions and
the use of recursion. The main model (function) is pump. There are two expressions sample that draw from the
Exponential and the Gamma distributions, respectively. These two new hidden variables alpha and beta are
inferred during the analysis.

The third line in the pump function calls the plate function, which is a recursive function. This function iterates
over all 10 pumps, and observes the measured values of the failure rate. The hidden variables can then be inferred
by using an approximative method, such as a Markov chain Monte Carlo (MCMC) method.

A graphical visualization of this model is given in Fig. 6. Since this probabilistic program has a �nite number
of variables (which is not always the case), the programmatic model can be visualized as a Bayesian network. In
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this kinds of Bayesian network, a standard plate notation is used to describe an array of variables, in this case #
number of such indexed variables.
If this PPL problem is encoded into the IPM framework, only the init< and output< functions are used,

not the trans< (transition) function. In this speci�c model, there is no notion of time, only an initialization
phase (de�ning the priors) and inference of the hidden variables (the states). Note that array t states the time
of operation for each of the pumps, which is used as part of the observation of the failure rate, but has nothing
to do with a time series of data in the sense as described in Section 3. As a consequence, the whole inference
engine is encoded into the init function init<:* ⇥ %2 ! ( , assuming U = * . The output function is still used
for generating the output data, but no transition is taking place. Note also that the output data variable values are
not scalars, but distributions. In this case, the input D 2 * is the input data that is observed (see arrays t and
y in the programmatic model). The set of computation parameters ? 2 %2 is the parameter values to the prior
distributions for alpha and beta (parameters to the exponential and gamma distributions). Note, for instance,
that if these parameters are changed, the inference needs to be recomputed, but the model does not have to be
recompiled. Likewise, if the actual observed data changes, the model is not recompiled. However, if the number
of pumps changes (the value # ), the model needs to be recompiled. This parameter can be viewed as a structural
parameter.

4.2 Probabilistic Programming with Unbounded Number of Variables
The previous example is a PPL model with �xed number of latent variables (described using the sample statement)
and a �xed number of observations. However, probabilistic programming can also be used online, where inferred
states change over time. In such a scenario, the complete IPM framework is used in the same way as in Section 3.

As a second example, suppose a country is developing a new aircraft that must be able to operate and estimate
accurate positions (correct geographic coordinates), without using a satellite system, such as GPS. Suppose the
aircraft has an elevation map over the terrain that it is �ying over and that it can measure the distance between
the ground and the plane using an altimeter. A probabilistic program can then be encoded as follows. At a speci�c
point in time C8 it samples the distance to the ground, and then, based on prior information, infers an estimate of
the aircraft’s position. Then, at the next time point C8+1, another sample is taken from the altimeter (for instance
10ms later) and a new position is estimated. By repeating this procedure, the inference machinery receives more
information, and can make better estimates.
In this second example, all functions (compile, init, trans, and output) are involved. This is also a good

example where it would be applicable to incorporate an environment to generate the input, similar to what is
explained in Section 3.3. In the init function, the compiled PPL would sample the position initially using some
prior distribution, e.g., a uniform distribution over the map. Then, in each transition step (in the trans function),
the environment is observed (function 5> (4)) which in this example means that we sample the altimeter. Then in
the transition, we sample a new position, by using the information about the speed of the aircraft. The next time
trans is called, a new value is observed, and a new sample is generated for the next transition. The underlying
inference algorithm suitable for this kind of model is Sequential Monte Carlo (SMC), where a so called resample
step takes place at the observation (in this case in the trans function).
There are several challenges when encoding PPLs in the IPM framework. One aspect is determinism. A

probabilistic program is probabilistic and not deterministic. However, given a prior distribution, some algorithms
(including SMC) converge to the appropriate posterior given enough computation power. In the case of SMC, it
converges when the number of particles goes towards in�nity. Still, practically, this means that every time the IPM
framework is executed, a slightly di�erent solution is generated. However, this is not a fundamental problem for
the framework as such. Recomputations are needed if a structural parameter or the input environment changes.
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But, if only the output function or the time horizon is changing, prior state estimates can be used in the same
way as in the EOO examples.

Another challenge is the graphical visualization. For �nite Bayesian networks, there is a natural visualization,
but how do we visualize arbitrary probabilistic programs? One possibility is to visualize the execution trace as a
Bayesian network, as it evolves. In fact, this is actually how state-space and Hidden Markov models typically are
visualized. However, there are other domains, such as PPLs for phylogenetics [54], where a domain-speci�c tree
visualization would be more appropriate. Hence, a potential approach might be to focus on certain domain-speci�c
probabilistic programming languages, and to design speci�c visualizations that are applicable in these domains.

5 DISCUSSION
In this section, we discuss to what extent the modeling problems in Section 1 can be solved with the proposed
IPM framework. This is followed by a brief discussion of the generality of the approach and the treat of validity
of the conclusions.

5.1 Modeling environment problems
In the introduction, we introduce three problems with the traditional approaches of modeling environments.
A relevant question then concerns to what extent we can claim that the IPM framework actually solves these
problems.
The recomputation problem: We have theoretically discussed and argued for how di�erent parameters and

input data can be used to trigger recomputations only for needed parts. To some extent, tools such as Dymola
avoid recompilation if only parameters that a�ect the computations are changed. However, as stated in the
original problem, these tools use a tree-based view, where all output variables are speci�ed and always computed.
In contrast, in the proposed approach only necessary output variables are computed in a lazy manner. This
can have a large impact on computation performance, since models, such as Modelica models, can contain
hundreds of thousands of unknown output variables. We contend that many of these existing tools can partially
be extended with the IPM approach. For instance, even if a Modelica tool does not use automatic layout (the
graphical annotations are part of the standard), there is no requirement of using a tree-based selection view
and to compute all output values. Output variables could be selected directly in the graphical user interface, as
described in the paper, and therefore overcome the current limitation.

The variable inspection problem: The proposal is to use the same abstraction that is used for the model to select
parameters, not another abstraction, such as a tree. This becomes even clearer when someone wants to measure
something between two components in a model. For instance, assume that a user wants to measure the voltage
drop over two components in an electrical circuit. In the tree-based view, this not directly possible, since the
potential is always given relative to some �xed reference point. By introducing the con�gurable output function,
it is possible to compute di�erent outputs, depending on what is requested. Note that there are a quadratic
number of possible measurement combinations when measuring between two points. We can also observe that
many modeling languages have a natural hierarchy of components, which is one of the reasons that some tools
use a tree-based output view. However, the IPM framework only uses sets of identi�ers to denote parameters and
variables. Hence, the hierarchical mapping, if it exists, must be preserved during the graphical generation. We
should also note that a pure hierarchical approach breaks down if the system is structurally dynamic, and certain
variables can become present and absent during simulation time.

The model expressiveness problem: It is not possible to argue that a textual code is formally more expressive
than a graphical model: a graphical model can also contain text, which means that it can be as expressive. Hence,
expressiveness becomes a subjective matter that is hard to measure, and can probably only be judged empirically
by conducting user studies. Hence, the reason for why textual modeling may be perceived as more expressive (or
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more intuitive for more complex modeling problems) is based on arguments, without scienti�c proofs. A common
argument is that visual programming is good for simple tasks, but that it does not scale for more complex tasks.
For instance, popular visual programming tools, such as Scratch4, are good for simple tasks and for learning
programming for beginners. However, graphical syntax does not necessarily make it easier to reason about a
program. From a more philosophical perspective, we often say that a picture says more than a thousand words.
This might be true, but can a picture give a meaning as precise and unambiguous as a sentence with words?
During the past decades, there have been several attempts of developing various forms of visual programming
and modeling languages, where one larger e�ort is Executable UML. Although it has received certain attraction
in the domain of model-driven architecture, text-based programming languages have dominated since the early
development of programming languages and compilers. It is possible to express complex tasks in a graphical
modeling environment: environments and languages such as SCADE, UML, and Modelica have shown various
ways to express complex models graphically. But it does not mean that it is intuitive when developing more
complex models. As can be seen from this discussion, it is not that easy to draw any strong conclusions, more
than that text based programming is without question dominating in the software industry, whereas graphical
modeling is more accepted in modeling languages targeting more classic engineering disciplines, such as electrical
and mechanical engineering.

5.2 Generality of the Approach
Another important question is how general the approach is. That is, which other domains and languages can
potentially be encoded in the conceptual framework? Because the interfaces and the approach are quite general,
we contend that the approach is quite �exible and can be used in many settings. For instance, within the Miking
project [8], we have recently been prototyping an IPM framework for simple domain-speci�c languages specifying
deterministic �nite automata (DFA). In this case, the main motivation is to develop a simple learning tool when
teaching the foundation of regular expressions and DFAs in compiler courses. In this speci�c case, the visualization
could easily be implemented using the Graphviz tool.

Other domains where the approach may be applicable is veri�cation and simulation of formal timed systems.
For instance, a timed automata is a �nite automata that also has clock variables. It is a subset of the more general
form of hybrid automata [2], where a timed automata is limited to the case where clocks advance with the
same rate. In environments such as Uppaal [40], modeling is done graphically, where both properties of safety
and liveness can be checked on the automata, and where the automata can be simulated to study its behavior.
Timed automata ought to be another domain that �ts well with the proposed framework. The framework does
not provide anything new in terms of the formal veri�cation procedure. However, textual modeling, graphical
visualization of the automata, as well as simulation of the time series data (simulating one potential trace) �t the
approach potentially well.
Another relevant question is if the approach is also applicable to modeling of software systems, as a way to

visualize and debug programs. An interesting direction to explore could be to combine this approach with RR
debugging [55], that is, debugging where the whole trace of an execution of a program is recorded. Given the
recorded program as input, an interesting direction would be to use a variant of this framework to visualize the
call graph of a program, and to show within the graph the internal states of the di�erent functions, at di�erent
points in time. Although speculative, it could be another interesting direction to explore in the future.

5.3 Threat of Validity
This paper is an invited positioning paper, rather than a traditional research paper. This means that the theory,
explanations, and conclusions are based on experiences rather than concrete proofs or implementations. There

4https://scratch.mit.edu/
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is of course a risk that parts of the proposed framework are more complicated than expected, or that a user
of the framework needs to side step because the framework is too rigid. For these reasons, it is important to
remember that the aim of the framework is to structure the thoughts for someone implementing an IPM system
or something similar. For instance, the aim is not that a developer implements the functions with the signatures
exactly as described in the paper. Instead, the conceptual frameworks should be seen as a guideline for structuring
thoughts and to highlight main design principles.

The risk of incorrect assumptions regarding the interface semantics for the init, trans, and output functions
are rather small, since the mapping to EOO and PPL languages are quite straightforward. However, the graphical
visualization aspects are far from trivial or clear. In particular, it is not obvious how to visualize large models
using structural dynamic semantics or larger models. As discussed earlier, a potential direction is to focus on
domain-speci�c languages, where the graphical representation becomes domain speci�c as well. Since the claims
regarding visualization are very low, the threat of validity is also low.

Finally, it can be questioned if it is fair to compare a conceptual framework with available software tools, such
as various Modelica tools. However, there is not a clear border line between the IPM approach and other existing
approaches. As discussed earlier, some of the ideas proposed in this paper can potentially be incorporated in
existing tools, to improve the user experience.

6 RELATED WORK
The proposed framework and its formalization is new, but many of the ideas for this work are based on previous
work. This section gives a brief summary of the closest related work.

The work about pragmatics for model-based design by Furhmann and von Hanxleden [24] is without question
the closest related work. In their paper, and following up work on the KIELER project5, they emphasize the
role of the MVC pattern, and how the intersection applies to the pragmatics of graphical model-based design.
As discussed earlier in our paper, the MVC pattern also naturally �ts in our framework, although the use of
the model di�ers (in Furhmann and von Hanxleden’s paper, the simulation engine is placed in the controller).
Likewise, and inspired by the KIELER project, automatic layout algorithms are used to visualize and �lter the
graphical model. The same group has also developed a synchronous graphical formalism called SCCharts [61],
which makes use of pragmatics and automatic layout. Other work in this direction envision multi-view modeling
in general, and usage-speci�c views in particular [62]. Although there are many similarities in the fundamental
ideas, there are a number of di�erences. Firstly, their work has focused on synchronous programs and variants of
Statecharts [33], whereas our conceptual framework is general, and discussed in the context of two completely
di�erent domains: equation-based object-oriented modeling (acausal) and probabilistic programming. Moreover,
the main contribution of this work is a formal framework that puts the di�erent aspects together, with an
emphasize on di�erent sets of parameters, and how it a�ects recomputations. Also, the discussion on how and
where variable selection should be done is new in our work.

There is a rather large community working on live programming [58]. Live programming means that the
user gets instant feedback when the software is changed. Many of the ideas date back to Squeak/Smalltalk [36],
and recent studies [38] of live programming has been performed using Pharo, a language and environment
derived from Squeak/Smalltalk. The concepts advocated in this article can without questions be categorized
as a form of live programming environment, where the focus is on programmatic models, and not on normal
software programs, which is mostly discussed in the live programming literature. Recently, there has been work
on multi-paradigm modeling in relation to live programming [60]. The focus of this work has been on �nite state
machines and block diagrams, and not on equation-based or probabilistic modeling, as discussed in our paper.

5https://www.rtsys.informatik.uni-kiel.de/en/research/kieler/
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Tanimoto has categorized live programming into several di�erent levels, �rst into four distinct levels [57], and
then later extended into seven levels [58]. Based on these two categorizations, the aim for the IPM framework
is to be at level 3, which means that feedback is incrementally given automatically if any part of the model (or
the parameters) are changed. Higher levels in Tanimoto’s categories mean that programs can change during
execution, which is outside the scope of the IPM framework.

There are many previous ideas about interactive programming, and making programming and modeling more
interactive. One early concept called Illustrative Programming was introduced and discussed by Fowler [22].
Speci�cally, he emphasizes the idea of combining the execution of the program with its de�nition, and gives
a spreadsheet program as an example. The main di�erence between illustrative programming and the IPM
framework is that we emphasize di�erent views (textual modeling, graphical visualization), whereas Fowler
advocates the same view for both the execution and the de�nition of the program.
Within the object-oriented programming paradigm, a very large body of work exists concerning graphical

modeling of software components, where the Uni�ed Modeling Language (UML) is the dominating standard.
Within the functional programming paradigm, signi�cantly less has been done in regards to graphical modeling.
The most comprehensive work so far is likely the work on drawing programs by Addis and Addis [1]. All
these previous works focus on software modeling and visual programming, whereas our framework focuses
on modeling languages for engineering and scienti�c applications in general, and mathematical modeling in
particular.
Many languages, tools, and environments for model-based design make use of both graphical and textual

modeling. However, either only textual modeling is advocated, as done in hardware description languages such as
VHDL and Verilog, in system-level modeling languages such as SystemC [5] that is based on C++, or variants of
synchronous languages [6, 32]). Alternatively, graphical modeling is the central paradigm, for instance in Ptolomy
II [20, 52], Simulink [44], and LabVIEW [37]. Some synchronous languages and environments can be used both for
graphical and textual modeling/programming. For instance, the SCADE 6 [17] environment allows both textual
and graphical models for both block diagrams and state machines. Some languages and environments, such as
Modelica environments (e.g. OpenModelica [23] and Dymola [19]) use a combination of graphical and textual
modeling. In these tools, the user can edit the model both using text or via the graphical user interface. All editing
is done by the user, and the graphical layout is stored as annotations in the textual model. The currently available
tools may of course in the future be extended with automatic layout functionality, thus getting closer to the IPM
approach proposed in this paper. Most probabilistic programming languages, such as Pyro [4], Anglican [63],
WebPPL [31], Stan [15], and Birch [48] are textual languages, where the programmer explicitly states the input
data and what the output should be. We contend that these kinds of languages can bene�t from development
environments that have the properties discussed in this paper.
The ideas for this work has evolved over time, especially during the development of the Modelyze [13]

meta-programming environment. The IPM framework is one of the central components of the new initiative of
Miking [8], a framework for developing e�cient compilers for domain-speci�c languages.

7 CONCLUSIONS
This paper introduces a conceptual framework called interactive programmatic modeling. The key idea of the
framework is to advocate textual modeling (to enable conciseness and expressiveness), but at the same time
automatically generate graphical views of the same model. We say that the model is programmatic because its
meaning is described as a computer program, which may include variables, higher-order functions, recursion,
if-statements etc. Several aspects of the proposed framework have been discussed and introduced in previous
work. The main contribution of this paper is to put several of these aspects together in a simple, yet formal,
conceptual framework.
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