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Abstract—Network virtualization has been an important research topic for many years but still suffers from the lack of an abstraction level like the one present in virtualization of computing and storage. Our work in progress presented here proposes an architecture for such a network virtualization abstraction. It is deployed as a library, similar to libvirt in computer virtualization, with a unified interface towards the underlying network specific drivers. The architecture will allow management tools to be independent of the underlying technologies. In addition, it will enable programmatic and on-demand creation of virtual networks. A common set of calls is defined to instantiate different virtual networks, using a single node view to provide the user with a suitable abstraction of the network. We describe a prototype of our proposed architecture on top of an OpenFlow-enabled network. We demonstrate its feasibility for creating isolated virtual networks in a programmatic and on demand fashion.

I. INTRODUCTION

The abstraction of underlying technologies offers flexibility in the operations on the physical equipment, and is a common approach today in modern systems. An example is machine virtualization where computers are represented in a straightforward fashion as CPU, memory, storage, and network interfaces. Another example is disk virtualization where logical volumes are presented instead of physical disks. Both types of virtualization are fairly well understood and agreed upon. The common denominator here is that the logical view is decoupled from the physical hardware, which allows resources to be shared.

However, virtualizing networks is a different and more complex challenge. Networks are still coupled with the physical infrastructure [1]. Network virtualization is a mechanism for sharing a physical network. Virtual networks have been around for several years but nowadays they are one of the main focuses in the networking community. There are different technologies and approaches that can be used to share a physical network or substrate, such as, VLANs, Virtual Private Networks, virtual routers or programmable virtual routers.

Most of these technologies require a significant degree of manual configuration to be done by the network operator, something which makes the adoption to dynamic environments quite impractical. In different projects, efforts have been made to generate frameworks [2]–[5] to manage the creation and removal of point-to-point connections but there is not a unique abstract network virtualization interface that is independent of the different underlying technologies.

Our view is that a unified framework for network virtualization is necessary to expand network functionalities and to provide a single network view. This will make possible to share network resources and to reduce costs. We believe that an easy way to create networks on demand, programatically and with Quality of Service (QoS) is required.

The purpose of the work presented here is to establish a common set of network abstractions to allow users to easily provide network resources programatically in a similar way to how machine virtualization is done. Our goal is to define a simple view of the network, as it has been done with libvirt [6] in the context of machine virtualization. Libvirt is a library which abstracts the description of a virtual machine from the underlying hypervisor. Libvirt can be used for other applications and management tools to control the creation, modification and removal of virtual machines.

In previous work, others have focused on the creation of complete networks graphs with virtual links and routers on top of a physical infrastructure [7]–[11]. These require a complete description of the desired topology and elements, which makes the management of the virtual infrastructure unnecessarily complex. Another alternative, proposed by Keller and Rutherford [12], is to present the network as a single router, where all in-network functionality is covered. It has advantages for both players: users and network providers. Users do not need to manage the physical network to run their services and network providers can offer their platform with an added value.

The work in progress described in this paper is referred to as libNetVirt, and it uses the single router abstraction to describe a network. It is composed by a set of drivers. Each driver implements the required configuration for a specific underlying technology. LibNetVirt aims to reduce the time for the creation and termination of virtual networks. A common set of calls is defined and used to instantiate different virtual networks, in a programmatic and on demand fashion.

We have implemented an open source [13] prototype of our proposal on top of an OpenFlow-enabled [14] network. We describe the internal architecture to make possible to create virtual networks using OpenFlow. We have chosen OpenFlow because it offers a programmatic interface to remotely control the forwarding elements in the network.

The rest of the paper is organized as follows: Section II introduces the library libNetVirt, which uses the network abstraction. Section III explores the design and implementation of a libNetVirt driver for an OpenFlow-based network. Section IV describes a use case of the library in cloud networking. Section V discusses the related work. Finally, in Section VI we summarize the work.
II. LIBNETVIRT

We have designed a C library with Python wrappers, which provides an abstraction for the network where the minimum requirement for the user is to provide the endpoints to interconnect. This section describes the network view that we are using, the main elements of the architecture and the basic operations.

The target of the library is to be used in any network where virtualization is required. The operations are called from upper layers of the management platform. However, we decided to keep security policies outside the library in order to keep the design simple and to remove complexity from the library core. Upper layers will be responsible for security aspects.

A. Virtual Network View

Traditionally, the approach taken when dealing with Virtual Networks (VN) is to map virtual nodes and links (vertices and edges) to physical nodes and links. This provide full management capabilities to the users [12], providing a complete graph of the network view. However, users would need to manage the virtual network in the same way as a regular physical network would be managed, for instance, providing traffic engineering or coping with link failure. We believe that users that want to manage their application in dynamic environments do not need the added complexity of managing a complete network. The single router abstraction, addresses this problem defining the network as a unique node where all the functionalities are inside it. All actions are defined in this single element, where all the complexity is hidden from the user and it provides to him an easy way to interact with network resources.

B. Architecture

LibNetVirt is separated in two different parts: generic interface and drivers (See Fig. 1). The generic interface is a set of functions that allow interacting with the VN and executing the operations in the specific driver. A driver is a technology dependent element which communicates with the required components to manipulate the VN in the physical equipment. This modularity allows us to change the underlying technology without affecting the management tools. Another alternative is to use independent controllers for each platform, but, in this case, reusing common functionalities is not possible.

The management application uses the calls from libNetVirt to operate the network. It can provide the description of it with an XML file. LibNetVirt parses the file description and invokes the specific function of the correct driver. In our first approach, we have identified the following parameters that can describe a VN: endpoint, forwarding and path constraint. However, it is possible to further extend these definitions and define new endpoint types.

- **Endpoint**: is the termination of a VN. A resource is connected to an endpoint. An endpoint is described with multiple fields, where some are mandatory and others optional. The mandatory fields are:
  - `uuid`: unique identifier for the endpoint in the VN. Used to identify the endpoint.
  - `switch id`: identification of the physical switch.
  - `port`: edge port, where the resource is connected.

In addition, optional fields can be used to distinguish traffic from different VNs that use a shared port:

- `mpls`: MPLS tag for the incoming/outgoing traffic. Also can be used to interconnect different networks.
- `vlan`: the same function of `mpls` but for VLAN tags.
- Other flow fields can be added in order to extend the definition of a VN.
- Traffic limitations, such as, maximal input bandwidth, can also be added in the endpoint definition.

- **Forwarding**: defines the type of packet forwarding. We can have forwarding based on L2 (based on MAC addresses) or L3 (based on IP addresses). It can be extended with new forwarding types.

- **Path constraints**: defines unidirectional constraints between two endpoints. A constraint can be any QoS specification required in the VN, such as, minimal bandwidth between two endpoints. It contains the `uuid` for the source and destination endpoints and the QoS constraint.

C. Basic Operations

A set of basic operations is required to manage a VN. These operations can be executed programatically from the user interface or manually by a network operator. The programmatic executions are called from upper layers of the management platform. We have identified the following basic operations, which might be further expanded.

- Creation of a VN: the user defines the desired VN in an XML file or through the libNetVirt API.
- Removal of a VN: the user needs to provide the `uuid` of the VN that wants to remove.
- Addition/Modification/Removal of an endpoint: the user adds the description of the endpoints that wants to add or remove.
- Addition/Modification/Removal of a path constraint, in order to manipulate on demand QoS constraints.

III. OPENFLOW DRIVER

We decided to implement a libNetVirt driver for OpenFlow. OpenFlow [14] is a novel architecture which allows decoupling of the data plane from the control plane. Basically, it is a protocol which allows the communication between a remote controller (control plane) and a switch (data plane). The packet forwarding is based on flows and it can be customized to...
any set of fields of a packet. The controller is in charge of installing the appropriate forwarding rules to the switch. When the switch receives a packet that does not match any rule, the default action is to forward the packet to the controller. The controller decides the action to be made and install the appropriate rules if it is necessary.

OpenFlow gives us the flexibility to control our network in a programmatic way and with a global view. In addition, it provides a remote control of the forwarding plane making easy to experiment with different forwarding strategies.

In order to implement drivers for other technology that lack the benefits of OpenFlow, it is necessary to create agents near the affected routers. These agents will communicate with the libNetVirt driver and they can use CLI scripts or use netconf [15] to change the router configuration.

A. OpenFlow options

There are several platforms which allow extending and personalizing an OpenFlow controller. However, most of them are only compatible with version 1.0 (OF 1.0), although the latest is version 1.1 (OF 1.1) with more interesting features [16]. NOX [17] was the first developed platform with OpenFlow support. Other platforms are Maestro [18], Beacon [19] or Trema [20], which are open-source, and ONIX [21], which is closed-source. The only available controller for OF 1.1, when we started our development, was a fork of NOX [22]. Therefore we use this version for our prototype, since we want to take advantage of the new features introduced in OF 1.1, such as, MPLS tagging. NOX provides an API to control OpenFlow switches from a controller.

1) Forwarding rules: There are different options that can be used with OpenFlow to control traffic from different users. Some of the alternatives are:

- **Native OpenFlow forwarding**: Create directly filters for the specific fields provided in the VN description. In this case, the selected matching fields must be unique for the entire network. This can be implemented directly modifying a native OpenFlow controller. A set of filters can be dynamically computed for the incoming flows.

- **Tunneling**: Create a tunnel between the ingress and egress points with one of the tunnel technologies supported by OpenFlow. The creation of the tunnel reduces the forwarding tables in the transit switches. Some of the alternatives are VLAN or MPLS tags.

- **Proxy**: Using Flowvisor [23] or similar tools, such as, ADVisor [24]. Different controllers have control over different network slices and the proxy isolates them and redirects the OpenFlow commands to the authorized controller. The slices can be defined from any field of the packet, for instance, network destination address.

We decided to use the native OpenFlow controller because it offers enough flexibility to differentiate the traffic of different clients. Tunneling introduces an extra mapping. Proxies introduce an extra delay, when processing packets, and introduce multiple controllers, which do not offer any added value to the customers since they cannot access them.

2) Rules Insertion: another consideration is how the paths are initialized or deleted. There are different ways:

- **Offline**: When the VN is initialized; all paths are computed and installed into the switches. This approach pre-establishes the flows, which removes any establishment delay. However, the switch has a limited capacity in the flow table and the pre-established flows will occupy table entries even if there is no traffic to forward.

- **On demand**: All required rules are installed after receiving the first packet of a flow. However, there is a flow establishment delay. The rules can be removed automatically with timeouts.

3) Timeouts: of installed path influences the size of the flow table and the scalability of the system. The options are: permanent, fix timeout and idle timeout.

- **Permanent**: a forwarding rule is always installed until the VN is removed. The rule needs to be deleted manually with an OpenFlow DELETE message.

- **Fix timeout**: a forwarding rule is removed after a constant time (hard timeout). This introduces undesired effects or losses if the flow is longer than the actual timeout.

- **Idle timeout**: a rule is kept in the switch table while there are packets that match the rule. The rule is removed after a certain time of flow inactivity. Idle timeout is not suitable for offline rule insertion because if the flow is not active, the rule might be removed before the flow starts.

Our first approach uses on demand rule insertion and idle timeout. The idle timeout is 60 seconds, which is the default ARP timeout in Linux systems.

B. Controller Architecture

We have implemented a prototype, which uses an OpenFlow controller to manage virtual networks. We use NOX [22] as a base platform, since it is widely used in the OpenFlow community and it supports OF 1.1. QoS constraints will be added in the next phase of the development. At this stage, LibNetVirt offers only traffic isolation.

The proposed architecture, for a L2 forwarding network, is shown in Fig. 2. The controller communicates with the driver over a TCP. The main components of the architecture are:

- **RulesDB** is a database where the VN descriptions are stored. Every endpoint of the network, which has a VN associated to it, has one entry. This provides a fast lookup when a new packet arrives. Also, it provides a simple way to organize the VN information. In addition, we also keep a list of all the VNs. This list is used when removing the VNs and when checking the status of the controller.

- **Locator** is a database where all the L2 addresses are stored. Currently it is kept in memory but it can be easily expanded to a distributed database or in a DHT, as suggested in [21]. The Locator learns the addresses from the incoming packets. If the destination is unknown, it sends an ARP request to all the endpoints of the VN. In this case, the ARP request is directly sent to the edge endpoints, in other words, the path...
that ARP request follows is source endpoint, controller and destination endpoint. This database is necessary for routing packets between two endpoints.

PathFinder is a database where the physical topology is stored. The topology information is obtained using the Discovery module in NOX, which sends Link Layer Discovery Protocol (LLDP) packets to discover the links between OpenFlow switches. LLDP packets contain the switch identity and using the incoming port information, it is easy to extract the network topology. PathFinder keeps a graph of the topology and updates the links when Discovery detects a new link. PathFinder computes the path between two endpoints. Currently, we use Dijkstra’s algorithm [25] to find the shortest path, but other algorithms can be used.

Installed rules is a database where all installed OpenFlow rules in the switches are stored. There is no OpenFlow mechanism to ask what rules are installed; therefore it is necessary to keep track of the rules in order to remove them when it is necessary.

The packet processing procedure is as follows. A packet only arrives to the controller, with a Packet In event, when no rule is installed for a particular flow. The controller checks if the packet comes from an endpoint of an instantiated VN. If it is not, the packet is dropped. Otherwise, the correct VN is retrieved from the database (rulesDB), the path is computed with PathFinder, the rules are created and are stored in Installed rules and they are sent to the OpenFlow switches using the NOX API.

When removing a VN, the controller checks if there are any installed rules for it. Then, it sends a command to remove the installed rules on the switch and it removes the endpoint information from the rulesDB database. After checking all the endpoints, the VN is removed from the system.

IV. USE CASE: CLOUD NETWORKING

Nowadays, there is a tendency with cloud computing to externalize or concentrate the IT infrastructure from institutions into the cloud (public or private). A cloud [26] is a pool of resources (computing, network and storage resources) which can be used and scaled up and down on demand without knowing the exact physical location. Some providers already offer Infrastructure-as-a-Service (IaaS), with main focus on computing or storage. Generally cloud resources are located in datacenters.

Cloud networking is focusing on the networking aspect of the cloud, which is in an earlier development stage compared to computing and storage. More dynamic functionalities and a common understanding of a network resource are needed. In this context, SAIL [27] has come up with a concept called Flash Network Slices (FNS). The goal of a FNS is to create Virtual Private Networks (VPN) on demand, providing Quality of Service (QoS) and dynamic reconfiguration properties.

A FNS can be viewed as a network resource which provides connectivity, isolation and quality of service for a user who wants to interconnect different resources inside or between datacenters or clouds. In order to simplify the view towards the user, a FNS is represented as a single node, which can act as a Layer 2 or Layer 3 VPN. Using this view, we can map the manipulation of a FNS with the single router abstraction used in LibNetVirt. This allows an easy manipulation of network cloud resources with a simple interface.

V. RELATED WORK

OpenStack Quantum [28] is a similar project that have started recently inside the OpenStack [29] ecosystem. The aim is to provide network connectivity as a service. It is also work in progress and their authors are focusing on OpenStack platforms to interconnect virtual machines. LibNetVirt has a larger vision, to be used also in other scenarios, such as, the interconnection between clouds and it permits to specify QoS constraints, such as, minimal bandwidth.

Keller and Rexford (in [12]) discuss about the convenience of the single router abstraction, allowing users to focus on their service, which is the desired goal in the cloud. We develop their concept in the VN view of the network.

Casado et al. (in [1]) propose an architecture for virtualizing the network forwarding plane. They separate the logical forwarding from the physical. We go a step further, abstracting the network topology to the user providing a generic interface to interconnect his resources and simplifying even more the view towards the user.

VICTOR [30] proposes an architecture for Virtual Machines mobility, which uses OpenFlow. It separates the logic control from the forwarding. All the edges nodes announce all the network prefixes. Our scope is slightly different, since their architecture offers mobility and we provide on demand provisioning and isolation.

NECs Programmable Flow [31] is a commercial solution to manage virtual networks in an OpenFlow-enabled network. It offers a wide and flexible set of features to manage such networks. LibNetVirt, even though offers less features, it enables managing legacy technologies, not only OpenFlow.

In the context of the Software-Defined Networking (SDN), several applications have been developed in the research
community. RouteFlow [32] converts an OpenFlow network into an IP routed network together with Quagga—an open source routing suite. Sharafat et al. (in [33]) implemented a MPLS-TE and MPLS VPN with OpenFlow. These approaches offer a path to move from the current close infrastructure to a Software-Defined Networking (SDN), but they do not simplify the network view.

Several attempts have been done in the last years to address the problem of lack of automation in the network operations, such as [2]–[5], which offer a complete platform for this purpose. Our approach consists of an open library that can be reused for several parties to achieve their goals. In addition, most of these platforms require a full graph of the desired network, without the level of abstraction required in the cloud.

VI. SUMMARY

LibNetVirt is an open source [13] library to simplify the network view towards the user independently of the underlying technologies. We believe that it provides the missing piece of network virtualization. It provides a simplified but powerful view towards the network. Its modularity permits to operate different technologies with the same API. We use the concept of a single node to represent the network. Only the definition of endpoints is necessary to create virtual networks.

In addition, we present a working prototype of the library using an OpenFlow-enabled network. This prototype allows creating networks on demand with a programmatic interface. This can be integrated with different cloud platforms, such as, OpenStack [29] or OpenNebula [34], or to used independently, to offer more services in cloud networking. We plan to do performance analysis as part of future work.

Finally, we analyzed some of the techniques used to create the necessary OpenFlow rules in the network switches to instantiate a virtual network with the single router abstraction.
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