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Given: Graph $G=(V, E)$
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## 4 colors? <br> Optimal?

$\Delta:=\max _{v \in V} \operatorname{deg}(v)$
Claim: \#Colors $\geq \Delta$
Theorem: \#Colors $\leq \Delta+1$
[Vizing 1964]

## Edge Coloring Algorithms

- Many algorithms computing ( $\Delta+1$ )-edge-colorings
[Vizing'64, Gabow/Nishizeki/Kariv/Leven/Osmau'85,Misra/Gries'92,...]
- NP-Hard to $\Delta$-edge-color.
[Holyer'81]
■ Many algorithms computing $\Delta$-edge-color in bipartite graphs
[Cole/Hopcroft'82,Cole/Ost/Schirra'01,Alon'03,Goel/Kapralov/Khanna'13,....
- Studied in various computational models:

Distributed [PanconesiSrinivasan'97,DubhashiGrablePanconessi' $98, \ldots$,..] PRAM [LevPippengerValiant'81,...]
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Dynamic [Bhattacharya/Chakrabarty/Henzinger/Nanongkai'18,...]

## Edge Coloring Algorithms

- Many algorithms computing ( $\Delta+1$ )-edge-colorings
[Vizing'64, Gabow/Nishizeki/Kariv/Leven/Osmau'85,Misra/Gries'92,...]
- NP-Hard to $\Delta$-edge-color.
[Holyer'81]
■ Many algorithms computing $\Delta$-edge-color in bipartite graphs
[Cole/Hopcroft'82,Cole/Ost/Schirra'01,Alon'03,Goel/Kapralov/Khanna'13,....
- Studied in various computational models:

Distributed [PanconesiSrinivasan'97,DubhashiGrablePanconessi' $98, \ldots$,..] PRAM [LevPippengerValiant'81,...]
NC \& RNC [KarloffShmoys'87, MotwaniNaorNaor'94,...]
Dynamic [Bhattacharya/Chakrabarty/Henzinger/Nanongkai'18,...]
This Talk: Online
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## NO!

Silver Lining: LB requires $\Delta \cdot\binom{2 \Delta-2}{\Delta-1} \approx 4^{\Delta}$ stars, that is $\Delta=O(\log n)$
Can we do better when $\Delta=\omega(\log n)$ ?

$$
\text { YES } \approx \Delta \text { colors }: \text { ) }
$$
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Techniques

## Technical Part - Outline

■ Edge Coloring $\Longleftrightarrow$ Fair Matchings

- Reduction
- Online Fair Matching Algorithm
- First Attempt
- New Algorithm
- Analysis: Martingales
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## Alternative Natural Algorithm

$$
\text { Our Alternative Algorithm: } p_{t}:=\frac{1 /(\Delta+q)}{\operatorname{Pr}[u, v \text { both free in current execution }]}
$$

Algorithm 1 (NaturalMatchingAlgorithm).
When an edge $e_{t}=(u, v)$ arrives, match it with probability

$$
P\left(e_{t}\right) \leftarrow \begin{cases}\frac{1}{\Delta+q} \cdot \frac{1}{\prod_{j=1}^{k}\left(1-P\left(e_{t_{j}}\right)\right)} & \text { if } u \text { and } v \text { are still unmatched } \\ 0 & \text { otherwise }\end{cases}
$$

where $e_{t_{1}}, \ldots, e_{t_{k}}$ are those previously-arrived edges incident to the endpoints of $e_{t}$.

$R=$ randomness outside of incident edges.

## Alternative Natural Algorithm

Algorithm 2 (MATCHINGAlGORITHM).
Initialization: Set $F_{1}(v) \leftarrow 1$ for every vertex $v$ and $M_{1} \leftarrow \emptyset$.
ecution]
Algo At the arrival of edge $e_{t}=(u, v)$ at time $t$ :
When • Sample $X_{t} \sim \operatorname{Uni}[0,1]$.

- Define

$$
P\left(e_{t}\right)= \begin{cases}\frac{1}{\Delta+q} \cdot \frac{1}{F_{t}(u) \cdot F_{t}(v)} & \text { if } u \text { and } v \text { are unmatched in } M_{t} \\ 0 & \text { otherwise }\end{cases}
$$

and

$$
\hat{P}\left(e_{t}\right)= \begin{cases}P\left(e_{t}\right) & \text { if } \min \left\{F_{t}(u), F_{t}(v)\right\} \cdot\left(1-P\left(e_{t}\right)\right) \geqslant q /(4 \Delta) \\ 0 & \text { otherwise } .\end{cases}
$$

nmatched,

$$
-F_{t+1}(u) \leftarrow F_{t}(u) \cdot\left(1-\hat{P}\left(e_{t}\right)\right) ;
$$

$$
-F_{t+1}(v) \leftarrow F_{t}(v) \cdot\left(1-\hat{P}\left(e_{t}\right)\right)
$$

$$
-M_{t+1} \leftarrow \begin{cases}M_{t} \cup\left\{e_{t}\right\} & \text { if } X_{t}<\hat{P}\left(e_{t}\right) \\ M_{t} & \text { otherwise }\end{cases}
$$
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## Analysis Idea - Random Walk

## Core of Analysis: Prove $P\left(e_{t}\right) \leq 1$
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\begin{aligned}
& e^{P\left(e_{t_{1}}\right)} \\
& P\left(e_{t_{7}}\right) e_{t}
\end{aligned}
$$

$\frac{f}{P(f)} \stackrel{\longrightarrow}{P\left(e_{t_{2}}\right)=\frac{1}{\Delta+q}}$
If $f$ matched $\Longrightarrow P^{\text {new }}\left(e_{t_{2}}\right) \leftarrow 0 \quad \mathbb{E}\left[S_{u}^{\text {new }}\right]=S_{u}$
If $f$ not matched $\Longrightarrow P^{n e w}\left(e_{t_{2}}\right) \leftarrow P\left(e_{t_{2}}\right) /(1-P(f))$

time
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\begin{aligned}
& e^{P\left(e_{t_{1}}\right)} \\
& P\left(e_{t_{7}}\right) e_{t}
\end{aligned}
$$

$\frac{f}{P(f)} \cdot \stackrel{P}{P\left(e_{t_{2}}\right)=\frac{1}{\Delta+q}}$
If $f$ matched $\Longrightarrow P^{\text {new }}\left(e_{t_{2}}\right) \leftarrow 0 \quad \mathbb{E}\left[S_{u}^{n e w}\right]=S_{u}$
If $f$ not matched $\Longrightarrow P^{\text {new }}\left(e_{t_{2}}\right) \leftarrow P\left(e_{t_{2}}\right) /(1-P(f))$

time

## Martingale Process

$$
s_{u}^{(0)} \approx \sim \sim \sim S_{\sim}^{(t)} \approx q / \Delta
$$

## Martingale Process

$$
\approx q /(3 \Delta)
$$

(If no correlations: Chernoff bound)

## Martingale Process



## Freedmans Inequality:
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- Martingale $\mathbb{E}\left[Z_{t+1}-Z_{t} \mid Z_{1}, Z_{2}, \ldots, Z_{t}\right]=0$
- Step size $\left|Z_{t+1}-Z_{t}\right| \leq A$
- Observed variance $\sum_{t} \mathbb{E}\left[\left(Z_{t+1}-Z_{t}\right)^{2} \mid Z_{1}, \ldots, Z_{t}\right] \leq \sigma^{2}$

$$
\Longrightarrow \operatorname{Pr}\left[\left|Z_{t}-Z_{0}\right| \geq \varepsilon\right] \leq 2 \exp \left(-\frac{\varepsilon^{2}}{2\left(\sigma^{2}+A \varepsilon / 3\right)}\right)
$$

## Fair Matching Result

## Main Technical Result:

There is an online algorithm which outputs a random matching $M$ so that

$$
\operatorname{Pr}[e \in M] \geq \frac{1}{\Delta+q} \quad \forall e \in E, \quad \text { where } \quad q=O\left(\Delta^{3 / 4} \sqrt{\log \Delta}\right)
$$

## Summary and Open Problems
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Local edge coloring


$$
\operatorname{color}(u, v)
$$

$$
\begin{aligned}
\leq & (1+o(1)) \max (\operatorname{deg}(u), \operatorname{deg}(v)) \\
& +O(\log n)
\end{aligned}
$$
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Also works in non-bipartite graphs depsite the integrality gap

$$
x_{e}:=\frac{1}{\Delta} \text { recovers fair matching theorem }
$$
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