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Abstract

Three-Dimensional (3D) integration of circuits based on die and wafer stacking using through-silicon-via is a critical technology in enabling "more-than-Moore", i.e. functional integration of devices beyond pure scaling ('more Moore'). In particular, the scaling from multi-core to many-core architecture is an excellent candidate for such integration. Nevertheless, as much as there are opportunities to explore, designing systems using 3D integration technology has many challenges to tackle. It follows a complex design process involving integration of heterogeneous technologies. It is also expensive to prototype because the 3D industrial ecosystem is not yet complete and ready for low-cost mass production.

With trends leading towards 3D many-core architecture, it is also imperative to extend the underlying Networks-on-Chip (NoC) to efficiently facilitate the communication of such massively integrated cores on a 3D chip. In this thesis scalability and performance issues of NoCs are explored in terms of architecture, organization and functionality of many-core systems. The key contributions of the thesis are made by (1) addressing the challenges in modeling and development of deflection routing NoCs for the use in regular and irregular networks, (2) evaluating new configurations of 3D processor-memory stacking, (3) the use of multi-rate vertical interconnect to optimize network performance, and (4) developing predictive models for performance analysis in many-core architecture.

First, we evaluate on-chip network performance in massively integrated many-core architecture. With each addition of cores, the on-chip network size grows and predicting the performance becomes challenging. We propose link and channel models to analyze the network traffic and hence the performance. We consider the absence of a simulation platform for such scalable many-core architecture as a key challenge. We develop a NoC simulation framework to evaluate the performance of a deflection routing network as the architecture scales up to 1000 cores. In designing processor-memory architecture, we propose models and do comparative analysis of proposed 3D processor-memory configurations in scalable many-core architectures.

Second, we investigate how the deflection routing NoCs can be designed to maximize the benefit of the fast TSVs as vertical interconnects by clocking them at a rate that is an integer multiple of the clock frequency of the horizontal links. We propose multi-rate models for inter-layer communication. We quantify the performance benefit through cycle-accurate simulations for various configurations of 3D architectures.

Finally, the complexity of massively integrated many-core architecture by itself brings a multitude of design challenges such as high-cost of prototyping, increasing complexity of the technology, irregularity of the communication network, and lack of reliable simulation models. In order to reduce the design to market time and lower the cost, we propose average distance models for various traffic patterns to help analyze such systems. We also formulate a zero-load average distance model that accurately predicts the performance of deflection routing networks in the absence of data flow by capturing the av-
verage distance of a packet with spatial and temporal probability distributions of traffic.

The thesis research goals are to explore the design space of vertical integration for many-core applications, and to provide solutions to 3D technology challenges through architectural innovations. We believe the research findings presented in the thesis work contribute in addressing few of the many challenges to the field of combined research in many-core architectural design and 3D integration technology.
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Chapter 1

Introduction

Since the dawn of electronic computers in 1940s, architectural innovation and design of computer systems have shown considerable changes with the evolution of different technologies. **Scalability** and **performance** have been largely the driving factors behind these changes. With each new technology such as logic CMOS or DRAM, more robust and miniaturized systems are designed and new devices are produced. However, progress has not been the same with all technologies; the pace at which CMOS advances is faster than that of memory technology. This has led to a performance gap between a microprocessor in a CMOS chip sending data packets in every clock cycle to a DRAM chip placed in the same board. Consequently, major efforts of architectural innovations in the last three decades have been about narrowing the gap. One of the innovations that gained wide industrial adoption within short time is clock-pumping technique. Using double-pumping and quad-pumping techniques, two or four data packets can be sent in a single clock cycle respectively. This has led to the commercialization of high-performance DDR-SDRAM chips and recently QDR-SDRAM chips that are now basic components in the global semiconductor market. Even though far from closing the gap, clock-pumping technique has greatly improved the performance [72] [39] [45].

Furthermore, progress in CMOS technology to a billion-transistor era has resulted in a paradigm shift from off-chip centric to on-chip centric design methodology in which on-chip systems can be designed as an intellectual property (IP) cores. Dozens of cores are embedded in a single chip and are networked with each other through serial bus or parallel networks-on-chip (NoCs) architecture [38] [9]. And, such fabless design companies since late 1990s mushroomed as the suppliers of heterogeneous IP cores to the market heralding the era of many-core architecture embedded into a single chip. The many-core deals with how a stored program is distributed within the memory hierarchy for an efficient delivery of instructions and data to the multiple processors connected with a parallel bus.

Chips inside HDTV processors, mobile phones, high-performance computing processors, and embedded systems are some of the many-core applications that
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contain tens of cores in a monolithic die. In particular, Networks-on-Chip (NoC) has been proposed through years of research as a scalable parallel bus solution for large many-core systems laid out on a single-die and is being adopted in an increasing number of cutting edge designs [69].

1.1 Networks-on-Chip (NoC)

NoC provides an infrastructure for better modularity, scalability, fault-tolerant and higher bandwidth as compared to the traditional bus approaches. It enables the integration of a large number of IP cores in a single chip [41] [84] [18]. The driving reasons for emergence of NoC as an architectural solution can be summarized as follows:

**Push factor:** technology scaling limitations lead into slowing the Moore’s law and hence partitioning the cores and modification of the traditional von-Neumann architecture into parallel architectures.

**Pull factor:** Functional specialization of IP cores designed by different vendors leading into the need for creating a network and communication architecture for integrated functionality of the system.

On the technology side, chip fabrication technology is facing new challenges in the deep sub-micron regime [28]. As a result, the NoC design in 2D chips (2DNOC) has limited floor-planning choices which become a bottleneck when the number of processing elements increases. In addition, as the network spreads over a 2D plane, the transmission delay between two points increases significantly, which results in lower performance and higher power consumption [10]. To overcome these limitations, technology is moving rapidly towards the concept of vertical integration where multiple active silicon layers are stacked forming three dimensional integrated circuits (3DIC).

1.2 3D Integration Technology

Three-Dimensional integration technology is an emerging technology that enables stacking of dies using interconnects called Through-Silicon-Vias (TSVs). The key benefits of 3DIC come from its geometric and physical advantage. First, it leads to the improvement in signaling latency and energy [6] enabled by a reduction in the overall interconnect length. Second, it provides a way to bypass the interconnect bottleneck and meet the semiconductor industry’s demands for higher memory-logic and I/O bandwidth [14] through reduced interconnect delay. It allows the continued increase of integration density. Finally, it also provides a means for integration of heterogeneous technologies: logic and memory. The key here is the availability of fast TSV, whose physical characteristics differ fundamentally from the on-chip counterparts, in that the resistance is much lower due to the shorter length and the relatively larger cross-section, and have a much smaller RC time constant than on-chip lines [75].
1.3. MULTI-CORE VS. MANY-CORE

As shown in Figure 1.1, TSVs connect two or more dies horizontally or vertically. When dies are placed side by side on top of dummy interposer, TSVs connect horizontally. This has advantages because it enables low-cost heterogenous integration while using the traditional 2D process technology. When dies are stacked vertically, wafer to wafer or die-to-wafer bonding is possible. However, 3D stacking of dies with high power density suffers with exponential temperature increase risking thermal heating that damages the device [46]. A logic-to-memory stacking such as processor-memory integration is possible. Normally, compared to memory die, logic die is active and generates more heat. Therefore, it is placed on top of the stack, close to the heat sink and is connected with memory using TSV. But, for off-chip access, additional TSVs that pass through the memory layer are required [1] [54].

![Figure 1.1: TSV as vertical and horizontal interconnects](image)

1.3 Multi-core vs. Many-core

Even though it is implicitly understood, the difference between Many-core and Multi-core architecture is not well defined in literature. In the context the thesis work, we find it imperative to explicitly set the difference between these architectures based on the processing power as the number of cores increase.

It has been according to ‘Moore’s law’ that microprocessor performance improves by increasing the clock speed in newer generation. But, since the beginning of last decade, the semiconductor industry is not able to keep up with the
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law because the microprocessor power consumption skyrocketed with increase in performance, also known as power-wall. Designers found out that, with the contemporary technology scaling, two less complex processors (dual-core) in a single chip consume less power and perform better than a single complex processor (unicore). In the same manner, four simpler processors (quad-core) in a single chip outperforms dual-core. The communication between the cores is done using serial bus network.

The individual processors in such multi-core architecture are made powerful enough to exploit instruction level parallelism (ILP) [53] [16] [39]. These processors are generally super-scalar and super-pipelined types and mostly multi-threaded. A degree of parallelism through ILP is achieved only when the performance in terms of cycles per instruction increases. The complexity of the cores is reduced as the number of cores increase. But, when the number of cores is doubled or quadrupled, though there is an increase in performance, the marginal gain starts to fall. Also, the bandwidth of the bus becomes a bottleneck in accommodating the growing number of cores.

![Figure 1.2: The ILP gives diminishing return in Multi-core](image)

This behavior shown in Figure 1.2 is the diminishing return of performance of ILP in multi-core architecture. The breaking point where the ILP performance gain starts to fall with multi-core is the ILP wall. With the contemporary multi-core processors, we assumed the average number of cores for ILP wall is around eight core. Beyond 8-cores in a single-chip, each individual core is reduced to its simplest form as simple-scalar architecture or as a specialized core that efficiently executes specific applications such as video or audio processors. The communication in such many-cores architecture is done through parallel network.

The many-core is an alternative to multi-core and uses dozens of cores inter-
connected with parallel networks such as mesh topology in order to generate an aggregate gain in the performance. In many-cores architecture, performance can be gained through increasing the number of simple-scalar cores, through improving the efficiency or specialized cores, or through enhancing the communication among the cores.

1.4 Thesis Motivation

Many-core processors such as Intel Teraflp with 80-cores [69] and Tilera 64-core processor [8] are built as System-On-Chip (SoC). Each core is a simple scalar processor physically connected to routers of a Networks-on-chip (NoC) architecture through which data packet communication among the cores and other resources is facilitated. By considering recent scalability trends, it is believed that in the next ten years many-core processors will have 1000s of cores in a single chip. However, such progress is not without limitations and challenges including high power consumption, form-factor, and high-level issues such as programmability, operating system, and memory consistency issues.

To meet these challenges, 3DIC using TSV is recently gaining momentum as a technology for many-core architecture implementation [73]. The key driver to scalable vertical integration is TSV, which has emerged as state-of-the-art technology. However, its benefits for the use in many-core architectures are not yet fully explored. This is mainly due to the fact that both NoC and 3DIC are relatively recent research frontiers. We believe that there is an immense potential to be tapped by the fusion of these frontiers. In fact, our research group at KTH has been working for a 3D memory related project ELITE funded by EU-FP7 [26]. In the project, we developed TSV models, vertical networks architecture, scalable 3D simulators, and also made several circuit level and architecture level experiments for many-core computer architecture.

A simple conceptual model of 3D many-core computer architecture shown in Figure 1.3 is a relevant example of vertical integration of heterogenous technologies. Here, the heterogeneity is manifested in different ways. There is architectural heterogeneity in which the cores are with different physical sizes and varying functional specialization often made by a third party fabless companies. Heterogeneity in network may occur when cores are connected with irregular topology. There is heterogeneity due to process node variation among the layers and dies to be integrated (For example, one layer processed in 65nm node can be integrated with another layer processed in 22nm node technology). There is also heterogeneity due to dissimilar technologies. As an example, the conceptual model shows standard CMOS technology, distributed DRAM layer, and NAND Flash memory technologies stacked in a single chip.

Design and implementation of such massive integration for the use of many-core applications is complex. In fact, it is a major 3D integration challenge by itself [73]. We believe that an integration-centric approach where networks are
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Figure 1.3: A conceptual model of 3D many-core computer architecture

utilized as integration fabric should be followed to design such complex systems. To implement such design approach, currently there is a lack of integrated design tools and standards due to many constraints.

Firstly, the design complexity keeps increasing with the degree of integration of the heterogenous technologies.

Secondly, the high-cost of 3D chip fabrication makes design prototyping limited to running simulators and analyzing simulation results.

Finally, experiences in 2D mesh networks with hundreds of cores show that extracting results by running software and RTL simulators by itself is tedious and time-consuming process. The problem worsens when the number of variables to be extracted increases, and when the complexity level of integration goes from 2D mesh to 3D cube network.

This motivates us to investigate architectural and performance limits of NoCs integrated in 3D, NoCs in irregular network of hundreds of cores, or NoCs in designing a many-core architecture.

1.5 Thesis Objectives

In the context of the thesis work, scalability is defined as the ability of a system to adapt to qualitative and quantitative changes with a predictable and enhanced outcome. In general, systems can scale up vertically or horizontally. In our case, in order to explore the integration challenges of heterogenous technologies and systems through experiment, it is imperative to first develop a scalable 3D NoCs platform for many-core architecture.

The NoCs is used as a backbone for the cores to communicate with each other as well as with other off-chip resources. By combining the approach of System-on-
Chip design with the new features of 3D integration technology, we use the NoCs platform to serve for the following thesis objectives.

1. To model and develop an integrated simulation environment for deflection routing networks in the context of designing heterogenous many-core architectures.

2. To investigate the limits and potentials of architectural scalability of deflection routing networks through performance evaluation in massively integrated many-core architecture.

3. To evaluate the NoCs performance when used as a shared communication resource replacing the memory system bus in various configurations of processor-memory models.

4. To show ways of exploiting the benefits of fast TSVs to enhance the overall performance of scalable many-core architecture.

5. To develop analytical models for performance evaluation of heterogeneous many-core architectures during design space exploration.

1.6 Thesis Organization and Author’s Contribution

The thesis is organized into six chapters summarizing with logical build up to meet the thesis objectives. Each chapter describes the main contributions while results are mostly reported in the published papers. Chapter 1 introduces the background to the research topic. Chapter 2 discusses a NoC simulation platform developed to carry out experiments to validate models and processes proposed in the thesis. Chapter 3 summarizes the performance evaluation of NoC architectures when scaled in size to support 1000 core architecture, and when topologically configured in 3D processor-memory architecture. In Chapter 4, we look at new design schemes that enhance the performance of inter-layer communication in the third dimension by exploiting the unique features of through-silicon-vias. Chapter 5 summarizes a performance prediction model proposed for integrated design of many-core architecture. Finally, Chapter 6 concludes the thesis with discussion on future prospects of the research studies.

The author’s contribution in each chapter is reflected through publications of peer reviewed papers and can be summarized as follows.

Chapter 2

On-chip-networks of realistic applications are irregular networks with heterogeneous traffic. The resource sizes are not the same. Also, with the emerging 3D many-core architecture, the irregularity and heterogeneity of NoCs increases. However, the standard modelling and simulation approaches are made based on regular, homogeneous 2D networks. In this chapter, a scalable and multi-dimensional simulator
that captures the irregular and heterogeneous network properties is proposed. 2D and 3D router micro-architecture using TSV are developed. Network monitors are also added to check runtime activities. By combining the geometric size and the traffic contribution of cores, power and performance simulations are performed. Link utilization, buffer size monitoring, fault monitoring information can be extracted and analyzed. Moreover, the model can be easily configured to simulate specific applications such as many-core processor memory stacking.

Part of the work is published in:


  *The author’s contribution*: The author proposed a multi-dimensional simulator that captures the heterogeneous network properties. The author developed a 1000-core simulator, router micro-architecture, and traffic pattern models for regular and irregular deflection routing networks and was responsible for the overall implementation of the simulation framework and writing of the manuscript.


  *The author’s contribution*: The author proposed and implemented Q-routing algorithm for 3D NoCs, look-up-table based routing for irregular networks, and network monitors to extract runtime power estimations within the simulation framework. The author also contributed in the writing of the manuscript.

Chapter 3

Scalability of NoCs in designing massively integrated many-core architecture is a key issue to ensure ideal on-chip communication as the systems grows. This chapter summarizes the investigations done to examine the performance of deflection routing NoCs, when scaled up by extending from 2D to 3D architecture using TSVs for inter-die connectivity. The scalability of 3D cube networks is evaluated under various traffic scenarios and compared to 2D mesh networks in order to measure the performance limits when designing 3D many-core architectures. We also look at specific applications by proposing the use of deflection routing NoCs as a medium of communication for various 3D processor-memory configurations. Cycle accurate simulations are done to evaluate the performance of each proposed model in uniform and local traffic patterns.

Part of the work was published in:
The communication architecture within a massively integrated many-core systems has to be designed to make optimal use of the underlying physical properties of the horizontal and vertical interconnects, in order to maximize the potential performance benefits afforded by 3-D integration. In particular, the inter-layer communication using vertical interconnects can be greatly enhanced by exploiting the unique features of TSVs. As a short and fast interconnects, TSVs can be clock-pumped to generate multi-rate data communication. In this chapter we propose double-data-rate (DDR) TSV models to enhance the NoCs performance. The proposed models are validated through cycle accurate simulation of symmetric and asymmetric networks.

Part of the work was published in:


The author’s contribution: The author proposed double-data-rate (DDR) TSV models to enhance the NoCs performance. The author implemented router micro-architecture to support the proposed model, validated through several experiments, and prepared of the manuscript.

The author’s contribution: The author proposed analytical methods to optimize the total bandwidth of TSV bundles placed in a structure with a fixed area and length. The author was also responsible for the writing of the manuscript.


The author’s contribution: The author contributed in the conceptual development of Multi-clock model, and was responsible for the implementation of the simulation framework.

Chapter 5

The massive integration of many-core architecture gives space for unlimited design exploration in terms of defining network topologies, heterogeneity, and traffic scenarios. However, determining performance of any NoC design in many-core architecture is a challenging task due to the limited power of existing analytical performance models and in the absence of comprehensive simulation platforms. In this chapter, we propose an average distance model for deflection routing NoCs that accurately captures the average distance of a packet in any given topology considering the spatial and temporal probability distributions of traffic. By using the average distance model, we predict the relative performance of deflection routing networks. The validity of the model is verified through cycle-accurate simulations under various traffic patterns such as uniform random, localized, hot-spot, bursty, and others.

Part of the work was published in:


The author’s contribution: The author extended the use of average distance as a zero-load performance predictive model for irregular networks in many-core architecture. The author was also responsible for the implementation of the model in different scenarios including regular and irregular networks and traffics, and for writing of the manuscript.
1.6. THESIS ORGANIZATION AND AUTHOR’S CONTRIBUTION


The author’s contribution: The author contributed in the conceptual development average distance models for performance analysis. The author was also responsible for the implementation of router micro-architecture, network structure, and traffic pattern models used to validate the proposed model.
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Chapter 2

Scalable NoC Simulation Platform

This chapter discusses research and development of a deflection routing NoC platform, specifically the extension of 2DNoC into 3DNoC architecture in the context at which we carried out all experiments described in the thesis. We explore challenge in designing router micro-architectures and routing algorithms that are scalable enough to accommodate 1000s of cores in heterogenous many-core architecture.

First let’s consider a system consists of processor (P) and memory (M) cores connected with a traditional bus network as shown in Figure 2.1. The cores communicate with each other by sending data packets through the bus network. Since there is only a single bus to serve all the cores, only one packet can occupy the bus at a time. Thus, each core is served serially through time slicing implemented as part of bus arbitration mechanism. However, with each additional core, the waiting time to get the service increases leading to bandwidth limitation and performance degradation.

As an alternative to the traditional bus with inherent bottleneck, designs are driven to use more advanced and scalable networks with intelligent routers which implement routing algorithms to move packets inside the network through channels called links. In our context, such network is provided as an on-chip solution - NoC. As shown in Figure 2.2, the way NoC is configured in parallel network allows a packet from a source core to be routed to a destination core concurrent to other
_packets. The basic NoC configuration in many-cores is therefore based on satisfying efficient delivery of data in parallel. The performance is measured in different metrics including in terms of \textit{latency} it takes for a packet to travel the source-to-destination core distance and the overall \textit{throughput} of the network.

The destination core can be the same source core (\textit{selfcast}), any one of the other cores (\textit{unicast}), a few selected cores (\textit{multicast}), all cores in the network (\textit{broadcast}) [24].

To identify the intended destination cores from others, a unique address is allocated for each core. When a packet is routed to a destination specified with an address, the routing of the packet along the source-to-destination path is controlled through different methods depending on the place where decisions are made. One method is to manage all packets in the network from one \textit{centralized} controller. A second method is to divide the network into \textit{hierarchy} of regions where a router can have a control in its own region but not in other regions. A packet is then routed based on the regional hierarchy of source and destination cores. A third method is to make \textit{distributed} decisions by localizing control mechanism at routers level. Finally, a \textit{hybrid} of the above control mechanisms can be used in different ways.

A NoC can grow to accommodate a network traffic generated by hundreds of cores. Designing and prototyping such networks requires a multi-disciplinary design team with design tools that significantly increase research cost and overall time-to-market. Thus, heavy use of NoC platforms and simulation based analysis becomes imperative. Simulation environments reported in [40] [85] [86] [32] proposed NoC simulation models for specific applications or configurations. However, the reported design approaches are not comprehensive and scalable to accommodate the emerging integration of heterogeneous systems. Even, extracting results by running simulators for a 2DNOC with hundreds of cores by itself is tedious and time-consuming process. The problem worsens when the level of integration complexity increases, for example from 2DNOC to 3DNOC.

In this chapter, we show a scalable cycle-accurate simulation model proposed to addresses the design and simulation challenges of networks characterized by a high level of complexity and heterogeneity. Despite the necessity of heterogeneous
network designs in many-core architecture, the main issue is that the network performance cannot be easily optimized. Specifically, the design of an efficient and deadlock-free routing algorithm for 3D networks is challenging. This is due to the fact that cycles can be formed between and within layers. Designing an efficient routing algorithm is nearly non-practical in irregular networks. This implies that heuristic approaches should be applied for each topology configuration not only to provide a deadlock-free communication between the cores but also to reach a satisfactory level of performance and low power consumption. Proposing a heuristic approach for different configuration of heterogeneous 3D NoCs imposes huge costs and engineering efforts.

To overcome the complexity of designing high-performance routing algorithm in 3D NoCs, a practical solution is turning toward deflection routing which is well compatible with irregular networks and provides a full adaptivity in routing packets. To guarantee a high performance and low power consumption under any topology configuration, an intelligent Q-routing algorithm is proposed in this thesis. The combination of Q-routing algorithm in buffer-less network offers a general high-performance approach for heterogeneous 3D designs.

Depending on the way how packets are routed, Figure 2.3 shows the deflection routing NoCs employed in the proposed simulation model. The model can be used early in the exploration phase of the design. It supports up to 1000 core architecture in both regular and irregular networks. Part of the results are already published in Paper II [80] and in Paper VIII [82].
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2.1 2DNOC

A two-dimensional Networks-on-Chip design, shown in Figure 2.4, consists of a grid of 2D routers connected to each other through links. A 2D router has five ports; four of them are directional ports connected to the north, south, east, and west neighboring routers in addition to one local port connected to a local core (a core can be a general-purpose processor, a DSP, or a memory subsystem). A Network Interface (NI) is used as an interface connecting a core with its local router. The fundamental function of a network interface is to provide communication service between cores and the network infrastructure. That is, the network interface translates the language between the cores and routers based on custom made or standard communication protocols such as AXI [4], OCP [60], and DTL [66]. A generic plug and play network interface architecture allows any NoC enabled core to be attached to the NoC [47]. The network interface design is generally similar for 2D and 3D NoC designs [25] [20].

![Figure 2.4: Two-dimensional Networks-on-Chip model](image)

2.2 3DNOC

A 2DNoC can be extended to 3D systems in a straightforward way and is shown to be an efficient platform for network sizes with hundreds of cores [81]. As shown in Figure 2.5, the third dimension enables the vertical stacking of cores as layers. Generally, the combination of NoC and 3DICs (i.e., 3DNOC) provides the major advantages of considerable reduction in the average wire length and wire delay, resulting in lower power consumption and higher performance [28] [55] [65] [62].
A 3DNOC uses 3D routers for inter-layer communication. A 3D router extended from a 2D router has two additional, up and down ports giving a total of six directional ports in addition to the local port.

![Three-dimensional Networks-on-Chip model](image)

Figure 2.5: Three-dimensional Networks-on-Chip model

### 2.3 Routing Algorithms

When defining the path from the source to the destination core, different routing algorithms can be used as shown in the classifications tree in Figure 2.3. Once the destination is known, a packet can be routed through a pre-defined fixed path or **deterministic routing** [2]. On the other hand, there is also **adaptive routing** in which a packet can be routed through any path selected during run-time at each router, an important feature specially considering scalable networks [23]. However, to reduce the complexity of the routers, deterministic routing is favored over adaptive routing in buffered networks [51] [19] [6] [18].

A **buffered** network means a network contains **buffers** in its channels to temporarily store any packet unable to find a port on its path towards the destination. When the port is available, the packet takes over and continues to flow to the next port. On the other hand, **bufferless** networks do not allow any packet to stop its flow through the channels.

In bufferless networks, a packet unable to find a port that leads to the destination is either misrouted away from the path (**deflection routing**) or dropped altogether. Generally, in bufferless networks, deflection routing is advocated [68] because it is possible to design fast and small routers with simplified control circuitry. Also, packet-dropping leads to a lossy transmission which adds more complexity to packet management [37] [31].

Deflection routing (also known as hot-potato routing) is a well-studied topic in the on-chip network field. Originally the term was used in [7], where the deflection
routing is utilized in distributed communication systems to decrease the contention by sending packets through redundant links. Moscibroda et al. in [57] has shown the power/performance aspect of buffer-less routers using deflection routing as compared to buffered ones. This paper, similar to other works, makes the common assumption that the relative position between source and destination routers can be computed a-priori in a regular network hence it employs regular routing algorithm implemented as a hardware. Deflection routing employed in our model provides more flexibility in routing packets by supporting both regular and irregular routing and offering an inherent resilience against faults in routers and links. The main properties of deflection routing can be described as:

**Deadlock-freedom:** Designing deadlock-free routing algorithms has been always a major topic as it is a main factor in achieving efficiency. To prove deadlock freedom in networks, some routing limitations are applied by the means of turn models [21]. These limitations, even small, strongly limit the flexibility of routing packets. For example, a single forbidden turn prevents packets to take some minimal paths and consequently a large number of non-minimal routes. Routing algorithms are specially becoming very challenging in irregular networks or when some routers or links are disabled in regular networks. Based on the observation in [87], a single faulty router drops the performance to half in a $4 \times 4$ regular mesh network as the routing algorithm cannot efficiently adapt itself to the new configuration.

Deflection routing is inherently deadlock free. A message is divided into single flits and each packet covers one flit which can be routed through any possible path, either minimal or non-minimal. The priority is always given to the output ports leading to the shortest paths, however if not possible, the packet can be sent out through any other output ports. The priority of output ports is stored in a table which can be filled out at the design time. As packets are never blocked, a deadlock-free network is guaranteed.

**Live-lock-freedom:** Priority schemes in the arbitration unit avoid the live-lock situation. The common priority schemes are age-based priority and source-based priority. In the age-based priority scheme, if a packet takes a longer time than the threshold value, its priority (i.e. ability to take any preferred output port) increases. In the source-based priority scheme, on the other hand, as a packet moves away further from the source, its priority increases.

**Deflection routing is inherently fault tolerant:** Irregularity is often indirectly discussed in the fault-tolerant domain where by occurring faults in routers or links the network topology may change from a regular to an irregular one. In general, fault-tolerant methods offer solutions to protect the network in the case of faults but they make less attention to the performance of the irregular network. For example, turn models may cause a router to be unreachable even though the router is still connected to the neighboring routers through some channels. Thanks to the characteristics of deflection routing, as long as a router has at least one remaining physical connection, the router is reachable. The presented approach in [12] suggests solutions to design hardware-efficient routing methods for an irreg-
2.4. Q-ROUTING

A packet in irregular networks can’t be routed towards the destination with regular routing algorithm implemented in a hardware because the source-destination path is unknown. In irregular networks, all possible source-destination paths must be recorded in a look-up-table (LUT) defined in each router. Each LUT has an array of rows filled with values of destination addresses. For each destination, the corresponding distance from the current router through each port is filled in the column. In this way, when a packet is routed, its destination is read and the corresponding port value with the shortest distance towards the destination is selected. The LUT value filling can be done in two ways: In Pre-filled LUT, the values are filled statically during the network design phase.

In Q-routing, a Q-learning algorithm is implemented to fill the values dynamically. When the packet is sent from current router to next router, a new estimation on the distance from the current router to the destination is obtained. The new estimated distance can be calculated at the next router and sent back to the current router. Upon receiving this new estimation by the current router, the corresponding entry in the Q-Table will be updated. The current entry of the router refers to the one associated with the destination as the row and the output port connecting the current router to the next router as the column.

Q-Routing based models have been studied in different domains [13] [43], but they have rarely been investigated in the context of on-chip networks. The algorithm in [52] is proposed to handle communication among modules which are dynamically placed on a reconfigurable NoCs. This algorithm is inspired by the method in [13] for a general case of packet switching networks. FTDR-H [30] utilizes Q-Routing methods to tolerate faults and find a path between each pair of routers as long as a path exists. Moreover, the size of Q-Tables is reduced by taking advantages of the clustering model. The clustering model is also extensively discussed in the C-Routing method [63]. Bi-LCQ [82] applies the Q-Routing method on a cluster-based NoCs. All of the aforementioned works are presented in the realm of 2D network.
Our deflection routing model supports both Pre-filled and Q-Table LUT in 2D and 3D networks. More details are given in Paper VIII [82].

2.5 Switching Policy

A flit is a set of data that can be delivered in parallel. A packet is a chain of flits ranging from 1 to n. A collection of packets forms a message ready to be delivered from a source core to a destination core. The data can be control information such as destination address, or the actual payload data intended to be transmitted over the network.

When a packet with n chain of flits is injected to a network, each flit is switched from one router to the next without breaking the chain. In order to keep the integrity of the chain and to facilitate the switching activity of the packet, a flow control mechanism is defined. Normally, the first flit in the chain called header contains the control information, followed by a set of body flits with payload data. The following mechanisms are commonly used switching mechanisms.

Wormhole (WH) switching allows the packet to flow at the same time. When the header flit hops from current router to the next router, the next flit occupies the current routers. If the header is stalled, all other body flits are also stalled at the same time. Store-and-forward (SAF) allows the packet to be first fully stored in a single router and then forwarded to the next router. When the header flit hops to the next router, the whole body flit follows one by one. After making sure the whole packet is stored in the next router, then the header flit continues its journey in the same manner. Virtual-cut-through (VCT) is a mix of WH and SAF. In VCT, the header flit flows like WH, but when stalled it acts like SAF - the body flits continue to flow to be stored in the router where the header stopped.

More details of the switching mechanisms can be found here [11]. However, as this study is not intended to explore these switching mechanisms, they are not considered in depth.

In deflection routing, we use a single flit switching in which a message is divided into packet and each packet is a single flit long. It is a hot-potato implementation with router architecture as described in [58]. A packet shown in Figure 2.6 carries both the control information and payload data in an n-bit wide flit.

<table>
<thead>
<tr>
<th>n-bit wide Flit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control Information</td>
</tr>
</tbody>
</table>

Figure 2.6: An n-bit wide single flit packet model

A Packet can be classified into different types based on its payload. Data packets are the general purpose packets that carry data from processors to memory or IO.
Instruction packets are those that are read by a router to change its functionalities based on the instruction stored in the packet. For example, an instruction packet can be sent to all routers in a network to change their setting to congestion-aware routing.

Monitor packets can be used to check the run-time activities of the network. For example, congestion monitor, power monitor.

Test packets can be sent for a round-trip source-destination journey in the network. For example, we can test the network latency or if a destination is faulty.

Acknowledgement packets can be used whenever there is a request for acknowledgement as a proof of reception. For example, memory cores must send an acknowledgement packet at the end of writing data packets.

Other types of packets can be defined on need basis. Once injected into the network, a packet is by default sent to an output port that leads to a path with the minimum distance towards the destination. If the output port is not available due to faulty link or contention, the packet is deflected to the next best output option. There are two main drawbacks in single-flit switching.

1. Control information is repeated per flit than per packet compared to wormhole switching and other switching with long chain of flits, and thus imposing redundant control information.

2. Flits should be reordered to reconstruct the final message after arrival at network interfaces incurring additional latency outside the network.

2.6 Router Micro-architecture

Router micro-architecture designs may offer different characteristics for NoCs and affect the performance, area, and power consumption. Depending on the design, a router can be a single cycle or multi-cycle. In a single cycle, a packet passing through a router needs only one clock-cycle to hop to the next router [29]. In multi-cycle architecture, a packet passes through a number of pipeline stages inside the router in order to hop to the next router. In our work, these pipeline stages are implemented in the router logic circuitry and by segmenting long wire links. Pipelining allows the router to run in higher clock speed which leads to an over-all performance increase.

A 3D router shown in Figure 2.5 is basically an extension of 2D router with additional vertical ports for inter-layer communication. The router micro-architecture is buffer-less and enacts a fully adaptive, non-minimal deflection routing algorithm. A packet is only a single flit long and comprises control and payload bits. A hop for a packet is counted when it traverses the link from one router to the next. In the case where two or more packets compete for the same link, the router honours an oldest-first priority scheme. This is done in the sorting block. The output ports for each packet is selected according to the destination address.
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Figure 2.7: A 3D Router micro-architecture with vertical ports to TSV extension for inter-layer communication

No packets are dropped from the network. Instead, when the network is congested, the packets are accumulated in FIFO buffer in the network interface (NI) situated between each router and its local processing element. There is also a congestion meter that monitors and sends the local traffic to the neighboring routers. The router can be pipelined into stages. For regular networks, a relative addressing scheme is implemented which simplifies the duplication of identical routers when network structures of varying sizes are designed. More details of the routing protocol and router micro-architecture are given in Paper II [80]. For irregular networks, look-up-table based addressing scheme is implemented, more details are given in Paper VIII [82].

2.7 Topology

A topology determines the arrangement of routers and links. Different topologies have been proposed so far for 2D NoCs, such as Ring, Mesh, Torus, and Butterfly. A 2D NoC architecture based on mesh topology has been widely used in regular networks [9] [38] [44]. A 3D cube topology can be made by vertical extension of 2D mesh. Various on-chip network topologies have been studied for 3D NoC [28] [48]. Mesh-based structures are popularly used in 3D systems as their grid-based regular architecture is intuitively considered to be a proper approach for the 2D VLSI layout for each stack layer. Nevertheless, if the number of IP cores and memories increases in each layer, more TSVs are necessitated to handle the inter-layer communication.
In as much as each TSV employs a pad for bonding, the area footprint of TSVs in each layer is augmented significantly [28] [61]. In heterogenous system design, however, the topology might be different in various layers, for example, one layer may have a mesh-based NoC while another layer may take a connectivity form of ring-based NoC leading into an irregular network. In irregular systems, due to the difference in the shape and size of cores, length of each link connecting the routers is not the same. In addition, faults in router and links may disturb the regularity and change the topology to an irregular type [22].

2.8 Traffic Generator

Network architecture is optimized primarily to regulate smooth flow of packets. In realistic scenario, these packets are generated by the processing cores and injected to the network. Inside the network, the flow of packets creates a traffic distribution with temporal and spatial properties that can be synthetically modeled as a pattern. In temporal distribution, the timing of packets over period is regulated where as in spatial distribution the variance of destination address within the network is set.

The simulation platform has a number of built-in traffic patterns generator. These traffic patterns can be used to stress-test a design under realistic scenarios so that the network configuration and placement strategies can be defined to produce the maximum performance and efficiency.

2.8.1 Spatial Distribution

Spatial traffic specifies the destination address in the network that is set according to a synthetic traffic pattern in use. In our experiments we utilize the following commonly used deterministic and probabilistic traffic patterns: uniform random (URT), bit reverse (BRT), bit complement (BCT), and local random (LRT) traffic.

For the purpose of defining spatial traffic patterns, cores are assigned unique numbers $S = 0 \cdots N - 1$ with $N$ being the number of cores. In a 3D cube topology the x, y and z address components are mapped from these core identifiers as follows:

$$
x = S \mod N_x
\quad y = (S \div N_x) \mod N_y
\quad z = S \div (N_xN_y)
$$

(2.1)

where div is integer division and $N_x, N_y, N_z$ denote the size of the network in each dimension. For a 2D mesh the same equations hold except for the third, which becomes irrelevant.

Uniform Random Traffic (URT)

In uniform local traffic the destination addresses are generated randomly as any processing element across the network other than the source. For a given network
size of \( N \) cores, URT creates a uniformly distributed spatial pattern, with equal destination probabilities for all source-destination pairs:

\[
P_D = \frac{1}{N-1}
\]  

(2.2)

**Bit-Reverse Traffic (BRT)**

In BRT, the destination address is mirror image of the source address. The destination address is formed by reversing the binary format of the source core identifier as defined in Equation (2.1). For example, source core (001110) will send all its packets to destination core (011100).

Let \( \varsigma_n \) denote the bit-reverse of \( n \), (e.g. \( \varsigma_{100} = 001 \)), \( S \) the source core identifier, \( D \) the destination core identifier, and \( S_x, S_y, S_z, D_x, D_y, D_z \) the address components of the source and destination cores respectively [19]. Then Equation (2.1) results in the following dependencies:

\[
\begin{align*}
S_x &= S \mod N_x \\
S_y &= (S \div N_x) \mod N_y \\
S_z &= S \div (N_xN_y) \\
D &= \varsigma_S \mod N \\
D_x &= D \mod N_x \\
D_y &= (D \div N_x) \mod N_y \\
D_z &= D \div (N_xN_y).
\end{align*}
\]  

(2.3)

If \( N \) is not a power of 2, i.e. \( N \neq 2^k \), some bit-reversed values \( \varsigma_S \) will be greater than \( N \). Therefore we define \( D = \varsigma_S \mod N \). When \( N = 2^k \), the modulo operation has no effect.

**Bit-Complement Traffic (BCT)**

The destination core identifiers in the bit-complement pattern are derived by bit-wise complementing the source core identifier [19]. If \( \neg n \) denotes the bit-wise complement operation on a bit string \( n \) (e.g. \( \neg 01011 = 10100 \)), then Equation (2.1) gives:

\[
\begin{align*}
S_x &= S \mod N_x \\
S_y &= (S \div N_x) \mod N_y \\
S_z &= S \div (N_xN_y) \\
D &= \neg_S \mod N \\
D_x &= D \mod N_x \\
D_y &= (D \div N_x) \mod N_y \\
D_z &= D \div (N_xN_y).
\end{align*}
\]  

(2.4)
2.8. TRAFFIC GENERATOR

Localized Random Traffic (LRT) - the Alpha Model

In SoC design, components with frequent communication are placed close to each other. This avoids unnecessary interconnection delay in circuit level and congestion in architecture level. Local traffic model addresses such practical design issues. In local traffic more packets are generated with destinations close to the source. As the source-destination distance increases, the frequency of packet generation decreases. The probability of packet generation, therefore, is dependent upon the source-destination distance. More packets are generated with short source-destination distance. Thus, the probability function has inverse relationship with the distance.

The level of localization is another factor in the model. For highly localized design, most of the packets generated are with short distance destinations. For loosely defined design where any source communicates with almost all nodes in the network, the localization is low. This variation in the level of localization can be explicitly specified in the model by the locality coefficient, $\alpha$. When $\alpha = 0$, localization does not exist, and every core generates packets with equal probability to all cores (always excluding self-traffic), whether near or far; this is identical to URT. As $\alpha$ increases, the localization effect increases and the number of packets generated with nearby destinations increases. As $\alpha \to \infty$, the average packet distance approaches 1 hop.

For a given network size of $N$ cores the probability of sending a packet from $S$ to $D$ is

$$P_D = \frac{1}{K_S} \cdot \frac{1}{|S - D|^\alpha}$$  \hspace{1cm} (2.5)

for $S \neq D$, where $|S - D|$ is the geometric (Manhattan) distance and $K_S$ is a normalizing factor that limits the sum of all probabilities to 1. Its value is different for each source $S$ and is calculated as follows:

$$K_S = \sum_{D=0}^{N-1} \frac{1}{|S - D|^\alpha}.$$  \hspace{1cm} (2.6)

The localization effect varies according to the network size and topology. Figure 2.8 shows the localization effect on the average distance for a network of 216 routers arranged as $8 \times 8 \times 8$ and $2 \times 8 \times 16$ cuboid and a $16 \times 16 \times 1$ mesh. When $\alpha = 0$, the average hop-count is the same as with URT, though the values are different for each configuration. As $\alpha$ increases, the localization of traffic increases, and the average distance decreases until all curves converge to a value of one hop-count.

2.8.2 Temporal Distribution

A more comprehensive approach is to use spatio-temporal traffic patterns that exhibit bursty characteristics, which is more representative of how real applications communicate over networks. The temporal distribution defines the timing of release of packets into the network. Several studies have concluded that realistic
Figure 2.8: Effect of the variation of localization coefficient $\alpha$ on the average distance measured in hop-counts. The hop-count converges to 1 with increasing $\alpha$.

Discrete self-similar traffic can be modelled by the bursty model (B-Model) as described in [71]. In the B-Model, a bias $\beta$ ($0 < \beta < 1$) is introduced to the streaming pattern. A bias $\beta=0.5$ indicates that packets are streamed at a uniformly distributed rate throughout a time interval comprising, say, $n$ cycles. When the bias is set below or above 0.5, the streaming rate becomes skewed, with the $n$-cycle time interval being split into two equal portions, and a specified fraction of packets being emitted in the first half, and the rest in the second half.

For example, a bias of $\beta=0.2$ implies that 20% of the packets are streamed in the first half and 80% in the second half of the time interval under consideration, or vice versa. This process of halving is continued for each generated half of the original interval, for a number of times that is defined as the depth $d$, resulting in

Figure 2.9: Distribution of packets in the B-model.
2.9. MEMORY MODEL

A 3D integration technology enables processor-memory stacking in many ways for different applications [77]. Our simulation model includes a complete memory system to address the needs of the different applications. These memory blocks can...
be treated as cores that are activated for read or write packet from any processor core. More details with experimental examples can be found in Section 3.4.

2.10 TSV Model

TSVs are short and fast vertical interconnects as compared to the long and thin planar (horizontal) wires. To exploits the unique TSV features, the simulator provides TSV models which can be optimized and reused for different applications allowing high-speed inter-layer communication. For example, double data rate (DDR) configuration of inter-layer communication of the simulation model uses a clock pumping technique to vertically deliver two bits per cycle through a single TSV [83].

TSVs are relatively expensive and complex to prototype. Thus, an accurate TSV model is particularly important for 3D chip design. In each TSV model, a number of TSVs are set as a bundle and the clocking mode is configured. It has sender and receiver components in its internal configuration, physically connected with TSV bundles to the immediate cores in both ends. More details with experimental examples can be found in Section 4.2.

2.11 Network Monitors

Network monitors are used to check runtime activities of a router. The information can be used by the same or other routers to make future routing decision. It can also be extracted and used by designers to analyze the network behaviour of a simulated system and make design decisions. In our model, the network monitoring service can be used to manage network traffic congestion, system faults, thermal variations and other challenges that may arise with the 3D integration.

Basic performance metrics such as throughput, latency and additional information from network hop-count and delay at zero-load can be calculated.

In every cycle, packets arrive at all destinations at a rate based on the injection rate and the congestion level of the network. The throughput per resource per cycle, \( \lambda \), is defined in Equation (2.8), where \( P_{\text{total}} \) is the total number of packets received over the simulated range, \( N \) is the number of cores in the network and \( C \) is the number of cycles in the sampling region.

\[
\lambda = \frac{P_{\text{total}}}{N \times C} \tag{2.8}
\]

The network latency, \( T_{\text{network}} \), is the time required for a packet to travel the source-destination distance in terms of clock-cycles. The parameter \( C_{\text{init}} \) is the initial time when the packet is sent from the source and \( C_{\text{final}} \) represent the final time of packet arrival at the destination core. When the network is at zero-load, the raw latency is equivalent to the minimum distance.

\[
T_{\text{network}} = C_{\text{final}} - C_{\text{init}} \tag{2.9}
\]
2.12. NETWORK SIMULATION PHASES

The model allows easy integration with basic development tools such as ModelSim and Matlab through which input variables can be set for measurement and results can be evaluated. Metrics of performance and power such as average network latency, processor-memory access latency, network throughput: ejection per core, hot-spot bandwidth, power consumption of individual layers and hot spots, and core energy per bit can be measured. In addition, vertical and horizontal data traffic distribution and local and global cache utilization status can be rapidly extracted and analyzed.

For a range of injection rates within the simulation period, the average latency values are calculated for packets collected from a sample window defined within the stable phase of the network.

2.12 Network Simulation Phases

When the simulation is run, initially the network is empty. A packet injected from a source core to the network is ejected at the destination core only after certain network time lapses. The first packets to be ejected are those with short source-destination distance. Slowly, more long distance packets start to get ejected. Thus, the aggregate latency builds up over-time as shown in the simulation of 6x6x6 network with high injection rate in Figure 2.12. The simulation consists of two phases: a warm-up phase followed by a stable phase. In the warm-up phase, the
average latency initially starts from 1 cycle and slowly grows to 3.5 cycles. After 500 cycles, the simulation enters a stable phase with latency fluctuating between 3.5 - 4.5 cycles giving an aggregate of 4 cycles. In order to extract the performance of the simulated network, a sample window must be defined in the time period of the stable phase. From the sample window, relevant data can be extracted safely while ensuring the accuracy of resultant information.

### 2.13 Simulation of Irregular Networks

The Q-routing for irregular networks is compared against the regular routing as a baseline by simulating a regular 4\(\times\)4\(\times\)4 network under URT. All the simulation steps described in the previous sections are used to extract the average latency as shown in Figure 2.11. The Q-routing exhibited comparable performance when the network work-load is stable under low injection rates. However, when the injection rate is increased, the Q-routing saturates earlier than the regular routing. This is because when the traffic congestion increases, more packets are misrouted. This leads for the Q-learning mechanism to update the look-up-tables with values worse than earlier. The advantage of Q-routing comes when the network is irregular since the regular routing implementation can not be used in irregular networks. Additional simulation results and analysis can be found in Paper VIII [82].
2.14 Summary

In this chapter we introduced a simulator with several features. A router micro-
architecture for deflection routing, various spatio-temporal traffic generators, TSV
models, memory models, and network monitors are implemented. We demonstrated
the capability of our simulation model to analyze the performance of regular and
irregular network topologies under the spatio-temporal traffic patterns. By using
the simulation model, selected network topologies can be configured to meet the
performance requirements early in the design flow. The test results show the po-
tential of simulator to handle irregular network configuration using the proposed
Q-routing algorithm for 3D NoCs.
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Architectural Scalability of NoCs

Architectural scalability refers to the changes that occur at the architecture level. Processor architecture evolved from single core with sequential execution to multicore and many-core architecture that support parallelism. In scaling many-core architecture, the NoCs infrastructure becomes a key component to integrate the cores. Specially when the many-core architecture is implemented in 3D, the whole design scheme becomes integration-centric. With NoCs at the center, new ways of processor-memory communication can be defined. In fact, experimental and commercial processors such as Godson-T with 64-cores [27], Intel Teraflop with 80-cores [69] and Tilera with 64-core processor [8] show that with scalability, future many-core architecture as a SoC solution will have 1000s of cores.

Networks-on-Chip consists of resources: routers and links. Scaling NoCs in many-core architecture essentially means proportional increase in the number and capacity of routers and links. Here, the following scientific questions can be raised. How does the performance scale when the number of routers grows in a 2D mesh, or in a 3D cube (with router connectivity between layers)? How would the processor-memory communication be optimized with each scaling? What are the key tradeoffs with regard the performance metrics in terms of latency and throughput?

In this chapter, we address these and other related key challenges. We explore the scalability of 2D mesh and 3D cube NoCs architecture in an effort to develop design guidelines for future development of many-core architecture. We propose new processor-memory model configurations that use NoCs to communication, and make comparative analysis in order to study the performance under various traffic scenarios.

Most of the models and results presented in this chapter are already published in Paper V [77] and Paper VI [81].
3.1 Related Works

In literature, we find several studies related to NoCs in many-core architectures. Park et al [59], explored a multi-layer NoC router architecture for a number of traffic patterns. In the paper, the number of cores is fixed at 36 and the number of layers in 3D cases is kept constant at four. Grot et al in [36], proposed an energy and area efficient network architecture, after concluding that the quality of service in traditional router-centric networks degrades in 1000 core processors. A well known work by Dally et al describes the performance of communication networks of varying dimension for wormhole routing is [17], which generalizes the interconnection network as being a $k$-ary $n$-cube torus, with $n$ being the dimension of the cube, and $k$ being the radix, or number of routers in a given dimension. However, in practice torus topologies are rarely used as compared to 2D mesh and 3D cube topologies.

With the advent of 3D technology, memory unit is no more an off-chip component that are accessed through hierarchical form. It can be stacked as a memory-layer and communicate with processor layers through TSVs. The application of 3D technology enables the stacking of memory layer on top of processor layers creating a massive many-core architecture. Early 3D memory packaging techniques and benefits that uses system-in-package (SiP) with stack of memory chip layers are discussed in [67]. The paper [64] shows that die to die Multi-chip-Module stacking is a reliable solution but with cost limitation. Gabriel presented in [50] that by using 3D DRAM on CPU, a significant increase in memory system performance can be achieved. The approach is novel but assumes that, there is a CPU at the bottom layer connected with a bus to the DRAM layers on the top. In multiprocessor environment, the bus performance becomes a bottleneck. Hence, we find it imperative to examine the performance of such system if NoCs is used in order to relieve the bottleneck. We attempt to find out the optimum configuration of processor-memory stacks that implement NoCs as a communication backbone.
3.2 Modelling of Network Links and Loads

Let’s consider a generic NoC with a single-cycle router micro-architecture. Each router has a port connecting to a local core which is used to inject and eject packets. Figure 3.1, shows the model for network latency. Packets are injected from the input side with input bandwidth (injection rate $r$), and ejected at the output ports with output bandwidth (throughput $\tau$). The input and output ports to the local cores are of the same size, and equal to the number of routers available in the network. Once a packet is injected from a source, it flows inside the network until it is ejected at the destination after certain time delay. This delay inside the network is the network latency which is mainly caused by the source-destination physical distance, and also by deflections due to the traffic congestion inside the network.

In the absence of traffic congestion, the network latency is purely the time it takes for the packet to travel the minimal path in the source-destination distance (i.e. Zero-load delay). If there is traffic congestion, the packet competes for output links based on a defined priority scheme, and may get deflected from its minimal path. The solution for this is to increase the network capacity with more links and other resources for the packets to flow. Network capacity is the ability of a network to accommodate a number of packets at any given time. This is in effect the network bandwidth. Networks with higher bandwidth facilitate easy flow of packets as many as injected (input bandwidth), and hence reduce the network delay.

The network capacity or network bandwidth is dependent on the number of links available in the network. Each link is a channel to route packets. There are 4 directional links available in each 2D router has, whereas a 3D router has 6 directional links. However, depending on the topology, dimension, and size of the
network, not all of the available links can be used for routing packets, and hence the total number of links varies. For example, in 2D mesh, only half of the links in the corner routers of the network are connected. The other half are unused. As we have shown in Paper VI [81], the expression for the total number of links in 2D mesh and 3D cube networks is given as follows.

For a 2D \( k_x \times k_y \) networks:

\[
L_{2D} = 4k_xk_y - 2(k_x + k_y)
\]  
(3.1)

For a 3D \( k_x \times k_y \times k_z \) networks:

\[
L_{3D} = 6k_xk_yk_z - 2k_xk_y - 2k_xk_z - 2k_yk_z
\]  
(3.2)

which quantifies the differences in link bandwidth in different topologies.

In order to simplify our analysis, let’s assume a network of equal radices, i.e., \( k_x = k_y = k_z = n \).

The plot in Figure 3.2 depicts the number of links, as a function of network size to highlight the differences between a 2D mesh and 3D cube networks as defined in Equations (3.1), and (3.2), respectively.

The increasing number of links per router in both networks allows for higher network throughput as the network size increases due to the increased bandwidth available to route a packet in the network. The 3D cube network has an advantage over the 2D mesh due to the increased number of links per router. This trend is evident in the simulation results shown in the next Section 3.3.

If the network capacity is a measure for the number of links available in the network, the network load \( \gamma \) is a measure for the number of packets flowing in the network at a given cycle. It is dependent on the network size and on the injection rate. For \( N \) size network, packets injected under uniform random traffic (URT) with a rate \( r \) per router travel at least the average of the source-destination distance (\( \bar{H} \)) before ejection. Hence the number of packets \( \gamma \) available inside the network is given as follows.

\[
\gamma = r \times N \times \bar{H}
\]  
(3.3)

Let’s consider Figure 3.1 as a model. As the network grows, the network capacity grows and hence the network can handle more load. But, at the same time the input and output bandwidth also grows.

Now if we take the load under URT for a 3D cube \( N=n\times n\times n \) network as an example, the average distance \( \bar{H}_{urt}=n \) [17]. We see that the load \( \gamma \) in Equation (3.3) grows faster than the network capacity in Equation (3.2). Consequently, the injection rate \( r \) has to decrease as the network grows to keep the network stable.

The load per channel, \( \gamma_{Chnl} \), is the amount of packets contained in each channel. For the above example, \( \gamma_{Chnl} \) equivalent to all packets distributed over all links defined as:
3.3. SCALING IN 2D MESH AND 3D CUBE TOPOLOGIES

The load per channel for 2D mesh and 3D-cube for varying injection rate is shown in Figure 3.3a and Figure 3.3b respectively.

Figure 3.3: Load per channel under uniform random traffic in 2D mesh and 3D cube networks

\[ \gamma_{\text{Chnl}} = \frac{r \times n^2}{6 \times (n - 1)} \]  

(3.4)

The load per channel for 2D mesh and 3D-cube for varying injection rate is shown in Figure 3.3a and Figure 3.3b respectively.

3.3 Scaling in 2D mesh and 3D cube topologies

A channel can hold maximum of single packet at any given cycle. Thus, as a guideline, a value of one in the load per channel \( \gamma_{\text{Chnl}} \) is the upper limit for the saturation point. In order to maintain network stability, injection rates \( r \) are lowered and the load per channel, \( \gamma_{\text{Chnl}} \), is kept below the saturation point. When stable, the injec-
Figure 3.4: The network performance in URT degrades as the number of cores sharing the network increases.

The network input rate equals the throughput $r = \tau$, and in an ideal case, maximum throughput $\tau = 1$.

To show the effect of network load when network size grows, we carried out performance simulation for 2D mesh and 3D cube networks under URT. The results in scalability show that network performance in many-core degrades as the number of cores increases into hundreds. As shown in Figure 3.4, there is a growing network performance gap due to the unmatched network capacity with that of network load. The simulation results presented for 2D mesh and 3D cube indicate that the 3D cube networks perform better than 2D mesh. This can be attributed to the design of 3D router micro-architecture which has the higher link per router ratio as shown in Figure 3.2 and better channel load as shown in Figure 3.3.

Further experiments are carried out to derive performance figures related to latency and throughput for 2D mesh and 3D cube networks when tested under local traffic pattern.

We see that under local traffic shown for 2D mesh in Figure 3.5 and 3D cube in Figure 3.6 that a 2D NoC with localized architecture can be scaled to a very large dimension with no significant effect on throughput or latency. This is because packets in local traffic rarely travel long distances across the network. Hence the effect of network scaling at global level does not affect the channel loading at local level.

More details and additional experiments can be found in Paper VI [81].

### 3.4 3D Processor-Memory Models

In traditional processor-memory configurations, the processor is a separate chip accessing off-chip memory units through system bus extended on PCBs. In this...
3.4. 3D PROCESSOR-MEMORY MODELS

section, we examine 3D processor-memory stacks when NoCs is used as a medium of communication between processors and shared memories. Here, we assume a heterogeneous many-core architecture where both the processor and the memory are treated as local cores, each with their own routers in the network.

First, we propose new 3D processor-memory configurations as shown in Figure 3.7. Each configuration consists of an array of processor layers and memory layers.

a. Dance-hall architecture - The processor layers are placed on one side and all the memory layers are placed on the opposite side. This is similar to the multi-chip memory stacking on top of processor die. However, in place of bus, NoCs is used.

b. Sandwich architecture - The processors layers are placed between memory layers.
c. *Per-layer architecture* - Each layer is a memory layer mixed with processor blocks. We assume the process technology for such mixed processor and memory configuration per layer is available.

d. *Terminal architecture* - The processor layers are on both ends (top and bottom) with memory layers in between.

e. *Mixed architecture* - One processor layer is at the bottom end and another processor layer placed in the middle between memory layers.

### 3.5 Evaluation of Processor-Memory Models

Experiments are conducted to find out the optimum configuration that efficiently utilizes deflection routing NoCs as a communication backbone. Let’s consider a
massive processor memory integration representing a many-core architecture, we used a 16 layers model. Each layer is an array of $4 \times 4$ cores. There are two types of cores; a processor and a memory core, each connected to a NoC router. For example Figure 3.8 shows the Dance-hall architecture modeled for simulation. The bottom two layers are processor layers and the top 14 layers are memory layers. A request packet is sent from a processor core to any memory core and in return the memory core responds with an acknowledgement. Thus the performance is measured based on a round-trip journey a packet makes. Additional details regarding the experimental setup can be found in Paper V [77].

The plots in Figure 3.9 show the performance of each configuration when run under URT. Figure 3.9a is the latency for varying injection rate. Generally, the latency for each configuration increases with increasing injection rate. This trend is expected because of the increasing level of traffic congestion. When injection
rate is above 0.4, the Dance-hall architecture saturates. This shows the network has reached its limit earlier than others in accepting new packets. Because of the relative positioning of the processor layers, it takes longer time for a packet to reach memory layers placed on the opposite end. On top of that, the traffic on the side of the memory starts to grow because more packets are competing for link resources during the round-trip journey. In comparison, the Per-layer architecture has lower latency because on average its processor layers are physically placed in close proximity to any of the memory layers. Packets can make round-trip journey with less congested paths. Thus, the network is stable for all injection rates. The other architectures saturate in between.

Figure 3.9: Performance under Uniform Random Traffic Pattern

Figure 3.9b is the throughput per cycle. Again, the Dance-hall architecture throughput levels-off just above injection rate of 0.4. This shows that the architecture cannot handle any network traffic when the injection rate is more than 0.4. In comparison, the Per-layer architecture has an advantage of balancing the distribution of load among the layers freeing links for more packets to be injected.
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(a) Latency

(b) Throughput

Figure 3.10: Performance under Local Traffic Pattern

Figure 3.10 show results under local traffic pattern to see the effect of locality as explained in Section 2.8.1. When the packets are localized, each processor frequently communicates with nearby memory cores. Two distantly placed processor layers such as in the Terminal architecture have fewer memory cores to share compared to closely placed layers with overlapping boundaries as in the case of Dance-hall architecture.

Figure 3.10a is the latency for varying injection rate. Compared to the URT, the latency under local traffic decreases for all architectures. But, the Dance-hall is still the architecture that saturates earlier than others. The one-sided position of its processor layers make the processors compete to locally communicate with the memory layers close to the processor. This leads to the concentration of traffic in the boundary between the processor and memory layers. In comparison, the processor cores in Per-layer architecture are surrounded by memory cores. This gives the architecture a more localized environment leading to lower latency and late saturation.
Figure 3.10b is the throughput per injection rate. In case of Dance-hall architecture, the throughput is equal to the injection rate up to 0.5. However, beyond that the network becomes unstable making the throughput to level off around 0.5. The injected packets are not able to enter the network. In case of Per-layer architecture, the throughput increases almost steadily for the whole range. The injection rate is equivalent to the ejection rate.

The performance evaluation of the proposed processor-memory configurations show that the 3D many-core architecture opens new design schemes in defining memory-hierarchy with NoC as communication backbone.

3.6 Summary

In this chapter, we explored the scalability of the NoC communication architecture for 3D systems under the physical constraints imposed by processing and stacking technology and provided models and guidelines for network design of future many-core architectures.

We have shown that with scalability, the performance of NoCs yields a diminishing return leading to the network performance gap. The gap is one of the major challenges in many-core parallel architecture that is unmatched growth of the network capacity and network load.

We also evaluated NoC performance when used as a medium for processor-memory communication. We proposed several 3D processor-memory configurations and compared each configurations’ performance with two traffic flows, uniform random and local. Based on the saturation point for each case, we highlight the optimal configurations that could be used by designers of NoC based massively integrated processor-memory architecture.
Chapter 4

Exploiting Fast Vertical Interconnects

In previous chapters we have seen the benefits and limitations of architectural scalability. We examined the performance of NoCs when networks grow in size, or when networks are topologically reconfigured as 2D mesh or 3D cube. In this chapter, we study how the communication architecture in many-core systems can be designed in such a way to make optimal use of the underlying physical properties of the TSVs as horizontal and vertical interconnects.

TSVs are short and fat interconnects as compared to the long and thin planar (horizontal) wires. This feature allows TSV wires bundled together to be signaled in tens of GHz frequency range with insignificant interconnect delay enabling the possibility of ultra-low-power, high-speed inter-layer communication [33]. In contrast to the off-chip communication between ICs on board, the TSVs indeed bring disruptive features.

The number of TSVs in a bundle varies depending on the application and process technology. But, adding more TSV in a bundle has its limitations; it introduces thermo-mechanical instability, increases TSV defect, consumes large area, and it increases process complexity and cost [74] [76].

To address these limitations and to maximize the potential benefits afforded by fast TSV, we explore the performance of NoCs when the vertical link is clocked at a multiple of the horizontal clock. Having a faster vertical clock maximizes the benefit of the faster TSVs, and provides increased bandwidth for inter-layer data communication, especially beneficial in the presence of heavy vertical traffic as would occur with memory being stacked above processors as discussed in the previous chapter.

Our study provides cycle-accurate simulations for various traffic patterns, and quantifies the performance improvement in 3D NoCs when the data rate across the vertical links is clocked twice the data rate of the horizontal links (DDR NoC) as opposed to a homogeneous data rate over horizontal and vertical links (SDR NoC).
The study considers the scalability of these schemes as the network size grows, and also considers asymmetric networks, where the radices in the different dimensions are unequal, as would happen in a tall die stack with multiple memories.

The main contribution of the work is a novel exploration and modelling of a 3D aware NoC design under realistic physical constraints, utilizing the fast electrical properties of TSVs in 3D many-core architecture. The details of how the use of the proposed models can further reduce TSV manufacturing cost while increasing the over-all performance systems are published in Paper III [83], [35] and Paper VII [78].

4.1 Related Work

TSV, compared to the planar interconnects, has its own unique properties. Whereas the horizontal interconnects are long and thin, TSVs are short and fat wires. Global planar interconnects delay is long and requires several stage repeaters in between to maintain signal integrity with increasing speed. When compared to the horizontal link delay, the higher TSV signalling speed allows enough room for a vertical link to be clocked faster than the horizontal links [73] [33]. Hence 3D ICs differ from 2D ICs in that the vertical links have a higher bandwidth than the horizontal links. In spite of the nascent nature of the field, quite a few works in the literature address issues around the design of the communication architecture for 3D many-core systems. The different NoC-based system architectures for 3D systems have been exhaustively enumerated in [62], depending on whether a die housed in a tile has one layer or several layers, and whether the NoC itself is 2D or 3D.

The authors of [48] proposed a dynamic time-division-multiple-access (dTDMA) with a centralized arbiter for the vertical communication link, which allows single hop latency for packets between any number of vertical layers to take advantage of the electrical behavior of the relatively short and wide TSV which can support a much higher signalling speed. The work in [28] describes a detailed study using various traffic patterns under a realistic protocol for both architectures comprising a 7-port with router connectivity to the horizontal and two adjacent vertical routers and a 6-port router where instead of 2 vertical ports, a single port provides connectivity to a bus interface that allows access to any router in the vertical dimension. They also study other mesh topologies. However the simulations are only carried out for a fixed network size. In [81], we have shown the scalability of these different schemes by quantifying the performance in terms of throughput and latency for various network sizes, and in particular shown that the solution with a bus for the vertical connectivity does not scale as well as the 3D router under uniform random and local traffic patterns, due to the inherently lower bandwidth in the network when the number of vertical links are reduced. Finally [56] describes a working 3 layer 27 core prototype that provides proof of concept of the 3D NoC, but identifies the need for system-level explorations of the kind discussed here.
4.2 MODELLING OF MULTI-RATE THROUGH-SILICON-VIAS

First we explore the use of double-data-rate (DDR) model to double the clocking of TSVs. The standard model commonly applied in NoCs uses a single-data-rate (SDR) model as shown in Figure 4.1a in which a single clock input is shared by the horizontal and vertical links. Data is sent from \( D_a \) to \( D_x \) and from \( D_b \) to \( D_y \), each through separate TSV bundles forming a single data rate (SDR).

In Figure 4.1b, a DDR clock pumping technique is used to send data. An encoder and decoder blocks comprise the DDR circuit. A common TSV bundle is shared by both senders to propagate data \( D_a \) and \( D_b \) within one cycle - one at the rising edge and the other at the falling edge.

Phase-locked loop (PLL) and Delay-locked-loop (DLL) blocks are used to generate clock inputs [15]. The PLL is used to synthesize frequencies for main clock inputs, which is common to both SDR and DDR, whereas the DLL is used to delay by phase shifting the main clock input 180° degree in order to capture the second input \( D_b \) in the falling edge. Each logic is self-timed to match the DDR conversion in the next clock domain. Generic models of digital DLL and PLL are used to make comparative analysis between the SDR and DDR implementation of TSV models. As this study is intended to explore the communication architecture, the DLL and PLL resources are not considered in depth. Further analysis of the DDR circuitry can be found in Paper III [83] and in [35].
4.3 Topological Properties

The DDR TSV models are functional only when connected to a router micro-architecture that supports multi-rate communication. The standard router micro-architecture basically uses one clock input for both horizontal and vertical links and it communicates in single-data-rate (SDR). For the DDR TSV model, a DDR router micro-architecture that communicates in double-data-rate is required.

In order to clearly identify the contrast between a SDR router and a DDR router, relevant topological properties are derived. A 3D cube is a \( k \)-ary \( n \)-cube with the dimension \( n(=3) \) and \( k \) being the radix of the router, or the number of routers in a given dimension. We also consider 3D cuboid, where the number of routers in a given dimension are not equal. For a cuboid with the number of routers in the \( x \), \( y \) and \( z \) dimensions being \( k_x \), \( k_y \) and \( k_z \) respectively, the number of horizontal and vertical links can be found by splitting the total number of links given in Equation 3.2 into Equations 4.1 and 4.2 respectively. The total link bandwidth is shown in Equation 4.3, where \( s \) is the number of pipeline stages (if the router is not single cycle) in the horizontal links and \( m \) is the vertical to horizontal clock ratio.

\[
L_H = 2[2k_xk_y - (k_x + k_y)]k_z \quad (4.1)
\]

\[
L_V = 2k_xk_y(k_z - 1) \quad (4.2)
\]

\[
BW = sL_H + mL_V \quad (4.3)
\]

In paper IV [34], we have formulated that the average distance, \( \overline{H} \) between any core to all other cores in an \( k_x \times k_y \times k_z \) network can be calculated from

\[
\overline{H} = \frac{1}{3} \left( k_x - \frac{1}{k_x} \right) + \left( k_y - \frac{1}{k_y} \right) + \left( k_z - \frac{1}{k_z} \right) \quad (4.4)
\]

which evaluates the average hop-count in any given network for injection rates close to zero-load. In a stable network, the throughput should track the injection rate. Having a higher vertical clock may allow the network to remain stable for higher injection rates than may be possible with equal clocks. Each packet loads the network by occupying one link every cycle. Hence the load that each core puts on the network is a function of the injection rate, as well as the amount of time that the packet spends in the network. If the injection rate is \( r \), and the amount of time a packet spends in the network on average is \( \overline{H} \), the loading of the network by one core \( \gamma_{\text{core}} \) is:

\[
\gamma_{\text{core}} = r \times \overline{H} \quad (4.5)
\]

Equation 4.5 is basically equivalent to when Equation 3.3 is distributed to the number of cores available in the networks \( \gamma_{\text{core}} = \frac{\gamma}{N} \).
4.4 ROUTER MICRO-ARCHITECTURE

A single hop by a packet is equivalent to the usage of one link. Thus, the average hop-count, $H_C$, is equal to the number of links used by the packets per cycle. The total Link Utilization ($\theta_t$) is the ratio of the links in use to the total available links in the network.

$$\theta_t = \frac{H_C}{L_t} \quad (4.6)$$

In essence, the link utilization $\theta_t$ in Equation 4.6 is equivalent to the channel load $\gamma_{Chnl}$ described in Equation 3.4.

4.4 Router Micro-Architecture

In this work, two router designs have been investigated to provide the added functionality and capability of faster vertical routing. An SDR router is essentially shown in Figure 2.7 with four horizontal ports connecting to routers on the same layer and two additional vertical ports allowing communication to neighboring layers above and below. All routing decisions in this design are made in a single clock, and each port is treated identically.

In order to exploit the benefits of faster vertical network links, the SDR router is redesigned as DDR router to support faster vertical packet handling as shown in Figure 4.2. Physically, the number of vertical ports and TSV bundles in an SDR router are doubled to make a DDR router. It has four horizontal ports connecting to routers on the same layer and four additional vertical ports allowing communication to neighboring layers above and below. All routing decisions in this design are made on a single clock and each port is treated identically.

In general, beyond DDR, any multi-rate router implementation is a modification of the routing strategy and structure of the SDR router with $m$ additional input and output ports per vertical link, where $m$ is the vertical to horizontal link clock ratio. The control logic allows for up to $m$ packets to be routed to a vertical link per cycle, where previously only one packet per link would be allowed in a SDR router network. The vertical link is clocked $m$ times faster than the horizontal link and thus is capable of routing all packets stored at the vertical output port of a router to the next adjacent layer within one horizontal cycle. The limitations of this implementation become obvious when $m$ becomes larger, as the number of ports and control circuitry increases.

For this study, let’s consider a fixed clock ratio at $m = 2$ (DDR). For this case, two packets per vertical port can be routed to an adjacent 3D layer within one cycle of the network.

4.5 Evaluation of Symmetrical Networks

In order to examine the effect of scaling the number of cores in the network on the performance, network sizes of $2\times2\times2$, $4\times4\times4$, and $8\times8\times8$ were simulated with
injection rates from 0.1 to 0.9 in 0.1 increments. Figures 4.3a, 4.3b and 4.3c show the performance of a $2 \times 2 \times 2$, for both SDR and DDR implementations under URT and local traffic patterns. Figure 4.3b shows that the throughput for SDR URT is close to that of DDR URT and that the local traffic has improved the performance for both SDR and DDR networks. The effect of the faster vertical links is not significant in a small network due to the lower number of vertical links. The latency shown in Figure 4.3a increases only in heavy congestion under higher injection rates. This is confirmed in Figure 4.3c by the link utilization for increasing injection rate. It is intuitive that with only two layers the performance benefits of the DDR implementation is likely not worth the overhead of the router and design complexity.

The impact of the DDR scheme becomes apparent in a $4 \times 4 \times 4$ network shown in Figures 4.4a, 4.4b and 4.4c. It is clear that the DDR router has improved the throughput capability as shown in Figure 4.4b. The additional bandwidth on the vertical links is more prevalent as the layers increase, which help relieving the congestion of the network under increased traffic. In both the DDR URT and local case, the stability of the network is increased by 0.1 packets per router per cycle ejected from the network as compared to the SDR case. This is also reflected in the performance of the latency shown in Figure 4.4a. In both cases the SDR latencies beyond injection rates of 0.1 begin to increase beyond the DDR network. In Figure 4.4c, the link utilization for URT is higher than the utilization of the local traffic pattern because there are inherently more packets in the network utilizing the available links.
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Figure 4.3: Performance of 2x2x2 network
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Figure 4.4: Performance of 4x4x4 network
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Figure 4.5: Performance of 8x8x8 network
Figures 4.5a, 4.5b and 4.5c plot the performance metrics of an 8×8×8 network for SDR and DDR under URT and local traffic patterns. Here the throughput gain is higher compared to network sizes of 2×2×2, and 4×4×4. The increased number of vertical layers is aided by the higher bandwidth on the faster clocked vertical links. Nevertheless, the overall individual throughput is lower and the individual latency is higher for both SDR and DDR modes 8×8×8 as compared to 2×2×2 and 4×4×4 network sizes because of the increasing network load when the number of cores in the network increases.

4.6 Evaluation of Asymmetrical Networks

The performance contrasts between SDR and DDR router implementations in asymmetrical networks were also simulated. The number of cores was fixed at 512 to match the 8×8×8 cube but the z and x dimension were altered between two sizes. In this case a bottom heavy 16×8×4 and a top heavy and 4×8×16 are investigated. Figure 4.6a, 4.6b and 4.6c show the performance of 16×8×4, horizontally heavy asymmetric cuboid for SDR and DDR under URT and local traffic patterns. This network only has four layers and the bulk of the cores are laid horizontally. This means there are fewer higher speed vertical links. Figure 4.6b plots the throughput for both SDR and DDR routers, where there is no significant difference in throughput for either case. The URT for SDR and DDR are nearly identical and the locality has improved the performance for both SDR and DDR networks. The latency shown in Figure 4.6a increases only when the network becomes congested with higher injection rates, which is confirmed in Figure 4.6c by the link utilization for increasing injection rates. This network configuration was simulated to demonstrate that in certain network configurations, the added bandwidth of the vertical link does not significantly affect the performance of the network due to the topological properties, in this case fewer vertical links.

To contrast, Figures 4.7a, 4.7b and 4.7c show the performance of 4×8×16 vertically biased asymmetric cuboid for SDR and DDR routers. Figure 4.7b demonstrates a higher throughput gain than compared to the horizontally favored configuration and symmetrical cube cases. This is clearly evident due to the increased number vertically oriented links that offer increased bandwidth due to the faster clock, hence less load than the SDR URT case under higher injection rates. As with all network configurations, the locality has improved the performance for both SDR and DDR networks.

4.7 Summary

We have carried out an investigation on 3D NoCs where the fast properties of TSVs have been exploited to allow multi-rate clocking of the vertical network links. The physical capability of the vertical links to be clocked several times faster than the horizontal links has been justified. The topological properties of a SDR and DDR
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Figure 4.6: Performance of 16x8x4 network
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Figure 4.7: Performance of 4x8x16 network
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NoC have been analytically investigated. A new DDR router design capable of routing twice as many packets vertically as horizontally per link per cycle has been implemented and cycle-accurate simulations carried out. Network sizes, shapes and injection rates have been altered in conjunction with various traffic patterns to highlight the performance benefits of faster vertical links. The results quantify the significant improvement in throughput and latency as the number of vertical layers increase with the DDR router implementation over the SDR router.

In large networks especially, the increased power consumption from the horizontal links will encourage lower numbers of repeater stages and thus lower clock frequencies, leading to an even greater vertical to horizontal clock ratio as the TSVs do not require any repeater stages or large drivers.
Chapter 5

Performance Models for Deflection Routing

In previous chapters, we have shown that in order to gain performance increase, many-core architectures can be scaled up by increasing the network size, by changing the topologies, or by widening the bandwidth required for inter-core data communication. Each case was validated by running cycle-accurate simulations under various traffic scenarios. Relevant data are extracted from the simulations to measure the performance the architectures in terms of throughput and latency.

In practice, the traffic scenarios represent applications executed in many-core processors. Designers first check if specific applications can efficiently run in selected architectures. Prototyping each architecture is expensive and complex process. Thus the designers are left to depend on analytical models and NoCs simulation platforms to conduct the experiments.

Several methods are used to analytically model network performance. The curve fitting approximation uses simulated data as a basis in order to extract and formulate the models. Such method, even though fast, is dependent on the accuracy of the simulated output. Its usage is also restricted only to the type of simulated architecture. Thus, curve fitting hardly addresses scalability issues. A different method is to measure NoCs performance by deriving the worst case delay [42]. However most of these models are dedicated to NoCs with deterministic routing.

The alternative to the use of analytical modeling is to directly simulate networks with real or synthetic traffic patterns and extract the necessary information from the resultant data. Such extraction, though usually produces accurate information, is time consuming. In addition, since the simulation methodology varies from a designer to a designer, there is no consistency or benchmark to evaluate contrasting systems. Thus, in the absence of accurate models and simulation platforms, measuring the performance of specific applications becomes a key issue in the design of many-core architecture. In this chapter, we address the issue by proposing a zero-load (networks with no traffic) model that predicts NoCs performance based
on average distance (\(H\)) of networks in many-core architecture. The model captures static properties of the network topology and the spatial distribution of traffic, but does not take into account traffic load and congestion.

The study is based on network latency in relation to average distance (\(H\)) of the network. The predictive power of \(H\) is demonstrated by showing near perfect fidelity. It means that for two equal size networks 'A' and 'B', the model predicts the relative performance of network 'A' is consistently less than network 'B' for any topology with deflection routing, whether homogeneous or heterogeneous, under numerous realistic traffic scenarios.

### 5.1 Related Works

There are numerous works in the literature that propose analytical models to estimate, or predict latency in various network architectures. Some techniques are applied for zero-load delay, while others consider intermediate network buffering under varying work-load delays. Given that most analytical models take congestion level into account, the zero-load delay in such models can be deduced by putting the congestion level down to zero. However, such approach doesn’t guarantee the accurate prediction of the relative performance under load. Depending on the switching mechanism, and routing algorithm of the network, the fidelity may not hold true all the time.

Also, the application of such models is limited to homogeneous network topology with regular traffic patterns. In particular, the performance and behavior of homogeneous topologies such as k-ary n-cube type networks is widely studied. A pioneering work from Dally et al [19] proposed latency models for store-and-forward and wormhole switching methods with torus topologies. However, for on-chip networks, mesh-like topologies are more practical to design and implement than the torus architectures. Agarwal [3] indicated that the network latency for two-dimensional mesh networks is lower than three or four dimensions under localized traffic. The analysis is performed for zero-load networks that eliminate the effect of congestion on the latency. In the zero-load case, the routers and wires are the only constraints that affect delay. Accordingly, the following expression is reported for the average distance in a k-ary n-mesh:

\[
H = \frac{n}{3}(k - \frac{1}{k})
\]  

(5.1)

In practice, networks come with unequal radices and makes the k-ary n-cube analysis less useful in most cases. For example a 3D cube network of size N with unequal radices, the cores can be arranged with different configurations of \(k_1\), \(k_2\), \(k_3\) radices. In formulating a simple adaptive partitioning strategy with the aim of shortening the average distance for communication cost reduction, Liu et al in [49] derived an expression for average distance in \(k_1 \times k_2\) type 2D mesh networks:
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\[ \mathcal{H} = \frac{1}{3} \left( k_1 - \frac{1}{k_1} \right) + \frac{1}{3} \left( k_2 - \frac{1}{k_2} \right) \]  

(5.2)

When \( k_1 = k_2 \), Equation (5.2) is equivalent to Agarwal’s Equation (5.1).

5.2 Zero-load Average Distance Models

A packet injected with a given traffic pattern to a network without load travels the source-destination distance at zero-load. The general expression for average distance travelled by the packet in any 2D mesh and 3D cube networks including those with unequal radices can be formulated as follows.

Let’s consider a 1-D network at zero-load where the packet with source \( i \) is sent to destination \( j \) with a probability \( p_{i,j} \). Then at zero-load, average source-destination distance of the network is the ratio of the sum of distances travelled by each packet to the number of packets formulated as follows:

\[ \mathcal{H}_{1 \times k} = \frac{\sum_{i=1}^{k} \sum_{j=1}^{k} p_{i,j} \times |i - j|}{\sum_{i=1}^{k} \sum_{j=1}^{k} p_{i,j}} \]  

(5.3)

Details of the derivation of the zero-load average distance can be found in Paper IV [34].

Based on Equation (5.3) we derive average distance models for local random traffic in 2D mesh and 3D cube networks as follows:

\[ \mathcal{H}_{\alpha,i,j} = \frac{1}{N - 1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} (|i - j| P_{i,j}) \]  

(5.4)

Substituting Equation (2.5) stated for the alpha type local traffic pattern on Page 25 in Equation (5.4) results in:

\[ \mathcal{H}_{\alpha,i,j} = \frac{1}{N - 1} \sum_{i=0}^{N-1} \sum_{j=0}^{N-1} \frac{|i - j|^{1-\alpha}}{K_s} \]  

(5.5)

More derivation of average distance for various spatio-temporal traffic patterns can be found in Paper I [79].

The accuracy average distance models are verified for varying traffic and network configurations in 2-D mesh and 3-D cubes. Such consistency of packet latencies in networks of equal size but of different configurations, unequal radices and traffic patterns are explored, modelled and verified.

Table 5.1 compares the average-distance estimated by the Zero-load models and cycle-accurate simulations for various traffic models and network sizes. The results show a good agreement between the formula and the simulation results, where the
discrepancy between the model and simulation is a result of stochastic deviation in the generation of packet destinations and rounding errors.

Zero-load models for other traffic patterns including bit-reverse, bit-complement, URT are also derived with the details published in Paper I [79], and Paper IV [34].

<table>
<thead>
<tr>
<th>Network size</th>
<th>Traffic Pattern</th>
<th>Avg. Distance</th>
<th>% Error</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Zeroload Model</td>
<td>Simulation</td>
</tr>
<tr>
<td>5x5x5</td>
<td>URT</td>
<td>4.8300</td>
<td>4.813</td>
</tr>
<tr>
<td>6x6x6</td>
<td>URT</td>
<td>5.8600</td>
<td>5.888</td>
</tr>
<tr>
<td>7x7x7</td>
<td>URT</td>
<td>6.8772</td>
<td>6.971</td>
</tr>
<tr>
<td>8x8x8</td>
<td>URT</td>
<td>7.8900</td>
<td>7.931</td>
</tr>
<tr>
<td>9x9x9</td>
<td>URT</td>
<td>8.9000</td>
<td>8.976</td>
</tr>
<tr>
<td>10x10x10</td>
<td>URT</td>
<td>9.9090</td>
<td>9.894</td>
</tr>
<tr>
<td>4x8x16</td>
<td>URT</td>
<td>9.9090</td>
<td>10.008</td>
</tr>
<tr>
<td>5x5x5</td>
<td>LRT: α=1.0</td>
<td>3.7900</td>
<td>3.81</td>
</tr>
<tr>
<td>6x6x6</td>
<td>LRT: α=1.0</td>
<td>4.5900</td>
<td>4.555</td>
</tr>
<tr>
<td>7x7x7</td>
<td>LRT: α=1.0</td>
<td>5.3900</td>
<td>5.418</td>
</tr>
<tr>
<td>8x8x8</td>
<td>LRT: α=1.0</td>
<td>6.1900</td>
<td>6.146</td>
</tr>
<tr>
<td>9x9x9</td>
<td>LRT: α=1.0</td>
<td>7.0000</td>
<td>6.969</td>
</tr>
<tr>
<td>10x10x10</td>
<td>LRT: α=1.0</td>
<td>7.8060</td>
<td>7.855</td>
</tr>
<tr>
<td>5x5x5</td>
<td>LRT: α=1.5</td>
<td>3.1800</td>
<td>3.163</td>
</tr>
<tr>
<td>7x7x7</td>
<td>LRT: α=1.5</td>
<td>4.4781</td>
<td>4.498</td>
</tr>
<tr>
<td>4x8x16</td>
<td>LRT α=1.5</td>
<td>5.3757</td>
<td>5.301</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of average distance calculated by Zero-load model and cycle-accurate simulations

5.3 Evaluation of Regular Traffic Patterns

In our network architecture, the rate at which the packet travels varies depending on the age based priority arbitration scheme. A fresh packet injected from a source core to the network is given the profitable links that lead towards the destination only when there are no older packets competing for the same link. Otherwise, it is deflected and misrouted away from destination core. When there are no competing packets in the network, i.e., zero load delay, a packet arrives its destination at the network delay.

But, when more packets are injected and competing for links, the network traffic increases and leads to congestion. The level of congestion depends on the injection rate, the traffic pattern, and the number of links available in the network. Each network configuration differs from others by its capacity. As defined in Section 3, network capacity is the bandwidth measured by the number of available links.

Normally, each router has directional links connecting to the surrounding neighbors and local links connecting to a resource such as processing elements. However, when placed in a network, not all links of a router get connected. Depending on the position of the router in the network, some links are left unconnected. For 2D
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router placed in one corner of a mesh network, only two of its directional links are connected; the other two are useless. However, the local link is always connected to a resource injecting packets. Thus, congestion increases in a network with more unconnected directional links because packets are forced to compete and occupy the few available links. This phenomenon in essence shows the architectural limitations of mesh like networks digestion bandwidth as some links are left unconnected.

To clearly show these limitations, let’s quantify the number of links \( L_{xyz} \) given in Equation 3.2 on Page 36 into networks of unequal radices of 2D mesh with \( k_x, k_y \) dimension and 3D cube of \( k_x, k_y, k_z \) dimensions. Here, to calculate 2D meshes, we assume 3D cube \( (k_z=1) \).

In the case of same size network with unequal radices, the changes are therefore basically changes in the number of connected links. For 64 core network arranged in \( 8 \times 8 \) (network A), there are \( L_{xyz}=224 \) directional links. But when arranged in \( 16 \times 4 \) (network B) only \( L_{xyz}=216 \) directional links are connected. Thus, network B gets congested faster than network A and hence packets travel longer distances in hop-counts.

The second issue is related to the way we measure latency. Normally, hop-count is a measure of network distance. The average latency value in terms of clock cycles can be deduced by taking proportional ratio of the average hop-count to that of number of links in each radix. In 3D architectures with long planar interconnects that require clocked repeaters inserted in between, it may take more than one cycle for a packet to make a single hop from router-to-router. However, for vertical interconnects using TSV, it takes only one cycle to make a single hop as TSVs are short and also repeater insertion is not possible. Such physical properties add complexity to the hop-count analysis.

In order to calculate the latency in terms of cycles, first we find the number of links for each radix.

\[
L_x = 2k_y k_z (k_x - 1) \tag{5.6}
\]

\[
L_y = 2k_x k_z (k_y - 1) \tag{5.7}
\]

\[
L_z = 2k_x k_y (k_z - 1) \tag{5.8}
\]

For example, in the 64 core example, a \( 4 \times 4 \times 4 \) configuration gives \( L_{xyz}=288 \) links. With such equal radices, the vertical links take a third of the links, \( L_z=96 \). However, when the configuration is \( 2 \times 4 \times 8 \), though it has more vertical links \( L_z=112 \), the total number of links is only \( L_{xyz}=224 \).

The average distance \( \bar{H}_{xyz} \) can be translated into latency in terms of cycles after separating the individual coordinates. This is done by taking the proportional ratio of any radix link of Equations 5.6, 5.7 and 5.8 to the total link \( L_{xyz} \) given in Equation 3.2 on Page 36 as follows.
Figure 5.1: Variation of average latency for LRT with $\alpha=1$
5.4 Evaluation of Irregular Traffic Patterns

In this section, we further validate the zero-load model for networks with irregular traffic patterns as well as irregular networks. We also show how such networks can be configured for optimal performance.

\[
H_x = H_{xyz} \frac{L_x}{L_{xyz}} 
\]

\[
H_y = H_{xyz} \frac{L_y}{L_{xyz}} 
\]

\[
H_z = H_{xyz} \frac{L_z}{L_{xyz}} 
\]

Then individual hop-count is multiplied by the number of cycles it takes for corresponding radix.

To validate the analysis for zero-load models, we made cycle-accurate simulations of networks of equal size $4 \times 4 \times 4$, $2 \times 4 \times 8$, and $8 \times 8 \times 1$ in spatially localized traffic combined with a bursty traffic model (B-Model) temporal patterns. To our knowledge, no latency models have been published for spatio-temporal traffic patterns.

Figure 5.1a shows how the latency increases with injection rate when the localization coefficient $\alpha=1$ and the self-similar bias $\beta=0.5$, ensuring uniform streaming of packets under a local traffic pattern. At low injection rates the latency converges to the zero-load average distance as for the other cases. When the bias is set to $\beta=0.3$ (Figure 5.1b), or $\beta=0.1$ (Figure 5.1c), the resulting temporally skewed traffic causes insignificant changes. This is because strong localization in the traffic generation results in more packets with destinations within a relatively short distance compared to the network dimensions.

In each case, the average distance calculated by using zero-load model is equal to the simulation results at low injection rates. For increased injection rate, the hop-counts in each configuration also grow steadily without crossing each other exhibiting 100% fidelity.

Additional experiments are also conducted and published in Paper I [79] with more traffic patterns including bit-reverse, bit-complement, URT generating the same results and fidelity.

The average distance modeling approach is not only accurate in zero-load, but also shows 100% fidelity for all unsaturated work-loads. In all traffic scenarios, symmetrical configurations, such as $4 \times 4 \times 4$, give the lowest average distance compared to other configurations of same network size. This is due to the fact that the architectural configuration of $4 \times 4 \times 4$ allows the average distance travelled by a packet to be minimal as described above.
5.4.1 Networks with Hot-Spots

Cores that generate or receive a greater proportion of traffic than other cores are called hot-spots. Hot-spot regions should be designed in such a way that there is sufficient link bandwidth to support worst-case traffic congestion. We explore the optimal placement of hot-spot cores to minimise congestion.

Let's consider the networks in Figure 5.2 showing different configurations of two hot-spot (HS) cores serving as access ports to DRAM either stacked in the same package or placed off-chip. Any processor core in the network can access the memory through these access ports. Since the memory is shared, the combined effect of all cores accessing the memory generates a hot-spot region with heavier traffic in the area surrounding the access ports. The key issue here is where is the best place in the network for the access ports in order to minimize the effect of hot-spot traffic and optimize the performance?

We conducted cycle accurate simulation to find the optimal placement of hot-spot cores. We examined networks of three different sizes, $4 \times 4 \times 4$, $7 \times 7 \times 7$, and
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Figure 5.3: Variation of average latency with injection rate for hot-spot traffic in 4×4×4 network with HS1 and HS2 hot-spot placement on top layer.

Figure 5.4: Variation of average latency with injection rate for hot-spot traffic in 7×7×7 network with HS1, HS2 and HS3 hot-spot placement.

10×10×10. In each case, three selected placements shown as HS1, HS2, and HS3 are evaluated.

In this exercise hot-spot cores receive 80% of the packets generated by the non-hot-spot cores, while the remaining 20% are sent to other non-hot-spot destinations under a uniform random distribution. Figures 5.3 to 5.5 show the results for each network configuration with increasing injection rate from 0.001 up to 0.01 packets per core per cycle.

With increasing injection rate, the average packet latency in each configuration increases without the curves crossing each other. The model again exhibits perfect fidelity for all tested hot-spot configurations.
5.4.2 Configuration of Irregular Networks with Irregular Traffic Patterns

The zero-load predictive model is further investigated with an irregular network, based on two configurations of a generic mobile application processor (MAP) shown in Figure 5.6a and Figure 5.6b.

![Figure 5.6: Two configurations of a generic mobile application processor](image)

Table 5.2 shows the spatial probability distribution of traffic used to simulate the two MAP configurations, normalized to the GPU injection rate. For example, the relative injection rate of 0.3 for the security IP-core means that its traffic contribution is only 30% of the maximum traffic contribution by a core (i.e. the
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Table 5.2: Traffic probabilities for MAP IP-cores

<table>
<thead>
<tr>
<th>Source IP cores</th>
<th>Probability to target IP-core</th>
<th>Relative Injection rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPU</td>
<td>68% L2 GPU, 2% CPU, 20% Display Interface.</td>
<td>1 IR</td>
</tr>
<tr>
<td></td>
<td>9% total to all other interfaces, 1% System control</td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>40% L2 CPU, 8% All GPU, 10% Audio, 10% Video, 4% Camera, 5% Security 22% all other Interface, 1% System control</td>
<td>0.7 IR</td>
</tr>
<tr>
<td>Audio</td>
<td>30% WideIO, 28% Security, 20% CPU, 15% Standard, 3% Ethernet, 3% User, 1% System control</td>
<td>0.2 IR</td>
</tr>
<tr>
<td>Video</td>
<td>50% WideIO, 9% Security, 20% CPU, 20% all interfaces, 1% System control</td>
<td>0.8 IR</td>
</tr>
<tr>
<td>Camera</td>
<td>30% WideIO, 60% Display, 5% CPU, 4% Security, 1% System control</td>
<td>0.8 IR</td>
</tr>
<tr>
<td>Security</td>
<td>60% WideIO, 20% Audio, 14% Video, 5% CPU, 1% System control</td>
<td>0.3 IR</td>
</tr>
<tr>
<td>L2 GPU</td>
<td>19% L3, 80% GPU, 1% System control</td>
<td>0.8 IR</td>
</tr>
<tr>
<td>L3</td>
<td>26% L2 GPU A, 26% L2 GPU B, 26% L2 CPU, 21% WideIO, 1% System control</td>
<td>1 IR</td>
</tr>
<tr>
<td>L2 CPU</td>
<td>20% L3, 70% CPU, 1% System control</td>
<td>0.8 IR</td>
</tr>
<tr>
<td>WideIO</td>
<td>48% L3, 15% Audio, 26% Video, 5% Security, 1% System control</td>
<td>1 IR</td>
</tr>
<tr>
<td>System Control</td>
<td>24% CPU, 24% GPU, 4% To every remaining 13 cores, 5% Camera, 1% System control</td>
<td>0.2 IR</td>
</tr>
<tr>
<td>Standard Interface</td>
<td>16% GPU, 20% CPU, 46% Audio, 10% Video, 5% Security, 2% Camera, 1% System control</td>
<td>0.5 IR</td>
</tr>
<tr>
<td>User</td>
<td>24% GPU, 22% CPU, 24% Audio, 24% Video, 5% Security, 1% System control</td>
<td>0.5 IR</td>
</tr>
<tr>
<td>Ethernet</td>
<td>24% GPU, 25% CPU, 15% Audio, 30% Video, 5% Security 1% System control</td>
<td>0.5 IR</td>
</tr>
<tr>
<td>Display</td>
<td>64% GPU, 12% Video, 15% CPU, 12% WideIO, 3% Camera, 5% Security 1% System control</td>
<td>0.5 IR</td>
</tr>
</tbody>
</table>

GPU’s contribution). The simulation results are shown in Figure 5.7, and the results confirm 100% fidelity of the model for injection rates below saturation.

![Figure 5.7: Average clock cycles with self-similar irregular traffic pattern for MAP configurations](image-url)
5.5 Summary

In this chapter, we first derived zero-load average distance models for spatial traffic patterns and tested the fidelity of the models in different network scenarios with cycle-accurate simulations. The model predicts the zero-load delay of a network which is equivalent to the average distance of the network with traffic probabilities taken into account. By using the proposed model, the relative performance of networks is compared for a range of injections. We demonstrated that the models exhibit near-perfect fidelity for all investigated cases up to the network saturation. The fidelity of the models can be used to find solutions for optimum network architecture under various traffic patterns. All results consistently verified the correctness of the models in regular and irregular networks and traffics.

This work significantly extends the knowledge in the area of network modeling, with particular contributions in the extrapolation of average distance models to the optimization of networks architecture.
Chapter 6

Conclusion and Future Directions

6.1 Conclusions

First the thesis presented NoCs simulation platform for heterogenous systems. With each increase in level of heterogeneity, router micro-architecture with new routing algorithms and switching mechanisms is needed to characterize network and communication architecture. By using the simulation model, chip design issues such as system performance, processor-memory configuration, resource utilization etc. can be evaluated early in the design exploration phase. The proposed simulation platform is scalable enough to add more metrics other than performance which has been extensively used in this work in order to serve as a low cost integration and evaluation medium for heterogenous technologies.

We also investigated the scalability and functionality issues in NoCs. We have shown that for many-core architecture of 1000s of cores, deflection routing can be used. However we have also pointed out that in 1000 core processing, the NoCs performance gap keeps widening. Unless new algorithms or models are proposed, the gap will continue to be the major challenge in many-core architecture. The preliminary results shown in the architectural scalability of many-core architecture can be further extended by investigating additional traffic patterns, router architectures, and communication protocols to quantify more clearly the performance differences in the various network topologies.

We proposed a DDR TSV model that enhances the inter-layer communication. To enable the DDR, clock pumping technique is used. As shown through experiments, the model can be used best in vertically oriented network configurations. As an extension of the proposed DDR TSV, models can be prepared as IP core that implement quad-pumping technique to enable sending four inter-layer data packets in a single cycle. To ensure accuracy of the inter-layer data transmission, a vertical communication protocol can be developed as a standard. The protocol specification can be defined as an integral part of the TSV-IP core development.

Finally, we have also shown a zero-load model to predict the relative performance
of deflection routing networks. In designing many-core architecture with 1000-core networks, measuring performance through simulations is complex and expensive. The zero-load model can be helpful during the exploration phase of the design flow.

6.2 Future Directions

Architectural innovations in NoCs will continue to be the key trend in many-core design. The emergence of three-dimensional (3-D) integration technology has opened up new opportunities to explore vertically stacked heterogeneous systems in many-core architecture. The integration of circuits using 3D technology keeps eroding the physical and electrical separation between chip, package, and ultimately board. With billions of transistors in a single 3D chip, the design complexity keeps increasing. Third party solutions provided as IP cores with different shapes and functionalities will be the smallest units to integrate.

The future of NoCs will be in providing a shared network resource to enable efficient communication of hundreds of IP cores. With such complexity, designers and system integrators will have to depend on simulation and analysis tools. It would be interesting to develop such comprehensive tool that help designers to evaluate, plan, and allocate resources within the network. All the necessary parameters including the injection bandwidth, the traffic pattern, frequency of communication, and the network size are passed as input to the tool. Models make iterations based on the input parameters to produce results.

A super chip is the 3D integration of dissimilar technology which is considered the ultimate single chip solution. A combination of logic-layer, memory-layer, MEMS layer, Radio communication layer and other layers create a complete system that can be applied for many purposes including chemical processing, neural computing, genetic sequencing, etc. In the future, if new and efficient routing algorithms and solutions are developed, NoCs can have a key role to play in the integration of such dissimilar technologies in a single super chip.

Current router intelligence is hardwired. For example to allow packet flow in irregular networks, the Q-routing algorithm uses reinforcement learning implemented in hardwired reconfigurable LUTs. With increasing router intelligence, future NoC solutions will likely be developed as an operating-system-like network services. The NoC operating-system will be a micro-code designed close to the hardware or inside the routers. This will give the flexibility to reconfigure the network on need basis. The main task of the NoC operating-system will be to manage the network as a shared resource used by all IP-cores and layers, to provide router level and link level services, and to facilitate the intra and inter-layer communication. It would be quite interesting to peruse ‘NoC operating-system’ as a future topic and as an extension of the research works described in the thesis.
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