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Abstract—We propose and evaluate a down-sampled controller which reduces the network usage while providing a guaranteed desired linear quadratic control performance. This method is based on fast and slow sampling intervals, as the closed-system benefits by being brought quickly to steady-state conditions while behaving satisfactorily when being actuated at a slow rate once at those conditions. This mechanism is shown to provide large savings with respect to network usage when compared to traditional periodic time-triggered control and other aperiodic controllers proposed in the literature.

I. INTRODUCTION

The decision of when to sample and actuate in a control system while guaranteeing specific conditions of the closed-loop system has been the topic of much research since the early 1960’s. This topic is highly relevant in networked control systems where communication and computation efforts at devices operating in large scale networks, possibly battery-operated, must be efficiently utilized. Particularly in process control systems, requirements for sampling and actuation rates have been devised which can range between tens of milliseconds and tens of seconds, depending of the specific process and task at hand [1].

Adaptive sampling for control was firstly proposed by [2] and since then much research has been conducted on topics ranging from adaptive sampling, multi-rate control, control under scheduling constraints and event-based control. Multi-rate control has been proposed due to the need to operate several processes with different sampling rate requirements, where the research on this topic focused mainly on the stability analysis and robust design of such systems [3]. The scheduling of sampling and control, using both offline and online optimization techniques has been proposed in [4]–[6] where the focus has been on scheduling multiple plants competing in a single processor or a single communication channel. Since the work in [7], many researchers have proposed sampling and actuation policies based on events instead of the classic periodically sampled control systems [8]. Optimal event-triggered control has been proposed in, e.g., [7], [9], [10] considering first-order linear systems and reset actuation inputs, while Lyapunov-based methods that guarantee stability of the closed-loop system have been proposed in several works, e.g., [11], [12], [13], [14], [15], [16]. More recently, model-predictive event-triggered control has been proposed in [17], [18]. A broad survey of event-triggered control is found in [19]. However, in all these works, no guarantees are given by design that the achieved trade-off between control performance and transmission rate is improved with respect to the periodic case. In [20], the authors proposed a roll-out event-triggered controller which guarantees better control performance versus transmission rate trade-off than periodic control and are able to quantify this gain. However, the method is computationally intensive and the computation of the best scheduling sequence must be computed in a receding-horizon manner. A self-triggered linear quadratic regulator was proposed in [21] which by design guarantees that the obtained quadratic control cost does not exceed a specific maximum value. The method is numerically evaluated and is shown to achieve lower control costs than periodic control at the same transmission rate. However, no analytical guarantees are provided that the transmission rate does not exceed the periodic control rate.

In this paper, we propose a down-sampling control policy which guarantees the same linear quadratic (LQ) control performance of any periodically sampled LQ controller at a given period, while reducing the rate of sampling/transmission. The technique is developed considering the disturbance-free case, as well as when sporadic impulse disturbances affect the system. The down-sampled control policy is based on a fast and a slow sampling rate, utilized within specific intervals of time in order to guarantee the required control performance. The transient period is performed with fast control updates, while the steady-state control is performed at a slower rate. It was recently shown in [22] that the optimal transmission schedule for a linear system without disturbances and with a limited amount of transmissions on a finite horizon, is to transmit consecutively at the beginning of the interval. This is in line with method we propose in this paper. With the reduction in complexity over the aforementioned existing methods, we develop a sampling and transmission scheme which is able to guarantee by design a specified control performance. Additionally, one is able to specify the slow rate according to the application and/or system characteristics. Numerical examples validate the down-sampled policy where we provide comparisons to the recent work of [20] and [21] for the deterministic case.

The rest of this paper is organized as follows. Sec. II presents the system setup and the problem formulation. The down-sampled controller is presented in Sec. III where its implementation under the absence or presence of disturbances is proposed and analysed. Finally, numerical examples validate the proposed mechanism and illustrate its benefits and Sec. V concludes this paper.
II. PROBLEM FORMULATION

Assume the plant is a continuous-time linear and time-invariant system,
\[ \dot{x}(t) = Ax(t) + Bu(t), \]  
with a state \( x(t) \in \mathbb{R}^n \) and input \( u(t) \in \mathbb{R}^m \) given by a state-feedback law and that the control performance is defined by the normalized linear quadratic (LQ) cost
\[ J = \lim_{T \to \infty} \frac{1}{T} J^{[0,T]}, \]
where
\[ J^{[0,T]} = \int_0^T x(t)^T Q_c x(t) + u(t)^T R_c u(t) \, dt, \]
and where \( Q_c > 0, R_c > 0 \) and let \( (A, B) \) be controllable.

We deal with the discrete-time counterpart of (1) and (2) where the sampling of the state and computation of the control input are performed by embedded devices with a fixed operating frequency which is governed by a time-clock. In such systems, the controller design is typically performed by discretizing the continuous-time system (1) for a specific period, and optimally designing the control policy that minimizes the discretized control cost (2) [8].

Sampling (1) with a zero-order-hold for a baseline period \( h = 1 \), gives the discrete-time system
\[ x(k + 1) = \Phi_1 x(k) + \Gamma_1 u(k), \]
where \( \Phi_h = e^{Ah}, \Gamma_h = \int_0^h e^{As} Bds \), where for \( h = 1 \) we drop the subscript on \( \Phi \) and \( \Gamma \). Such system is affected by impulsive disturbances \( w(k) \in \mathbb{R}^n \), occurring at times \( d_\kappa, \kappa \in \mathbb{N} \), perturbing the state as follows
\[ x(k + 1) = \begin{cases} w(k) & \text{if } k = d_\kappa, \\ \Phi x(k) + \Gamma u(k) & \text{otherwise}, \end{cases} \]
where the time between disturbances \( d_{\kappa+1} - d_\kappa \geq \delta_d \) is unknown, but lower bounded by \( \delta_d \). Moreover, we assume that the disturbance occurs during the slow sampling interval, i.e., \( d_\kappa + \delta_d > t_s \).

A. Scheduling and control

The sampling and control of the system is performed simultaneously and governed by the sampler as depicted in Fig. 1. Whenever a new control input is computed, it is transmitted to the actuator over a communication network and applied to the plant.

Let \( q(k) \in \{q_F, q_S\} \) represent the current sampling mode, which is a fast sampling mode \( q_F \) or slow sampling mode \( q_S \) and its evolution is governed by the transition map
\[ q(k) = \Pi(x(k), q(k - 1)), \]
to be designed in Sec. III. The time of the next sampling instant \( \tau_{k+1} \) is dependent on the current mode and is given by
\[ \tau_{k+1} = \begin{cases} \tau_k + 1 & \text{if } q(k) = q_F, \\ \tau_k + \delta_S & \text{if } q(k) = q_S, \end{cases} \]
where \( \delta_S > 1 \), which defines the sampling and actuation instants. Hence, the system is either sampled consecutively or down-sampled with interval \( \delta_S \).

The control input computed at the controller is given by
\[ u(k) = \begin{cases} K_F x(k) & \text{if } q(k) = q_F, \\ K_S x(k) & \text{if } q(k) = q_S, \end{cases} \]
where \( K_F \) and \( K_S \) are the controller gains. Moreover, the switching instant between sampling modes is denoted by \( t_s \) and the last switching time as \( t_s \).

B. Problem statement

Let the normalized down-sampled controller cost be \( \tilde{J}_{DS} \) and its transmission rate
\[ \tilde{R}_{DS} = \lim_{T \to \infty} \frac{1}{T} \sum_{k=0}^{T} 1_{\tau_k \leq T}, \]
during the interval of time \([0, \infty)\). In the same manner, let us denote by \( \tilde{J}_N \) the normalized cost of an LQ controller periodically sampled at a nominal period \( \delta_N \), where \( 1 < \delta_N < \delta_S \), and by \( \tilde{R}_N \) the average transmission rate of the nominal controller.
Problem 1: Given the slow sampling interval $\delta_s$, design the transition map $\Pi$ in (4), and the state-feedback controller (6) which guarantees that the down-sampled controller achieves

1) $J_{DS} \leq J_N$ while
2) $R_{DS} < R_N$.

This problem corresponds to the design of a down-sampled controller which achieves a control cost lower or equal than that of any periodic LQ controller sampled with nominal period $\delta_N$, while utilizing a lower transmission rate. An illustration of the problem is given in Fig. 2.

C. Preliminaries

We now present a revision of the classic discrete-time LQ control methods which will be essential to the development of the methods proposed in this chapter.

Assuming that system (3), sampled with a baseline period $h = 1$, is controlled periodically with a fixed period $\delta$, the state-feedback control law given by

$$u(k) = \begin{cases} K_\delta x(k) & \text{if } k \in K_{\delta}^{(0, \infty)}, \\ u(k - 1) & \text{otherwise}, \end{cases} \quad (7)$$

where $K_{\delta}^{(l,l')} = \{k \in \mathbb{N} : \text{rem}(k, \delta) = 0 \land l \leq k \leq l'\}$, minimizes the normalized control cost function $J_\delta$ as in (3), is

$$J_\delta = \lim_{T \to \infty} \frac{1}{T} \int_0^T J_\delta^{[0,T]} \quad \text{where}$$

$$J_\delta^{[0,T]} = \sum_{k \in K_{\delta}^{[0,T]}} \left[ x(k) \right]^T \begin{bmatrix} Q_\delta & N_\delta \\ N_\delta^T & R_\delta \end{bmatrix} \left[ x(k) \right] + \left[ u(k) \right]^T \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} \left[ x(k) \right] + \left[ u(k) \right]^T \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} \left[ u(k) \right],$$

and

$$\left[ Q_\delta \ N_\delta \\ N_\delta^T \ R_\delta \right] = \int_0^\delta e^T \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} s \left[ Q_e \ 0 \\ 0 \ R_e \right] e^T \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} s \ ds.$$

Let us denote by $J_\delta^{(l,\infty)}$ the infinite-horizon control cost calculated from time $k = l$, $l \in K_{\delta}^{(l,\infty)}$. From [8], it is known that the infinite-horizon control cost given by (8) under the optimal control policy (7) is $J_\delta^{(l,\infty)} = x(l)^T P_\delta x(l)$, where the solution to the infinite-horizon discrete-time Riccati equation, $P_\delta > 0$ and the control gain are given by

$$P_\delta = \Phi_\delta^T P_\delta \Phi_\delta + Q_\delta^T - (\Phi_\delta^T P_\delta \Gamma_\delta + N_\delta),$$

$$(\Gamma_\delta^T P_\delta \Gamma_\delta + R_\delta)^{-1} (\Gamma_\delta^T P_\delta \Phi_\delta + N_\delta^T),$$

$$K_\delta = -(\Gamma_\delta^T P_\delta \Gamma_\delta + R_\delta)^{-1} (\Gamma_\delta^T P_\delta \Phi_\delta + N_\delta^T). \quad (9)$$

The finite-horizon control cost between time $k \in [l,l']$, for a system actuated with period $\delta$ but discretized with baseline period $h = 1$ as in (3), is

$$J_\delta^{[l,l']} = \sum_{k=l}^{l'} \left[ x(k) \right]^T \begin{bmatrix} Q_l & N_l \\ N_l^T & R_l \end{bmatrix} \left[ x(k) \right] + \left[ u(k) \right]^T \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} \left[ x(k) \right] + \left[ u(k) \right]^T \begin{bmatrix} A & B \\ 0 & 0 \end{bmatrix} \left[ u(k) \right],$$

where from now on we drop the subscripts in $Q$, $R$ and $N$ for $h = 1$. Assuming that the controller is given by (7) with $K_\delta$ as (9) and that a sampling and control instant takes place at time $k = l$ and $k = l'$, by induction one can show that the cost (10) is expressed as

$$J_\delta^{[l,l']} = J_\delta^{[l,\infty]} - J_\delta^{[l',\infty]} = x(l)^T P_\delta x(l) - x(l')^T P_\delta x(l').$$

Note that using the state-feedback controller (7) with $K_\delta$ given by (9) does not minimize (10) and thus yields a suboptimal for the finite-horizon problem.

III. DOWN-SAMPLED CONTROLLER: DESIGN AND ANALYSIS

In this section we propose a down-sampled controller which solves Problem 1. The design is split between the case where disturbances are absent and when disturbances affect the system.

Definition 1: A sampling period $\delta$ is well-defined if and only if the pair $(\Phi_\delta, \Gamma_\delta)$ is controllable [8] and if $\delta$ is a non-pathologic sampling period [23], uncontrollable unstable poles.

Assumption 1: We assume that $\delta_N$, $\delta_S$ and the baseline period $h = 1$ are non-pathologic sampling periods [23], so that the system remains controllable when sampled with these sampling periods. Moreover, we assume that $J_\delta^{[0,\infty]} < J_N^{[0,\infty]} < J_S^{[0,\infty]}$, $\forall x \in \mathbb{R}^n$, which implies $P_F < P_N < P_S$.

We start by solving Problem 1 in the absence of disturbances, i.e., $w(k) = 0, \forall k$.

A. No disturbance case

Without loss of generality, we present the results assuming that the system is initialized at time $k = 0$.

Theorem 1: Consider system (3) initialized at a given initial condition $x(0)$ with sampling and actuation governed by (5). When $w(k) = 0, \forall k$ the down-sampled controller transition map is defined by

$$\Pi(x(k), q(k - 1) = q_F) \triangleq \begin{cases} q_S & \text{if } x(k) \in \mathcal{G}_F \\ q_F & \text{otherwise} \end{cases} \quad (11)$$

where

$$\mathcal{G}_F \triangleq \{ x(k) \in \mathbb{R}^n \mid x(k)^T \Lambda_F x(k) \leq \sigma_F \}, \quad (12)$$

where $\Lambda_F = P_S - P_F$ and $\sigma_F = x(0)^T (P_N - P_F) x(0)$. If $x(0) \neq 0$ and since no disturbances occur, there is a single switching between the fast and slow mode which occurs at the switching time

$$t_s = \inf \{ k \geq 0 : x(k)^T \Lambda_F x(k) \leq \sigma_F \}.$$ (13)

The control input $u(k)$ in (6) has $K_F$ and $K_S$ given by (9) for the baseline and slow period $\delta_S$, respectively. Through this design, the down-sampled controller achieves:

1) a cost no larger than a nominal LQ controller and hence stability of the closed-loop system, while
2) utilizing a lower number of samples than the nominal controller.

Proof: We start by deriving the switching conditions, together with the switching instant $t_s$. Note that since there
are no disturbances, no normalization of the costs is required since $J_{DS}^{[0,\infty)}$ and $J_{N}^{[0,\infty)}$ both converge to a fixed value. Thus, one must guarantee that $J_{DS}^{[0,\infty)} \leq J_{N}^{[0,\infty)}$ in order to provide a valid solution to Problem 1.

For $x(0) \neq 0$, the system will always initially be in a fast mode since $J_{S}(x(0)) > J_{N}(x(0))$. Thus, the control cost of the down-sampled controller from time $k = 0$ is given by

$$J_{DS}^{[0,\infty)} = J_{F}^{[0,\infty)} - J_{P}^{T}P_{F}x(0) = x(0)^{T}P_{F}x(0),$$

which has to be guaranteed to be smaller or equal than the nominal control cost

$$J_{N}^{[0,\infty)} = x(0)^{T}P_{N}x(0).$$

The region $\mathcal{G}_{F}$ in (12) as well as the switching instant (13), are achieved by re-arranging the above terms and setting the inequality. Hence, there is a single switch from the fast mode $q_{F}$ to the slow mode $q_{S}$ when $x(k)$ reaches region $\mathcal{G}_{F}$. After this moment, the system stays in mode $q_{S}$ since no disturbance affects the system. This defines the switching condition (11).

The switching condition guarantees by design the stability of the closed-loop system since the infinite-horizon cost of the down-sampled controller (14) is guaranteed to be bounded by a bounded infinite-horizon cost (15).

We now prove the existence of the switching time given by (13). Due to the fact that the baseline period and $\delta_{S}$ are well defined and $\delta_{S} > \delta_{F}$, it holds that $P_{S} > P_{F}$. Moreover, $x(k) = \Phi_{k}^{F}x(0)$, where $\Phi_{F} = \Phi_{F} + \Gamma_{F}K_{F}$ is the closed-loop system matrix for the baseline period and since $\Phi_{F}$ is a Schur matrix since $K_{F}$ is a stabilizing state-feedback gain.

By taking the limit of the left-hand side of the switching condition (13) with $\Lambda_{F} = P_{S} - P_{F} > 0$, it holds that

$$\lim k \rightarrow \infty x(k)^{T}\Lambda_{F}x(k) = \lim k \rightarrow \infty x(0)^{T}\Phi_{k}^{F}\Phi_{k}^{F}x(0) = 0,$$

since $\Phi_{F}$ is Schur and $\Lambda_{F} > 0$. Thus, for $t_{s}$ to exist, $\sigma_{s} > 0$, which is always true since $P_{S} > P_{F}$ as $\delta_{S} > \delta_{F}$.

The number of transmissions performed by the down-sampled controller over an horizon $T$ is $\sum_{i=0}^{N} = t_{s} + \frac{T-t_{s}}{\delta_{S}} + 1$, while for the nominal controller is $\sum_{i=0}^{N} = \frac{T-t_{s}}{\delta_{N}} + 1$. The rates of both controllers are then given by $R_{D}^{[0,T]} = \frac{1}{T}\sum_{i=0}^{N}$ and $R_{N}^{[0,T]} = \frac{1}{T}\sum_{i=0}^{N}$. Since $\delta_{S} > \delta_{S}$, it holds that

$$\lim_{T \rightarrow \infty} R_{N}^{[0,T]} - R_{D}^{[0,T]} = \lim_{T \rightarrow \infty} \frac{1}{T} \left( \sum_{i=0}^{N} - \sum_{i=0}^{N} \right) = \frac{1}{\delta_{S}} \frac{1}{\delta_{N}} > 0,$$

guaranteeing that a lower number of samples are transmitted over the communication network with the down-sampled controller.

An illustration of the behavior of the down-sampled controller until time $t_{s}$ is given in Fig. 3a. Afterwards, the system state will remain inside $\mathcal{G}_{F}$ since no disturbances affect the system.

---

**B. Disturbance case**

We now introduce the design and analysis of the down-sampled controller when disturbances affect the system.

**Assumption 2:** For simplicity of presentation, we assume that the disturbance occurs synchronously with the nominal controller sampling instants, i.e., $d_{k} \in [0, \delta_{N})$. The down-sampled controller without this assumption is given in [24]. For the analysis presented in this section, we only consider the interval of time between disturbances $k \in [d_{k}, d_{k+1})$, $\forall k$ as the disturbance are impulse disturbances which set the value of $x(k+1) = w(k)$ for $k = d_{k}$, $\forall k$. Thus, by making sure that the down-sampled controller solves Problem 1 under each interval $k \in [d_{k}, d_{k+1})$, $\forall k$, one guarantees that the down-sampled controller is a solution to Problem 1 for the interval $k \in [0, \infty)$.

We now introduce the following lemma which will be used for the derivation of the down-sampled controller.

**Lemma 1:** Since the disturbance interval is lower bounded by $\delta_{d}$, there exists an $\epsilon > 0$ such that

$$J_{N}^{(d_{k+1}, \infty)}(x(d_{k})) \leq \epsilon x(d_{k})^{T}x(d_{k}),$$

where $x(d_{k})$ is the state at the last disturbance instant. The value of $\epsilon$ is given by

$$\epsilon = \lambda_{max} \left( \Phi_{N}^{T}P_{N}\Phi_{N} \right).$$
Proof: The nominal cost at time $d_n + \delta_d$ is given by
$$J_N^{(d_n + \delta_d, \infty)} = x(d_n)^T \Phi^T_N P_N \Phi_N x(d_n),$$
where $\Phi_N = (\Phi_N - \Gamma_N K_N)^{\delta_d}$. From [25], and since $J_N^{(d_n + \delta_d, \infty)} \geq J_N^{(d_n + \delta_d, \infty)}$, it holds that
$$J_N^{(d_n + \delta_d, \infty)} \leq J_N^{(d_n + \delta_d, \infty)} \leq \lambda_{max} (\Phi_N^T P_N \Phi_N) x(d_n)^T x(d_n).$$
Thus, one can define $\epsilon$ as (17) and bound (16). This completes the proof.

1) Switching condition: Next we give the main result of the chapter, which characterizes the transition map (4) illustrated in Fig. 3.

Theorem 2. Assume the system (3) is initialized at a given initial condition $x(0)$ with sampling and actuation governed by (5) and $t^* = 0$ at starting time. The transition map is defined as
$$\Pi(x(k), q(k-1) = q_F) = \begin{cases} q_S & \text{if } x(k) \in G_F \\ q_F & \text{otherwise} \end{cases} \quad (18)$$
$$\Pi(x(k), q(k-1) = q_S) = \begin{cases} q_F & \text{if } x(k) \in G_S \land k = d_n, \forall k \\ q_S & \text{otherwise} \end{cases} \quad (19)$$
where
$$G_F = \left\{ x(k) \in \mathbb{R}^n \mid x(k)^T \Lambda F x(k) \leq \sigma_F \right\},$$
$$G_S = \left\{ x(k) \in \mathbb{R}^n \mid x(k)^T \Lambda S x(k) > \sigma_S \right\},$$
and the region parameters are given by
$$\Lambda_F = P_s - P_F,$$
$$\sigma_F = x(t^*)^T (P_s - P_F - \epsilon I) x(t^*),$$
$$\Lambda_S = \begin{pmatrix} P_s - P_N + \epsilon I & 0 \\ 0 & 0 \end{pmatrix} \text{ if } \text{rem}(k - t^*, \delta_S) = 0,$$
$$\text{otherwise,}$$
$$\sigma_S = J_N^{(d_n - 1, k]} - J_N^{(d_n - 1, k]}.$$
(21)

The switching instant $t^*_n$ under sporadic impulsive disturbances $w(k)$ is given by:
$$t^*_n = \begin{cases} \inf \left\{ k > t^*_n : \Pi(x(k), q(k-1) = q_F) = q_S \right\} \\ \inf \left\{ k > t^*_n : \Pi(x(k), q(k-1) = q_S) = q_S \right\} \end{cases} \quad (22)$$

The control input $u(k)$ is defined by (6) with $K_F$ and $K_S$ given by (9) for the baseline period and $\delta_S$, respectively.

Through this design, the down-sampled controller achieves a normalized cost smaller or equal to that of the nominal controller, i.e., $J_{DS} \leq J_N$.

Proof: The goal of the down-sampled controller is to achieve $J_{DS} \leq J_N$ under sporadic impulse disturbances $w(k)$. In this case, after entering the slow mode, the state may only be brought to a fast mode by a disturbance and thus a re-switching from slow to fast mode must only occur at the time a disturbance occurs, i.e., $k = d_n$.

Consider the transition map (18) and (19). When the system is in fast sampling mode, it's state will be brought to the region $G_F$ enabling a switch to the slow sampling mode (see Fig. 3a). When the system is in the slow sampling mode, a disturbance must be large enough to bring the system state outside of $G_S$, as depicted in Figs. 3c and 3d. If the disturbance is not large enough, the system will remain in a slow sampling mode (see Fig. 3b).

The region $G_F$ and transition map (18) is derived in the same manner of the switching condition in Proposition 1. Rewriting (14) for the interval $[d_n, d_n+1]$ we have that
$$J_{DS}^{(d_n, d_n+1)} = J_F^{(d_n, \infty)} - J_F^{(t^*, \infty)} + J_S^{(t^*, \infty)} - J_S^{(d_n+1, \infty)}.$$
(23)

Given Lemma 1 and (23), we can derive the following inequalities
$$J_{DS}^{(d_n, d_n+1)} \leq J_F^{(d_n, \infty)} - J_F^{(t^*, \infty)} + J_S^{(t^*, \infty)} - \epsilon x(d_n)^T x(d_n).$$
Thus, to guarantee that $J_{DS}^{(d_n, d_n+1)} \leq J_N^{(d_n, d_n+1)}$, one can require that $J_F^{(d_n, \infty)} - J_F^{(t^*, \infty)} + J_S^{(t^*, \infty)} - \epsilon x(d_n)^T x(d_n)$, which is enforced by $G_F$ in (20) with parameters given by (21).

The transition map for the slow sampling mode is based on the requirement that the slow rate is used from the time the disturbance occurs at time $k = d_n$ onwards, if and only if, the total cost (current cost until time $k$ plus the cost to-go until the next disturbance time $d_{n+1}$) is kept lower than that of the nominal controller. The above condition is formulated as
$$J_{DS}^{(d_n-1, d_n)} + J_{DS}^{(d_n, d_n+1)} \leq J_N^{(d_n-1, d_n)} + J_N^{(d_n, d_n+1)}, \forall k. \quad (24)$$
Recall the sampler unit keeps in memory the cost history of both controllers: $J_{DS}^{(d_n-1, d_n]}$ and $J_N^{(d_n-1, d_n]}$. Using bound (16) from assumption 1, inequality (24) is guaranteed if
$$J_{DS}^{(d_n-1, k]} + J_{DS}^{(k, \infty)} \leq J_N^{(d_n-1, k]} + J_N^{(k, \infty)} - \epsilon x(k)^T x(k), \quad k = d_n,$$
where $J_N^{(k, \infty)}$ is given by (30). Enforcing this inequality in the form of the region $G_S$, we arrive to the transition map in (19) with parameters $\Lambda_S$ and $\sigma_S$ given by (21).

The switching instant $t^*_n$ in (22) follows directly from the definitions of the transition map in (18) and (19). This switching condition guarantees by design the stability of the closed-loop system since the normalized cost of the down-sampled controller is guaranteed to be bounded by the normalized nominal cost at each disturbance interval. This completes the proof.

The down-sampled controller designed in Proposition 2 does not give any guarantees w.r.t. the rate of transmission since it is solely designed to guarantee that the performance of the down-sampled controller is no worse than the performance of the nominal controller. We analyze this issue next by providing a minimum allowed disturbance interval which guarantees the fulfillment of the above property.

2) Minimum allowed disturbance interval $\delta_d^{\min}$: We now propose a worst-case analysis which finds the minimum allowed disturbance interval $\delta_d^{\min}$ so that for $d_{n+1} - d_n \geq \delta_d^{\min}$ the rate of transmission of the down-sampled controller is lower than the nominal controller, i.e., $R_{DS} < R_N$. 

Hence, the down-sampled controller proposed in Proposition 2 is a solution to Problem 1 under sporadic impulse disturbances.

In order to perform this analysis we require the knowledge of the largest value (worst-case) of the switching time \( t_s \) for any initial condition of the state. Such value provides the case where the largest amount of samples/transmissions are utilized by the down-sampled controller and is achieved through the following result.

**Lemma 2:** Let the switching instant be given by (22) with \( q(0) = q_F \) and \( \delta_S \) and \( \delta_N \) be fixed. The down-sampled controller has the maximum switching instant \( \bar{t}_s \) for a given system (3), for any initial condition \( x(0) \), defined by:

\[
\bar{t}_s = \inf \{ k > 0 : \lambda_{\text{max}} \left( \Phi^k - \Lambda P + \Lambda F + eI \right) \leq 0 \},
\]

where \( \Phi = \Phi + \Gamma K_F \) is the closed-loop system matrix for the fast period.

**Proof:** The proof follows from the switching condition and the fact that \( x^T Z x \leq 0, \forall x \in \mathbb{R}^n \), if and only if, \( \lambda_{\text{max}}(Z) \leq 0 \) for any symmetric matrix \( Z = Z^T \) (see (25)).

We can finally characterize the minimum allowed disturbance interval.

**Proposition 1:** Let \( \delta_N \) and \( \delta_S \) be fixed. The minimum allowed disturbance period \( \delta_{d_{\text{min}}} \) which guarantees a solution to Problem 1 for the down-sampled controller designed in Proposition 2 is

\[
\min_{\delta_{d_{\text{min}}}} \delta_{d_{\text{min}}} \quad \text{s.t.} \quad \bar{t}_s + \frac{\delta_{d_{\text{min}}} - \bar{t}_s}{\delta_S} + 1 < \frac{\delta_{d_{\text{min}}}}{\delta_N},
\]

where \( \bar{t}_s \) is given by (25) in Lemma 2, with \( \epsilon \) defined in (17) with \( \Phi_N = (\Phi - \Gamma_N K_N)^{\delta_{d_{\text{min}}}} \).

**Proof:** The constraint comes directly from the requirement that during the interval of length \( \delta_{d_{\text{min}}} \),

\[
\Sigma_{\delta_{d_{\text{min}}}}^{\delta_{d_{\text{min}}}} < \Sigma_N^{\delta_{d_{\text{min}}}} \Rightarrow R_{\delta_{d_{\text{min}}}}^{\delta_{d_{\text{min}}}} < R_{\delta_{d_{\text{min}}}}^{\delta_{d_{\text{min}}}},
\]

where \( \Sigma_{\delta_{d_{\text{min}}}} = \left( \bar{t}_s + \frac{\delta_{d_{\text{min}}} - \bar{t}_s}{\delta_S} + 1 \right) + 1 \), and \( \Sigma_N^{\delta_{d_{\text{min}}}} = \left[ \frac{\delta_{d_{\text{min}}}}{\delta_N} + 1 \right] + 1 \). An extra transmission is added to the down-sampled controller since due to a disturbance, this controller will switch to the fast period and perform a new actuation. The number of transmissions of the nominal controller is kept the same since this controller does not alter its behavior when a disturbance affects the system.

**IV. EXAMPLES**

We now provide an evaluation of the proposed down-sampled controller. We start by analysing the performance of the down-sampled controller when compared to other two methods proposed in the literature [20] for the case when no disturbances affect the system, as in these works no disturbances are considered. Afterwards, we analyse the performance of the down-sampled controller under sporadic impulse disturbances. The evaluation is performed for two different plants, a two-mass and spring system from [20], and a classic double-integrator system [8].

**Two-mass and spring:** The two-mass and spring system from [26] is modelled as a 4th-order continuous-time system (1) with parameters

\[
A = \begin{bmatrix}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
-2\pi^2 & 2\pi^2 & 0 & 0 \\
2\pi^2 & -2\pi^2 & 0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
0 \\
1 \\
0
\end{bmatrix},
\]

and with initial condition \( x(0) = [-1 \ 1 \ 0 \ 0]^T \) and control cost matrices \( Q_c = \text{diag}(1,1,0,0) \) and \( R_c = 0.1 \).

**Double integrator:** The double integrator [8] is modelled as a 2nd-order continuous-time system (1) with parameters

\[
A = \begin{bmatrix}
0 & 1 \\
0 & 0
\end{bmatrix}, \quad B = \begin{bmatrix}
0 \\
1
\end{bmatrix},
\]

and control cost matrices \( Q_c = \text{diag}(1,1) \) and \( R_c = 1 \).

**A. No disturbance case**

Under this formulation, we compare the down-sampled controller to the traditional periodic controller, the roll-out event-triggered controller (RO-ETC) proposed in [20] and the self-triggered linear quadratic regulator (STC LQR) proposed in [21].

Consider the two-mass and spring system. Fig. 4a presents the results of the control performance of the two-mass and spring system for different average sampling periods, under a traditional periodic controller, the down-sampled controller, the STC LQR [21] and the RO ETC (using the same algorithm parameters as [20]). The control performance for all cases is normalized on the continuous-time control performance which is the lowest possible cost under the given \( Q_c, R_c \) and \( x(0) \). The displayed down-sampled controller cost is the minimum achievable cost for a nominal period \( \delta_N \in [h, \delta] \) and the corresponding \( \delta_S \) was chosen as the minimum period ensuring an average period of \( \delta \) over the horizon \( T \). In this case, we set \( T = 1150 \) s and varied \( \delta \in [0.02,0.48] \) s. For the STC LQR, we varied the algorithm’s tuning parameter \( \beta \in \{1.05,1.1,...,1.25\} \). The cost achieved by the down-sampled controller is lower than the other methods.

Consider now the double integrator system. Fig. 4b presents the results of the control performance for this system under the different average sampling periods and controller implementations. In this case, the control cost is averaged over 20 different initial conditions \( x(0) \) equally spaced in the unit disk. Moreover, \( T = 350 \) s, \( \delta \in [0.25,5] \) s and baseline period \( h = 0.25 \) s. As for the STC LQR, we varied again the algorithm’s tuning parameter \( \beta \in \{1.05,1.1,...,1.5\} \). As in the previous case, the down-sampled controller has a cost smaller than the other algorithms.

In summary, the down-sampled controller has an advantage over the STC LQR in the fact that, not only a lower
Periodic
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Fig. 4: Comparison among different aperiodic control algorithms and the traditional periodic controller in the absence of disturbances.

control cost is achieved for the same average sampling period, but we can guarantee a specific cost for a selected average sampling period. This is not achieved in the STC LQR since for a specific \( \beta \) value there is no guarantee what the sampling period will be. As expected, the cost difference to the RO ETC is not as large as to the STC LQR since the RO ETC is based on a roll-out strategy which is known for being efficient on solving combinatorial optimization problems. Nevertheless, the down-sampled controller requires a very low computational effort and is based on simple switching rules, as opposed to the computationally demanding roll-out method proposed in [20].

### B. Disturbance case

The performance of the down-sampled controller under sporadic impulse disturbances is now analyzed on the double integrator system with baseline period \( h = 0.1 \) s, \( \delta_N = 10 \) and \( \delta_S = 50 \), during a \( T = 140 \) s simulation interval. The initial condition is set to \( x(0) = [10 \ 10]^T \) and the disturbance occurs three times at \( \{d_1, d_2, d_3\} = \{20, 60, 100\} \) s with values

\[
\{w(d_1), w(d_2), w(d_3)\} = \left\{ \begin{array}{c}
0.25 \\
0.25 \\
-6.05
\end{array} \right\}.
\]

Using Proposition 1 we obtain that the minimum disturbance interval to guarantee that the down-sampled controller utilizes less transmissions than the nominal controller is \( \delta_d^{\min} = 500 = 50 \) s.

Fig. 5 depicts the time-response of the state and control input of the system under the dual-rate controller (solid line) and nominal controller (dashed line) as well as the sampling instants performed by the dual-rate controller. The normalized control cost of both controllers for the same experiment w.r.t. the continuous-time control cost without disturbances is also depicted in this figure. One can observe that for both controllers the system is stable and that the down-sampled controller cost is always lower or equal than the nominal controller. Moreover, the total number of transmissions during the experiment was \( \Sigma_{DS} = 68 \) and \( \Sigma_N = 141 \). As expected, the obtained \( \delta_d^{\min} \) is conservative since it is computed for the worst-case scenario as defined in Sec. III. We notice that 9 fast sample and actuation instants occur after the experiment is initialized and at the moment of the first disturbance. No fast sample is required when the second disturbance occurs. This is due to the fact that the disturbance value is small and the down-sampled controller cost is guaranteed to be below the nominal controller cost by the current slow sampling action. When the last and large disturbance affects the system, 22 fast sample and actuation instants are required.

### V. Conclusion

In this paper, we have introduced a down-sampled controller which reduces network usage while guaranteeing a specified LQ performance under sporadic impulse disturbances. This method is based on fast and slow sampling intervals with the intuition that the closed-system benefits by being brought quickly to steady-state conditions, while behaving satisfactory when being actuated at a slow rate once at those conditions. Through simulations, we demonstrated the benefits of using the down-sampled policy instead of a fixed-rate one. Moreover, we show that this simple mechanism provides large savings with respect to network usage when compared to the traditional periodic time-triggered controller and state-of-the-art aperiodic controller mechanisms.
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A. Derivation of $J_S(l,\infty)$

The infinite-horizon cost-to-go for the down-sampled controller for $q(k) = q_S$ from time $k = l$, $J_S(l,\infty)$ is defined as

$$J_S^{[l,\infty]} = \begin{cases} x(l)^T P_S x(l) & \text{if } \text{rem}(l - t^*, \delta_S) = 0 \\ \tilde{J}_S^{[l,\infty]} & \text{otherwise} \end{cases} \quad (26)$$

for the case a slow transmission occurs at time $k = l$ or not, respectively, where cost $\tilde{J}_S^{[l,\infty]}$ is given by

$$\tilde{J}_S^{[l,\infty]} = J_S^{[l,\infty]} + x(n^+_S + 1)^T P_S x(n^+_S) \quad (27)$$

where $n^+_S$ is the next sampling instant of the down-sampled controller after time $k = l$, and given by $n^+_S = t^*_S + \left(\left\lfloor \frac{t^* - S_l}{\delta_S} \right\rfloor + 1 \right) \delta_S$. Note that $J_S^{[l,\infty]}$ is given by (10) iterated from time $k \in [l, n^+_S - 1]$ where the control input is the last computed control input which we denote by $\tilde{u}$. If no switching occurred between time $k = [n^+_S - \delta_S, l]$, then $\tilde{u} = u(n^+_S - \delta_S)$, otherwise $\tilde{u} = u(t^*_S)$. Thus, $J_S^{[l,n^+_S-1]}$ is given by

$$J_S^{[l,n^+_S-1]} = \sum_{i=0}^{n^+_S-1} x(i)^T Q x(i) + 2x(i)^T N \tilde{u} + \tilde{u}^T R \tilde{u} \quad (28)$$

We can then substitute (28) in (27) and rewriting (27) as a function of $x(l)$ arriving to

$$J_S^{[l,\infty]} = \begin{bmatrix} x(l) & F & E & G \end{bmatrix} \begin{bmatrix} x(l) \end{bmatrix} \quad ,$$

where

$$F = \bar{\Phi}(n^+_S - l)T P_S \bar{\Phi}(n^+_S - l) + \sum_{i=0}^{n^+_S+1} \bar{\Phi}(i)^T Q \bar{\Phi}(i)$$

$$E = \bar{\Phi}(n^+_S - l)T P_S \bar{\Phi}(n^+_S - l) + \sum_{i=0}^{n^+_S+1} \bar{\Phi}(i)^T Q \bar{\Phi}(i) N \tilde{u}$$

$$G = \tilde{u}^T \left( \Gamma(n^+_S - l)T P_S \bar{\Phi}(n^+_S - l) \sum_{i=0}^{n^+_S+1} \bar{\Phi}(i)^T Q \bar{\Phi}(i) + 2\Gamma(i)^T N + R \right) \tilde{u}$$

and $\bar{\Phi}(n) = \Phi^n$ and $\Gamma(n) = \sum_{j=0}^{n-1} \Phi^j \Gamma$. Finally, we can rewrite (26) as

$$J_S^{[l,\infty]} = \begin{cases} \begin{bmatrix} x(l) & F & E & G \end{bmatrix} \begin{bmatrix} x(l) \end{bmatrix} & \text{if } \text{rem}(l - t^*, \delta_S) = 0 \\ \text{if } \text{rem}(l - t^*, \delta_S) = 0 \end{cases} \quad (30)$$

where

$$M_1 = \begin{bmatrix} P_S & 0 & 0 \\ 0 & 0 \end{bmatrix}, \quad M_2 = \begin{bmatrix} F - P_S & E & G \end{bmatrix}.$$