
Problem Set 3

Sum of Squares Seminar

September 23, 2017, Due October 2, 2017

Problem 1: SOS Proofs (20 points)
Give sum of squares proofs for the following facts (over R):

(a) 5 points: ∀x, y, z, w, 4xyzw ≤ x4 + y4 + z4 +w4 (this is essentially the AM-GM inequality
on 4 terms)

(b) 5 points: If
∑n

i=1 x
2
i = 1 then

∑n
i=1 xi ≤

√
n

(c) 10 points: If
∑n

i=1 x
2
i = 1 then

∏n
i=1 x

2
i ≤ n−n (hint is available)

(d) Challenge question: If M is a doubly stochastic n×n matrix (i.e. all entries are nonnegative,
all rows sum to one, and all columns sum to 1), then the permanent of M is at least n!

nn

Problem 2: Decomposing an L1 pseudo-metric space (15 points)
Recall the objective function for the relaxation of sparsest cut:∑

i<j,(i,j)∈E(G) dij∑
i<j dij

Let G be the cycle on 6 vertices, i.e. V (G) = v1, · · · , v6 and E(G) = {(vi, vi+1) : i ∈ [1, 5]} ∪
{(v1, v6)}. Assume that we are given the following mapping of v1, · · · , v6 into R2:

v1 = (0, 1), v2 = (1, 0), v3 = (2, 0), v4 = (3, 0), v5 = (3, 2), v6 = (0, 2)

(a) 5 points: What is the value of the objective function given by this L1 metric? What is the
actual sparsity of G?

(b) 10 points: Decompose this L1 metric as a positive linear combination of cut spaces. Which
cut space(s) give the best value for the objective function?



Problem 3: Degree 4 Motzkin Polynomial Analgoue (15 points)
Consider the polynomial p(x, y, z) = x2y2 + x2z2 + y2z2 − 4xyz + 1.

(a) 5 points: Prove that ∀x, y, z, p(x, y, z) ≥ 0

(b) 10 points: Prove that p(x, y, z) cannot be written as the sum of squares of polynomials

Problem 4: SOS Proof of Cauchy-Schwarz with Expected Values
(25 points)

Recall the Cauchy-Schwarz inequality: (
∑n

i=1 xiyi)
2 ≤ (

∑
i=1 x

2
i ) (
∑

i=1 y
2
i ). In lecture, we saw

an SOS proof of one analogous statement about pseudo-expectation values, namely

Ẽ

( n∑
i=1

xiyi

)2
 ≤ Ẽ

[(∑
i=1

x2
i

)(∑
i=1

y2i

)]

In this problem, we prove that there is also a sum of squares proof of the following alternative
analogue of Cauchy-Schwarz:

Ẽ

[
n∑

i=1

xiyi

]2
≤ Ẽ

[∑
i=1

x2
i

]
Ẽ

[∑
i=1

y2i

]

(a) 10 points: Prove that for any pseudo-expectation values Ẽ, (Ẽ[xy])2 ≤ Ẽ[x2]Ẽ[y2]

(b) 5 points: Deduce that for all i, j,

2Ẽ[xiyi]Ẽ[xjyj] ≤ Ẽ[x2
i ]Ẽ[y2j ] + Ẽ[x2

j ]Ẽ[y2i ]

(c) 10 points: Use this to prove that for any pseudo-expectation values Ẽ,

Ẽ

[
n∑

i=1

xiyi

]2
≤ Ẽ

[∑
i=1

x2
i

]
Ẽ

[∑
i=1

y2i

]

(hints are available)

Problem 5: Reasoning Using Rational Functions (25 points)

Consider the constraint (x2 + 1)y = z2. We can immediately see that y ≥ 0 as y = z2

x2+1
and both

the numerator and the denominator must be non-negative. In this question, we consider whether
the sum of squares hierarchy can capture this reasoning.
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(a) 5 points: Give a sum of squares proof that if we add the constraint y ≤ −c (equivalently
y = −c− u2) for any c > 0 then the constraints are infeasible over R.

(b) 20 points: Show that there exist degree 4 pseudo-expectation values Ẽ with Ẽ[y] < 0 which
respect the constraint that (x2 + 1)y = z2 (hint is available).

3



Hints
1c. More generally, show that ∀k ∈ [1, n], 1

(nk)

∑
i1<···<ik

∏k
j=1 x

2
ij
≤ 1

nk by showing that if the

inequality holds for k1 and k2 then it holds for k1 + k2 whenever k1 + k2 ≤ n

4a. Consider the pseudo-expectation value of a square whose coefficients are functions of Ẽ[x2],
Ẽ[y2], and/or Ẽ[xy].

4b. Use part a to show that 2Ẽ[xiyi]Ẽ[xjyj] ≤ 2
√
Ẽ[x2

i ]Ẽ[y2i ]Ẽ[x2
j ]Ẽ[y2i ]

5. One way to find such pseudo-expectation values is to start with an actual expectation over
distribution of solutions and then show that you can change the value of Ẽ[y] to be negative. For
this, it is useful to choose the distribution to make the diagonal entries very large without making
the rest of the matrix too large. For example, if your distribution sets x = B, y = z = 0 with
probability B−3.5 where B is a large constant, this contributes B.5 to E[x4] and almost nothing to
the expected value of any other degree 4 monomial. Thus, we can make the x4 entry arbitrarily
large with negligible effect on the rest of the matrix.

Alternatively, you can write a semidefinite program to find such pseudo-expectation values.
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