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Kalman’s influence on my scientific work
Some recollections and reflections

Anders Lindquist

At a time when I had not yet turned 17, I got a
scholarship to spend my senior year in high school in the
United States as a foreign exchange student. This was in
1959, when Eisenhowerwas still the President of the United
States. I arrived at a time when the Soviet Union had just
launched its Sputnik satellites, thus achieving a lead in the
cold—war race for space. This led tothe ” Sputik scare”
in the United States, and Americans were considering
the possibility that the decline of their school system was
causing them to get behind. Despite being a young kid, |
wasinvited to give lectures on education in Europe at Rotary
clubs and school board meetings, and at two occasions I was
interviewed on local television comparing the quality of the
Americanschool system to that in Sweden.

What I did not know at this time, was that I would get
to know some key players connected,at least indirectly, to
this space race later in life. By 1969 the United States had
been able to put a man on the moon, and later in 1972 Rudy
Kalman would tell me that this could not havebeen achieved
without Kalman filtering. Later in the 1980s I would be a
frequent visitor at the Academy Institute of Control Sciences
in Moscow to meet pioneers in automatic control, andlater
in the 1990s, after the fall of the Soviet Union, I would
have close collaboration with Vladimir Yakubovich in Saint
Petersburg. The focus of this essay, which is based on a
articlein IEEE Control Systems Magazine (vol. 37, no 2,
April 2017), will be on Kalman, but I shall briefly return to
my relation to Yakubovich later.

I first met Kalman in Vienna, Austria, in the spring
of 1972. I had recently finished my PhD at the Royal
Institute of Technology (KTH), Stockholm, Sweden, and I
was invited to givea talk on my recent results in stochastic
control theory at a small workshop that Kalman also
attended. Apparently Kalman was favorably impressed with
my talk, for he took me out for
dinner the same evening and immediately invited me to
come over to Florida for the coming academic year. Kalman
had just moved from Stanford to the University of Florida,
and thisis how I became his first postdoctoral associate in his
new Center for Mathematical Systems Theory in the fall of
1972.

When I first met Kalman, his impressive scientific
output had just culminated. He had finished his work
on a beautiful algebraic theory of mathematical systems
theory; see, e.g.,[1]. A decade earlier he had completed
a comprehensive theory on what we today call Kalman
filtering. At the time, some of Kalman’ s critics claimed
that the results were in the air and that
September 5, 2017 DRAFT1others had derived similar
filtering equations before him. I have always claimed that
this position is grossly 2 unfair. Kalman filtering is not just a
set of filter equations. It is an important part of
systems theory that includes a theory for the matrix Riccati
equation and provides extensions to many other problems
like the inverse problem of optimal control. In fact, Kalman
had a very good taste for problems and knew how to
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formulate them in an interesting and beautiful way. He
always wanted to be regarded as a mathematician rather than
an engineer to which

he had been educated, and not without reason. Indeed,
his look at problems was that of a mathematician for
which beauty and clarity of principle was paramount. He
would identify the underlying mathematical problems and
remove secondary considerations often encountered in the
engineering literature. He should also be credited with fixing
standards, canonizing notations and prescribing an overall
style and a rigorous language which distinguished the
writing of our community from other applied mathematics
and engineering communities.

As a scientist I owe a lot to Kalman. His work on
realization theory inspired me to replace the variable in
the Szego ~ polynomial by the system matrix, a trick that
eventually led to the paper [2], submitted in fall of 1972,
introducing a fast algorithm for Kalman filtering in lieu of
the Riccati equation. Moreover, Kalman’ s early results [3]
on the Kalman-Yakubovich—Popov(KYP) Lemma became
an important building block in my work with Giorgio Picci
on stochastic realization theory [4]; also see [5]. More
importantly, he has been a role model for me in his way of
formulating and looking at problems.

A case in point is the rational covariance extension
problem, formulated by Kalman in [6]. He was obsessed
by this problem. He was hardly on the right path, but that
matters less. He wanted simplicity and symmetry and
was looking for a matrix—rank condition for the minimal
degree of a partial stochastic realization, akin to the Hankel
condition in deterministic partial realization theory. Today
we understand that this cannot be done; see, e.g., [7,
Theorem 2.2]. Moreover, at this time being a firm believer
in algebra as the ultimate tool of systems theory, Kalman
thought that the solution set could be parameterized by the
Schur parameters subject to algebraic constraints, which
also turned out to be a dead end. Tryphon Georgiou, one
of Kalman’ s most brilliant students, made the first crack
on this problem in his thesis [8] in 1983 using analysis and
topology instead of algebra. Inspired by Kalman and initially
oblivious of Georgiou’ s partial results, I eventually got
together with Chris Byrnes to try to solve this problem. This
led to a long stretch of research during which we became
aware of Georgiou’ s results via his paper [9]. We finally
solved the part missing in [9] in a paper together with Gusev
and Matveev [10] and subsequently proposed a convex—
optimization approach to the problem [11], after which we
joined with Georgiou for a long series of papers applying
the same principles on a number of applied problems as
well as problems in pure mathematics, e.g., generalizing
a result of Sarason on generalized interpolation. All this
eventually resulted in a unified mathematical theory for

moment problems with complexity constraints, leading
to a powerful paradigm for September 5, 2017 DRAFT 2
smoothly parameterizing, comparing, and shaping solutions
to specifications. This theory could be applied to many
important problem areas in systems and control, including
signal processing, speech processing, robust control, model
reduction, image processing, system identification and
information fusion.

In the Center for Mathematical Systems Theory I also
had the pleasure of meeting V.M. Popov from the KYP
Lemma, who had also been invited to Kalman’ s center.
However, for reasons that are beyond the scope of the
present account, Popov soon left the center and moved to
the mathematics department during the fall of 1972, and
so did I shortly thereafter. Altogether my affiliation with
Kalman’ s center lasted only four months, rather than the
full year originally planned, and my discussions with Popov
continued in the mathematics department. The third person
in the KYP Lemma, V.A. Yakubovich, later became my
collaborator and dear friend. He became a frequent visitor in
my group at the Royal Institute of Technology (KTH), and
we coauthored five papers, mostly on universal regulators
for optimal tracking and damping of forced oscillations.
Unfortunately his illness and subsequent death a few of
years ago put and end to my collaboration with a valued and
inspiring colleague and a wonderful person.

Kalman many times told me about his uphill battles.
His seminal paper on Kalman filtering was initially rejected.
As a result, he decided to publish this ground—breaking
work in a less prestigious mechanical engineering journal.
This initial rejection, to which he repeatedly came back
in latter years, and a few other similar events colored his
view of the scientific community and his own place in it.
He disliked probabilistic presentations of the Kalman filter
where the processes were assumed to be Gaussian. In fact,
he considered Kalman filtering a completely deterministic
problem. On this point I happen to agree with him [12].

In a sense, Kalman became the victim of his own
early success. Like many mathematicians with remarkable
success in their early years, and in his case, a series of truly
transformative contributions, he came to look for open
problems that proved to be beyond his reach. In this way,
much of his efforts during the second part in his life did
not lead to substantial scientific results, but mostly loose
ends and insightful problem formulations. Kalman could
have become a much more important asset to the systems
and control community had he been a better collaborator
and supporter of young researchers. In fact, his insights and
good taste for problems could have been a gold mine in such
collaborations.
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